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Networks on networks
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enables telecommunication. Networks occur on
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Andersen visualises the networks on networks

by drawing interconnected lines with different

widths. Curved connections disturb the order

and show that networks are not regular but are

adapted to the communication needs.
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When these words are written it is almost 130 years
since Alexander Graham Bell patented a device con-
verting speech into electrical signals that could be trans-
mitted to a distant receiver; the telephone. On 10 March
1876 Mr. Bell spoke through the device to his assistant,
Thomas A. Watson in the next room, the famous first
words, “Mr. Watson – come here – I want to see you.”

An unknown businessman made another famous
statement a few years later; “It is a scientific toy. It
is an interesting instrument, of course, for professors
of electricity and acoustics; but it can never be a
practical necessity”.

Today we know that he was wrong, to the people in
the industrialized world the telephone is a necessity,
not a scientific toy.

Since the first demonstrations by Mr. Bell, there have
been numerous new inventions and refinements to
the system, both technically and commercially, but
the main principles have remained unchanged; each
connection is given a reserved amount of transport
capacity; the circuit-switched network. Side systems
have also been developed, such as support of supple-
mentary services, IN services and emergency tele-
communications systems where the call is set up to
an emergency centre providing the centre with infor-
mation about the address of the caller.

An all digital system, Integrated Services Digital Net-
work (ISDN), introduced in the early 1990s has made
it possible to offer new services such as videoconfer-
encing in a public switched network. However, ISDN
has not been a great success worldwide, and has not
become the all-purpose network intended.

In the early 1960s a new concept, packet switching,
was introduced. In packet switching the information is
divided into packets that are sent independent of each
other. Initially the primary packet switching applica-
tions were data communication, but the growth of the
Internet has led to a number of new services offered
on packet networks, e.g. interactive real-time commu-
nication – telephony and videoconferencing.

Although telephony may look simple at first glance,
it is complex. In the beginning a lot of people consid-
ered voice and video communication as “just another
data application”. They were wrong; real-time com-
munication is different. Furthermore, developments

for more than one hundred years have resulted in a
set of telephony services that users have been accus-
tomed to and demand.

In spite of the ongoing hype, voice telephony over IP
(VoIP) remains an early work in progress. There are
also competing standards and a risk of different
understanding of the standards which make interoper-
ability demanding. Even though most vendors and
operators today choose SIP as the protocol for VoIP
provisioning, products from different vendors may
not be compatible, so any company with a heteroge-
neous environment – that is, every large enterprise
– may experience interoperability problems. Interop
tests that aim at sorting out these problems are being
held and will gradually sort them out, but it is
unlikely that we have reached that point yet.

Users do not care about the technology, what matters
are
• Functionality
• Quality
• Security
• Reliability
• Availability
• Cost.

However, the relative importance of these points
varies widely between users and the actual use for the
services. The main hurdles to VoIP might be speech
quality and security.

Speech quality has traditionally been considered as
a VoIP drawback. Many users have experienced
reduced speech quality when the ADSL access line is
used simultaneously for voice and Internet services.
The quality may also be lower with increasing traffic
in the core network, unless QoS mechanisms are imple-
mented in the network. Although significant improve-
ments have been made compared to the Voice over
Internet products launched ten years ago, there are still
hurdles. On the other hand, VoIP also gives an opportu-
nity to provide better speech quality than traditional
telephony by applying high quality speech codecs.

Among users there is a definite fear about VoIP secu-
rity that has scared off many would-be customers.
There are lots of threats to VoIP; from a bad guy
hijacking the phone system, to eavesdroppers, to all
kinds of nasty worms that use VoIP traffic to infect
the entire network. Another negative effect to the
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public is press reports about VoIP emergency calls
that were routed to the wrong emergency call centres.

A term that was hype some years ago is ‘Virtual tel-
cos’. Essentially, it refers to telecommunications ser-
vice providers who do not have their own network but
instead choose to base their business model on using
networks owned by others. It is a concept which is
proving so attractive that new companies are appearing
on a near daily basis, in both fixed and mobile markets.

The existence of virtual telcos has been made possi-
ble by a combination of regulatory interventions and
an abundance of telecommunications capacity. This
has been created through the combined effects of
rapid technological advances and the ready availabil-
ity of capital that turns these technical innovations
into moneymaking infrastructure. The world’s tele-
communications capacity is growing even faster than
its computing capacity. While computing capacity
doubles every 18 months or so for the same price,
according to Moore’s Law, the information carrying
capacity of optical fibre now doubles in just nine to
12 months, creating an overcapacity. This overcapac-
ity enables the virtual telcos to offer services that are
cheaper than those of traditional telcos. 

Another issue is network cost. There are indications
that network operators are reducing cost by replacing
their circuit-switched networks with a packet-based
networks.

Since the introduction of GSM in 1991 mobility has
become important to users. In some countries the
number of mobile telephony subscribers has become
larger than the number of fixed network telephony
subscribers. Mobile phones have made people accept
lower speech quality than PSTN/ISDN could provide.
On the other hand, it has also shown that people are
willing to pay a higher price for services or function-
ality they consider important, e.g. mobility.

Many people who already have mobile phones have
been willing to reduce the requirements to functional-
ity, quality, security, reliability and availability if they
can get fixed telephony at a lower cost, and switch to
VoIP. VoIP may also add a mobility aspect to the
fixed network telephony. You may bring your VoIP
terminal with you, plug it into an Internet access any-
where in the world and keep your telephone number.
However, this may be a concern to the regulators; at
present this option limits the possibility to identify
the caller’s location in case of emergency calls.

Wireless LAN (WLAN/Wi-Fi) telephones may offer
mobility – at home, at the company premises, or at
access hotspots in hotels and other public areas.

A trend that has been discussed for a while is fixed/
mobile integration. Standards organisations in the
fixed and mobile worlds are now jointly developing
multimedia standards allowing seamless services to
be developed. The common term used is IMS (IP
Multimedia Subsystem).

The number of traditional telephone network users is
declining. On the other hand, the number of broad-
band customers is increasing. It is logical that people
now are using their broadband access for more than
surfing the web, e.g. to make telephone calls. We
believe that new applications and services soon will
become available making VoIP not only a low cost
alternative to traditional telephony but the new way
of communication.

No doubt, VoIP is the future. But all signs point to an
evolution, not a revolution.
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Introduction

Voice over IP (VoIP) has been characterised as the
largest change to the telecommunication industry since
the introduction of the Global System for Mobile
Communication (GSM) 10 years ago. This statement is
partly wrong. VoIP could be deployed as an alternative
way to provide telephony with very little impact on the
user experience. However, VoIP is an element of the
transition from circuit-switched technology to packet-
switched technology for all kinds of telecommunica-
tion applications including interactive real-time com-
munication (i.e. telephony). The term Next Genera-
tion Network (NGN) is frequently used to describe
this emerging network offering data, speech and real-
time video on the same network.

Another important element contributing to VoIP
deployment is the evolution of the DSL technology
offering high-speed access to Internet.

Both proprietary and standardised VoIP products
have been available for almost a decade. New small
operators have seen this technology as a tool to enter
a market that so far has been dominated by large
operators. Now these large operators are offering
VoIP products in competition with their own circuit-
switched based telephony services. VoIP has also
been an interesting technology for enterprise net-
works where the PABX is replaced by a VoIP system
implemented on the company LAN.

VoIP will co-exist with telephony over circuit-
switched networks for a long period. Solutions for
interworking between telephony on circuit-switched
networks and VoIP are therefore important.

Most VoIP networks are based on a client-server
architecture. In March 2003 a company called Skype
introduced peer-to-peer telephony. Skype has become
popular among some groups of users, particularly
because calls between Skype users connected to the
Internet are free1).

Telephony services on circuit-switched networks
have been standardised by ITU-T, supported by
regional organisations such as ETSI. Another stan-
dardisation organisation, IETF, has carried out the
standardisation of IP-based networks and applica-
tions. IETF has however limited their activities to
technology and network mechanisms, while ITU-T
(and the regional telecommunications standardisation
organisations) also address user quality perception,
reliability and operational issues. Both ITU-T and
IETF are standardizing VoIP protocols. Proprietary
solutions are also available.

From a technological, commercial and regulatory
point of view VoIP is complex, for users and imple-
menters alike. This article discusses the technological
issues of VoIP and points to other relevant articles in
this issue of Telektronikk presenting more details on
some aspects.

What is VoIP (MMoIP)?

A simple answer to this question could be;

VoIP is voice communication over a packet-
switched network using the Internet protocol (IP).

However, this is not the full answer. The way media
is transported is only a part of the picture. Additional
components are required in order to offer the users
the desired functionality.

To many the terms ‘the Internet’ and ‘IP’ are two
synonyms. This is partly true; IP is short for Internet
Protocol. However, Voice over IP and Voice over the
Internet are not synonyms. Voice over the Internet
(Internet telephony) is any voice communication over
the Internet; a public network that can be accessed
worldwide. Voice over IP is voice communication
over an IP network that can be a company LAN or
the network of an ISP.

Real-time communication on IP networks

T R O N D  U L S E T H  A N D  F I N N  S T A F S N E S
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Standardisation work on VoIP protocols has now been going on for almost 10 years. The basic

protocols can be considered as mature, but there is still a need for further developments. This article
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Like many new technologies, VoIP was originally
considered a cute novelty. But it is gaining momen-
tum as a viable technology. There are several advan-
tages, both in the home and in business, over tradi-
tional PSTN networks. A few include

• Cost Reduction – VoIP reduces the amount of net-
work hardware needed (infrastructure overhead) by
converging voice and data networks. Network effi-
ciency improves with shared equipment. Excess
bandwidth, rarely exploited, can be fully utilized.

• Simplicity – A single piece of equipment may sup-
port both voice and data communications. Less
hardware means less cost. However, there are
usability issues that may make dedicated pieces
of equipment (e.g. a telephone) preferable.

• Advanced Applications – Like PSTN, basic tele-
phony is the core element of VoIP. However,
because VoIP uses a packetized digital format, the
possibility for advanced multimedia (and multiser-
vice) applications is limitless. A few possible appli-
cations include: Web-enabled call centers, collabo-
rative white boarding, remote telecommuting, and
personal productivity applications.

Although telephony may look simple at first glance;
it is complex. Developments for almost one hundred
years have resulted in a set of telephony services users
have been accustomed to and demand. As VoIP sys-
tems have been developed and deployed, experience
has revealed many features of circuit-switched net-
works which the initial versions of VoIP systems did
not offer. In recent years a lot of work has been add-
ressing functionality and features reproducing those
of the circuit-switched networks telephony service.

This is important work ensuring that VoIP can pro-
vide a satisfactory replacement for circuit-switched
telephone networks. However, VoIP can provide
additional services to those of the circuit-switched
network. The Internet environment is different from
telephone networks in two fundamental ways. First of
all, it is not limited to a single form of communica-
tion. Internet end systems can simultaneously be
reading e-mail, browsing web pages, and sending
instant messages, as well as communicating by voice.
Secondly, the Internet is decentralized. Any end sys-
tem can (in principle) communicate with any other;
intermediate devices are only necessary if they pro-
vide some service to the end systems. As a conse-
quence, VoIP can provide fundamentally new ser-
vices, over and beyond those available in circuit-
switched networks.  An obvious example is adding
video and/or data to the voice connection (Multime-
dia over IP – MMoIP). Simultaneous audio and video
has been offered in ISDN, but communication over IP
networks offers better flexibility as well as the possi-
bility to use cheaper terminals.

Although the enthusiasts have declared that the next
year is the ‘Year of VoIP’ since late 1990s, VoIP
deployment so far has been slower than predicted.
It is therefore clear that VoIP and telephony over cir-
cuit-switched networks (CSN) will co-exist for a long
time. From a technical point of view VoIP will not be
a single service or application. Figure 1 describes
three possible VoIP scenarios;

• Item a) describes a scenario where VoIP technol-
ogy is used in the transit connection between two
CSN networks.

• Item b) describes a scenario where a connection
between a VoIP user and a user connected to CSN
is established.

• Item c) describes a connection between two VoIP
users. The users may be connected to the network
of the same VoIP service provider, or to separate
VoIP service providers using different IP networks.
In the latter case some interworking functionalities
might be required.

Figure 1  VoIP scenarios

a)

CSNIP networkCSN

GW GW

CSNIP network

GW

b)

IP network

c)
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Scenario c) is of course the ultimate scenario, and the
main topic of this article. The IP part of scenario b)
could be considered similar to scenario c); a Gateway
could be considered as a terminal seen from the IP
network point of view.

Wireless Local Area Network (WLAN) is a technol-
ogy in great market growth, and new deployment sce-
narios and usage areas for WLAN appear at increas-
ing frequency. Concurrently the technology is evolv-
ing in a rapid manner, constantly expanding its asso-
ciated features. A natural extension to traditional data
communication over WLAN is voice or multimedia
communication over WLAN (VoWLAN). An over-
view of VoWLAN is presented in an article by Ulseth
and Engelstad [1] in this issue of Telektronikk.

The history

The first experiments on voice communication over
the Arpanet/Internet2) were carried out late 1973.
In the early 1990s an overlay network, MBone, was
used for conferencing applications. MBone (Multi-
cast Backbone) is a network of multicast enabled
hosts that use the Internet as transport mechanism.
In the Internet community MBone has been used to
broadcast events and to set up large real-time multi-
party conferences. In March 1992 the 23rd IETF
meeting was broadcast using MBone. Other broadcast
events are the NASA launches of space shuttles.

There have also been research activities and experi-
ments on MBone based multimedia conferencing. A
project that belonged to the European Union ESPRIT
programme was MICE (Multi-media Integrated Con-
ferencing for Europe). This project ran from 1992 to
1995. Telenor R&D was one of the participants of the
project.

Follow-up projects were MERCI (Multimedia Euro-
pean Research Integration) and MECCANO (Multi-
media Education and Conferencing Collaboration
over ATM Networks and Others). The MECCANO
project concluded in 2000. Both ITU-T and IETF had
at that time initiated standardisation work on stan-
dards for real-time communication over IP networks.

Early 1996 a company named Vocaltec launched the
first VoIP service. The same year ITU-T published
the first version of ITU-T Recommendation H.323
[2] specifying audiovisual communication over LAN
that provided a non-guaranteed quality of service.
Later versions have a more generic title; ‘Packet-
based multimedia communication systems’. At the

2) Arpanet is the forerunner of Internet.

time being version 5 of the Recommendation is in
force, a version that was published in July 2003.

IETF began its standardisation work on SIP (Session
Initiation Protocol) in 1995. The first version of SIP
was approved in March 1999. Version 2 of the proto-
col was approved in June 2002. It should be noted
that while ITU-T keeps the old number when issuing
a new version of a standard, IETF allocates a new
number. Version 1 of SIP is therefore specified in
RFC 2543, while version 2 of SIP is specified in RFC
3261 [3].

In the late 1990s several companies marketed VoIP
solutions for corporate networks using proprietary
protocols. Some of these companies are still market-
ing solutions based on these proprietary protocols
along with standard based solutions. Most of the
products on the market are however standards based.
An important milestone is the 3GPP decision to use
the SIP protocol in the IP version of third generation
mobile network. 3GPP has developed a multimedia
and telephony core network architecture called IMS
(IP Multi-Media Subsystem). IMS is adopted by
ETSI TC TISPAN as a basis for their work on stan-
dards for the Next Generation Network. This decision
will simplify the Fixed network/Mobile Convergence
that has been a ‘hot topic’ for several years already.
An article by Grønbæk [4] in this issue of Telektron-
ikk discusses IMS and the use of SIP in 3rd genera-
tion mobile.

In recent years the standards organisations working
on the VoIP protocols have been focusing on stan-
dards specifying additional functionality.

The standards

There are two standards organisations working on
standards for real-time communication on IP net-
works;

• International Telecommunication Union –
Telecommunication Standardization Sector (ITU-T)

• Internet Engineering Task Force (IETF)

Both these organisations have developed a set of
standards specifying signalling protocols for VoIP,
known as H.323 (ITU-T) [2] and SIP (IETF) [3]. Both
H.323 and SIP specify the use of the IETF Real-Time
Transport Protocol (RTP) [5] for media transport.

ISSN 0085-7130 © Telenor ASA 2006
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ITU-T Recommendation H.323

ITU-T Recommendation H.323 belongs to a set of
recommendations specifying protocols and other
characteristics for real-time two-way audiovisual
communications (ITU-T H.320-series of recommen-
dations). The first version of H.323 was issued late
1996, and could be seen as supplement to ITU-T Rec-
ommendation H.320 [6] that specified audiovisual
communication on ISDN. ITU-T recommendation
H.323 refers to two other ITU-T Recommendations.

• ITU-T Recommendation H.225.0 [7], which speci-
fies call signalling protocols and media stream
packetisation;

• ITU-T Recommendation H.245 [8], which speci-
fies protocols for capability exchange and manage-
ment including media stream management.

The H.323 protocol stack is illustrated in Figure 2.

The standards identified above specify the basic VoIP
protocols and functionality. A separate series of ITU-
T recommendations, the H.450 series, specify the
procedures and the signalling protocols for support of
supplementary services in H.323 networks. Part one
(H.450.1) [9] is generic, while the other parts address
specific services. These are:

• Call transfer (H.450.2)
• Call diversion (H.450.3)
• Call hold (H.450.4)
• Call park and call pick-up (H.450.5)
• Call waiting (H.450.6)

• Message waiting indication (H.450.7)
• Name identification (H.450.8)
• Call completion (H.450.9)
• Call offering (H.450.10)
• Call intrusion (H.450.11)
• Common Information Additional Network Feature

(H.450.12).

Another set of Recommendations developed by ITU-
T is the ITU-T Recommendation H.350 [10] series.
These Recommendations specify a directory services
architecture for multimedia communication and con-
ferencing. Standardised directory services can sup-
port association of persons with endpoints, searchable
white pages, and clickable dialling. Directory ser-
vices can also assist in the configuration of endpoints
and user authentication based on authoritative data
sources, simplifying the management of large VoIP
networks.

ITU-T has also developed a set of Recommendations
specifying the functionality and protocol for data con-
ferencing; the T.120 series of Recommendations [11].
These protocols can be used in a VoIP scenario
enabling a MultiMedia over IP (MMoIP) scenario.

IETF Session Initiation Protocol (SIP)

Like ITU-T, IETF has also developed a set of stan-
dards specifying the protocols required to establish,
modify, and terminate multimedia sessions. SIP is an
ASCII-based, application-layer control protocol that
has similarities with the Hypertext Transfer Protocol
(HTTP) [12]. The Session Description Protocol (SDP)
[13] is used to control media sessions. A mechanism
by which two entities can make use of the Session
Description Protocol (SDP) to arrive at a common
view of a multimedia session between them is speci-
fied in RFC 3264 [14]. This mechanism is often
referred to as the Offer/answer model. The SIP proto-
col stack is illustrated in Figure 3.

SIP specifies requests and responses. The SIP stan-
dard [3] defines six request methods:

• REGISTER is used to register a user agent (UA) at
the location server

• INVITE is used to invite to a session
• ACK is used for acknowledgement
• CANCEL is used to cancel a request
• BYE is used to terminate a session
• OPTIONS is used to learn about the capabilities of

a proxy or the other end-user agent.

Like ITU-T, IETF has also specified additional func-
tionality to the basic SIP protocol. Both additional
methods and header extensions are standardised. The
additional methods standardised so far areFigure 3  SIP Protocol stack

Figure 2  H.323 Protocol stack
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• INFO (RFC 2976) [15]
• PRACK (RFC 3262) [16]
• NOTIFY (RFC 3265) [17]
• SUBSCRIBE (RFC 3265) [17]
• UPDATE (RFC 3311) [18]
• MESSAGE (RFC 3428) [19]
• REFER (RFC 3515) [20].

At present more than 20 standards are approved spec-
ifying header extensions and events for SIP. There is
also a number of other standards addressing SIP-
related issues.

Another important issue is the decision of the 3rd
Generation Partnership Project (3GPP) to use SIP as
the voice signalling protocol for the IP version of the
3rd generation mobile network, discussed in [4].

VoIP architecture

Both H.323 and SIP are based on a client-server
architecture as illustrated in Figure 4. The user agents
(clients) register at the server of the service provider.
It is however possible to set up a voice connection
between two clients without making use of a server.
To do so the IP address of the communication partner
must be known.

H.323 architecture

In an H.323 network the server is called Gatekeeper.
An H.323 gatekeeper controls the H.323 endpoints
and its most important function is address translation
between symbolic alias addresses and IP addresses.
This way you use the caller name rather than the IP
address currently allocated. 

Important Gatekeeper functions are terminal registra-
tion and authentications. Endpoints attempt to regis-
ter with a Gatekeeper at startup. This signalling is
called RAS signalling (RAS – Registration, Admis-
sion, Status). The RAS protocol is defined in ITU-T
Recommendation H.225.0 [7].

When a user wishes to communicate with another
endpoint, request for admission to initiate a call using
a symbolic alias for the destination endpoint, such as
an E.164 address3) or an e-mail address is sent to the
Gatekeeper. If the Gatekeeper decides that the call
can proceed, it returns a destination IP address to the
originating endpoint. This IP address may not be the
actual address of the destination endpoint, but it may
be an intermediate address, such as the address of a
proxy or another gatekeeper that routes call signalling
further towards the destination.

The call control messages are then exchanged either
directly between the endpoints or routed through the
gatekeeper(s). The first case is called direct call sig-
nalling. The second case is called gatekeeper-routed
call signalling. The Gatekeeper may also provide
supplementary services such as call transfer, call for-
warding etc.

The H.323 Recommendation introduces the term
“zone”. An H.323 zone is a collection of all termi-
nals, gateways, and MCUs managed by a single
gatekeeper. A zone has only one gatekeeper. A call
between endpoints belonging to two separate zones
has to involve both Gatekeepers. The RAS protocol
includes Gatekeeper-to-Gatekeeper signalling.

SIP architecture

The basic elements of a SIP system are user agents
and SIP proxy servers. Like H.323 Gatekeepers, the
SIP proxy servers route SIP requests towards their
destinations. Proxies are typically collocated with
a SIP registrar, which maintains a list of contact
addresses for the users or accounts within the server’s
IP domain.

The SIP user agent (UA) is software that is imple-
mented in end-user devices to manage the SIP con-
nection. User agents include endpoints such as IP
phones, SIP media gateways, conferencing servers,
and messaging systems.

The SIP Server functionality is divided into the fol-
lowing parts:

• SIP Registrar Server – handles registration mes-
sages and the location database.

Figure 4  VoIP client-server architecture

VoIP Server

3) The term E.164 address refers to telephone numbers belonging to the international numbering plan for telephone systems defined in
ITU-T Recommendation E.164.
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• SIP Redirect Server – returns “contact this address”
responses.

• SIP Proxy Server – forwards SIP requests and
responses towards the destination.

Like in H.323, the user agents (endpoints) attempt to
register with the registrar at startup. The SIP standard
defines a Registrar Server as “a server that accepts
REGISTER requests and places the information it
receives in those requests into the location service for
the domain it handles”. Authentications may also be
carried out.

When making a call, the SIP proxies route requests
to User Agent Servers4) (UAS) and SIP responses to
User Agent Clients (UAC). A request may traverse
several proxies on its way to a UAS. Each will make
routing decisions, modifying the request before for-
warding it to the next element. Responses will route
through the same set of proxies traversed by the
request in the reverse order.

Peer-to-peer architecture

While the H.323 and SIP architectures are based on
a client-server architecture, the peer-to-peer architec-
ture has no centralized server. Peer-to-peer (P2P)
technology was first deployed and popularized by
file-sharing applications, enabling users to exchange
audio, video and other types of data files. In 2003 a
peer-to-peer application, Skype, was launched, and
more companies are preparing the launch of similar
services. The peer-to-peer architecture and other
issues related to peer-to-peer telephony are discussed
in an article by Egeland and Engelstad [21] in this
issue of Telektronikk.

VoIP signalling

Transport of signalling

H.323 uses both unreliable (UDP) and reliable (TCP)
signalling transport. The H.225.0 [7] RAS signalling
(RAS – Registration, Admission and Status) uses
unreliable transport (UDP). For the other signalling
elements, i.e. Call set-up and the H.245 Control pro-
tocol [8], reliable transport (TCP) is used. The H.323
signalling is encoded using ASN.1 (Abstract Syntax
Notation One). ASN.1 is a formal language for
abstractly describing messages to be exchanged
between applications.

ITU-T Recommendation H.235.0 [22] describes the
H.323 security framework with common text and
useful general information for the following parts in
the H.235.x series of Recommendations. It applies to
both H.323 signalling and media transport.

The SIP call control information messages can be
sent using alternative transport protocols; UDP, TCP
or SCTP5). It is also possible to use TLS [23], in that
case TLS is carried on top of TCP or SCTP.

Early implementations of SIP were often limited to use
of UDP. Later implementations have frequently added
the option to use TCP, which has benefits for the relia-
bility of the SIP signalling. It may also help for NAT
traversal. On the other hand, TCP is more complex
and slower than UDP, so it has been less popular for
low cost UA implementations. Even if a SIP element
(server, client, UA or proxy) does not actively initiate
SIP in TCP packets, it must be able to receive and
respond to messages transported by TCP. This is a
change from RFC 2543 (SIP version 1), but there are
still many SIP devices around that are only capable of
sending and responding to messages carried by UDP.

Whether the transport uses UDP or TCP, the main
content in the SIP messages is normally sent in text
format. Everything, except the authentication details,
is readily readable for anybody who is able to get at
the messages. When security of the signalling is con-
sidered important, TLS can be used. However, TLS is
not yet available from most SIP server vendors, and
probably even scarcer in UAs.

End-point registration

Both H.323 and SIP are based on a client-server
architecture where user agents (clients) register at the
server of the service provider.

In the Internet world e-mail addresses like ‘user@
example.com’ and web URIs like ‘www.example.
com’ are used. When an e-mail server sends mes-
sages to ‘user@example.com’ or a web browser
sends requests to ‘www.example.com’, DNS servers
are used to find the IP addresses where the messages
or requests are to be sent. However, DNS can only be
used to find addresses that do not change frequently.

VoIP users are often connected to access lines where
the IP addresses change frequently on a more or less
regular basis. The frequent change of IP addresses
makes it impractical to use DNS servers to resolve
IP-address queries for VoIP users.

4) A User Agent (UA) consists of two parts, the UA Client (UAC), which initiates requests and the UA Server (UAS), which responds to
requests.

5) SCTP – Stream Control Transport Protocol, see RFC 2960.
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One basic function of a VoIP server is therefore to
keep track of the location where the VoIP users can
be reached. The location information must generally
be in a form that can be resolved using a DNS look-
up or an IP identity.

A consequence of using a VoIP server to keep track of
the location information of the users is that VoIP users
in general can log into the service from any Internet
access. This can be done by connecting the personal IP
telephone (or other VoIP device) to an Internet access,
or possibly even simpler by entering one’s own VoIP
address and password into an existing VoIP device that
is already there. When the phone is connected or the
user defined on the existing device, the service should
be ready for use. VoIP can therefore be used for
“nomadic mobility”; the service can be used from any
location where there is Internet access. However, VoIP
service providers may choose to restrict this possibility
for regulatory or other reasons (e.g. caller location
identification in an emergency situation).

In the present telephone network E.164 addresses con-
sisting of digits only are used. A mechanism, ENUM,
has been standardised that allows the translation of
traditional telephone numbers into a format that can
be used to store and retrieve Internet addressing infor-
mation. An article by Ulseth in this issue of Telektro-
nikk [24] gives an overview of ENUM. However,
ENUM is not a mandatory mechanism, just an option.

In H.323 the address information is stored in the
Gatekeeper. The endpoint sends a Registration
Request (RRQ) to a Gatekeeper. The Gatekeeper
responds with either a Registration Confirmation
(RCF) or a Registration Reject (RRJ). The Gate-
keeper address is either known to the endpoint through
endpoint configuration, through an initialization file,
or using the gatekeeper discovery mechanism defined
in the Recommendation. One of the advantages of the
Gatekeeper discovery mechanism is the ability to find
an alternative Gatekeeper in fault conditions. These
mechanisms are based on the RAS signalling. How-
ever, an endpoint should only register with a single
Gatekeeper at a time.

It is possible to limit the duration of a H.323 registra-
tion by specifying this in the registration signals.
Both the endpoint and the Gatekeeper may set this
timer. Before the expiry of this timer a keep-alive
RRQ may be sent. After the timer expiry a new, com-
plete registration sequence has to be initiated.

Authentication as part of the registration process and
other security related issues are addressed in ITU-T
Recommendation H.325 [22]. Several scenarios are
possible depending in the required security level.

In SIP the database where the address information is
stored is called a location database. The main purpose
of the SIP REGISTER request is to provide the nec-
essary location details of where the SIP user can be
contacted (Contact address) and for how long the
Contact address shall be valid. The information is
sent from the UA to the SIP registrar server, fre-
quently co-located with a SIP proxy server. The
duration of a registration can be suggested by the UA,
but the Registrar can accept or modify the proposal.
When the Registrar server has accepted the registra-
tion, the location details are stored in the Location
database. If the user wishes to query what bindings
that exist or the duration of the bindings, or the user
wishes to remove (delete) registrations, specially for-
matted REGISTER requests can be used.

It is possible to have more registrations for one user.
This possibility is used if a user would like to have
an incoming call or other session presented at two or
more destinations simultaneously. The task of divert-
ing calls to more destinations is called Forking.

If the REGISTER request is accepted by the SIP
server, the server returns an OK response to the UA.
The response contains information of all current reg-
istrations for the user, not only the registration that
was just done. In this way it is possible for the UA
(SIP phone) to inform the user that if there is an
incoming call, that call may also be presented at other
destinations.

In common with HTTP, the possible response mes-
sages are given response numbers. The “OK” response
is often referred as “200 OK”. The first digit ‘2’ in
the response indicates that the request was successful.

If the request is not accepted straight away, there are
many possible error messages that may provide infor-
mation of what went wrong. In case of REGISTER
request, the most common error message is “407
Proxy Authentication Required”. This response con-
tains a challenge and is used by the UA to authenti-
cate the user; see below.

As stated earlier, the SIP signalling is very often sent
in clear, readable text. It is easy for anybody who is
able to gain access to a path for transmission to read
the signalling, duplicate messages and construct mali-
cious messages. To provide some protection against
such misuse, most commercial SIP providers require
users to authenticate themselves before the requests
are accepted.

The normal authentication is based on HTTP authen-
tication (RFC 2617 [25]), using a “Challenge –
Response” principle. A challenge is sent from server
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to UA. The Challenge, the user-ID and the password
are used as input to an MD5 algorithm. The result
from the processing is sent back to the SIP server.
The SIP server uses the same input and the same
algorithm to verify the response from the UA. In this
way the password is not sent over the IP network. As
the Challenge is different for every authentication
sequence, it is not possible to use a replay of a previ-
ous authentication to get access to a SIP account. An
article by Rossebø and Sijben in this issue of Telek-
tronikk [26] discusses VoIP security aspects.

An example of a SIP registration sequence is shown
in Figure 5.

Call set-up

The basic procedure for setting up calls in H.323 is to
first send a RAS request (Admission Request – ARQ)
to the Gatekeeper. The basic purpose of the request is
to obtain the destination IP address. The Gatekeeper
responds with an Admission Confirm (ACF) or an
Admission Reject (ARJ) response. The Admission
Confirm message contains the information required
to call the desired destination endpoint or the Gate-
keeper of the desired destination endpoint.

When an Admission Confirm response is received,
the Call setup sequence is initiated. The H.323 call
control messages are defined in ITU-T Recommenda-
tion H.225.0 [7]. The structure of the messages is
similar to the structure of ISDN signalling, using reli-
able communication (TCP). The signalling messages
may be routed via the Gatekeeper or sent directly to
the destination endpoint. The information about the
routing alternative to be used is included in the
Admission Confirm message from the Gatekeeper.

Signalling routed via the Gatekeeper results in more
load on the Gatekeeper. However, Gatekeeper routed
signalling can be used to support supplementary ser-
vices and to produce call records for charging purposes.

Figure 6 shows a Gatekeeper routed call signalling
sequence where both endpoints belong to the same
zone (i.e. have same gatekeeper). When the endpoints
belong to two different Gatekeepers, the call sig-
nalling may be routed via the Gatekeeper of the call
initiating user as depictured in Figure 7 or via both
Gatekeepers. The signalling procedures when the call
is routed via both Gatekeepers are more complicated
than the option depictured in Figure 7. ITU-T Recom-
mendation H.225.0 [7] also defines RAS signalling
between Gatekeepers.

To exchange capabilities and perform in-band negoti-
ation at the start of or during communication, the pro-
tocols and procedures specified in ITU-T Recommen-

Figure 6  H.323 Gatekeeper routed call signalling, a single Gatekeeper

Figure 7  H.323 Gatekeeper routed call signalling, two Gatekeepers

Figure 5  Normal sequence for registration, SIP
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dation H.245 [8] is used. To do so a reliable H.245
control channel is established. Among the important
functions are

• A master slave determination to avoid conflicts
between the terminals involved;

• Capability exchange to agree on resources (e.g.
audio and video codecs);

• Procedures for the opening and closing of logical
channels which carry the audiovisual and data
information;

• Mode (e.g. audio only, audio and video) control;

• Round-trip delay determination;

• Commands and indications for various purposes.

The basic method for setting up calls in SIP is to use
the INVITE request. INVITE is sent from the calling
party and is an invitation to the called party to partici-
pate in a session involving media that shall be
exchanged between the participants. The media can
be audio, video, other data or a combination of differ-
ent media. In addition the media can be provided in
many different forms, e.g. different codings for
speech or video.

The INVITE request or subsequent signalling ele-
ments must contain the information that is needed to
set up the session:

• The SIP address to the user(s) who are invited to
participate;

• SIP address for the calling user;

• Contact address for the calling user, where and
how the calling user can be reached;

• Different identifiers used to ensure that different
requests are not mixed up;

• Detailed description of the session that the caller
wants to establish (e.g. audio or video). The infor-
mation is encoded according to a separate protocol,
SDP (Session Description Protocol) [13], that is
placed as “content” within the SIP message:
- What kind of media to be used
- Possible coding options for the different media
- IP address and port number for each media

stream.

Figure 8  Signalling sequence, using Redirect server

Figure 9  Signalling sequence, using Proxy server6) . Both users are
known at the same Proxy server, all signalling is routed via Proxy

Figure 10  Signalling sequence, using Proxy server. The end users are
known at different Proxies, only initial signalling is routed via Proxies

SIP 200 OK
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SIP 100 Trying

SIP ACK

SIP INVITE

SIP 30x Moved

SIP INVITE

SIP 180 ringing

SIP ACK

RTP Media

SIP BYE

SIP 200 OK

Redirect server User B
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SIP BYE

User A SIP proxy

SIP INVITE

SIP ACK
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SIP 100 Trying

SIP 180 Ringing
SIP 180 Ringing

SIP 200 OK
SIP 200 OK

SIP BYE
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SIP ACK
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SIP BYE
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User B
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SIP 180 Ringing
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SIP proxy B
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SIP 100 Trying
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6) The response “100 Trying” is normally generated as a provisional response from each signalling instance. Responses like “180”,
“183” and “200” are normally generated at the destination and are routed backwards along the same path as the forward signalling.
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RFC 23277) [13]. SDP was made primarily to des-
cribe multicast sessions with one master controlling
the set-up of the session and how media should be
encoded and distributed. The protocol was not
designed for negotiating media capabilities and
options between peers.

The principles needed to be able to negotiate the ses-
sion details between peers are covered in RFC 3264
[14]. This protocol, which is often referred to as ‘the
Offer/Answer model’ is based upon SDP [13] and
adds the negotiation mechanisms.

When setting up a call the caller must provide details
for the session:

• What kind of session (e.g. speech or video and
direction of media flow);

• How each media stream should be encoded, with
acceptable options;

• Details for where the UA can be reached (IP
address and port for each media stream).

In case of a SIP call, this information is sent as pay-
load within a SIP message. Usually the caller includes
the SDP content in the INVITE request message.
When the callee receives the session description it
must check the SDP content to see if it is compatible
with the request or some of the options and return a
response.

For many parameters, the response is an indication of
whether the offer is accepted. For other parameters,
e.g. speech or video encoding, the caller may provide
a list of possible or acceptable encoding options. In
such cases the called UA shall respond with its media
capability options, taken from the list found in the
invitation. In both cases the primary encoding scheme
(preferred) is placed first in the list of options.

Usually the called UA includes the SDP response in
one or more of the following SIP response messages:
‘180 Ringing’, ‘183 Session progress’ or ‘200 OK’.

With SIP there is no speech or video codec that all
UAs must support. At least in theory, there is a possi-
bility that a calling and called UA can find no com-
mon codec. In such cases the session invitation must
be rejected, e.g. by sending the cause for incompati-
bility in a SIP error message, like the message ‘488
Not acceptable here’.

7) A new version is under preparation.

There are basically two different types of SIP servers
that can help in the process of call setup:

• Redirect servers
• Proxy servers

When receiving an INVITE request, a redirect server
will return a redirection response (in the 300 series)
with information where the called user can be con-
tacted. Using this information, the UA can contact the
called user without further involvement from the
server.

The proxy servers, on the other hand, will try to for-
ward the INVITE to the called user, without further
involvement from the calling UA. If the proxy server
does not have the called user in the local location
database, it will forward the request to the SIP proxy
server responsible for the SIP-domain that is found in
the SIP address of the called user.

In both the above cases there will generally be one
or more provisional responses (“100 Trying”, “180
Ringing”, “183 Call Proceeding”) and one response
indicating success (“200 OK”). The calling UA shall
confirm the connection with an ACK (acknowledge).
If the call is not successful there will be one or more
error messages coming back to the calling UA, in the
400 series, the 500 series or the 600 series depending
on the reason for failure.

The calls are disconnected by sending a BYE request.
The BYE can be sent from either party within the
call. The other party accepts the BYE by returning
“200 OK”.

In the proxy case, the INVITE request and the res-
ponses are routed through the proxy server. The ACK
and signalling later during the session may go direct-
ly between the UAs, without going via the proxy. If a
proxy wants to stay within the signalling loop it may
specify the path for the signalling using a Record-
Route header.

Figures 8, 9 and 10 show examples of such signal-
ling. The figures also show differences in how ACK
and BYE requests can be treated.

Description and negotiation for media

exchange

When initiating a session the UA must specify a lot
of details for the media and how they shall be used
during the session. These details are provided using
the Session Description Protocol (SDP) specified in
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In addition to normal call set-up, RFC 3264 also
allows the UAs to ask the peer for media capabilities
and also to change the session details during the ses-
sion. Such change could involve adding or removing
a media stream, putting a stream on hold, modifying
the media encoding, changing the IP address or port
where a stream should be sent to.

RFC 2327 and RFC 3264 specify the principles for
session description and session negotiation. However,
these RFCs do not specify the details for the different
media encodings that can be used. These details are
found in RFC 3551 [27] or other RTP profile docu-
ments.

Addressing principles

ITU-T Recommendation H.323 [2] has a flexible
addressing system that allows both E.164 numbers
and URLs.

Each H.323 entity shall have at least one network
address. This address uniquely identifies the H.323
entity on the network. An H.323 endpoint may also
have one or more alias address associated with it. An
alias address may represent the endpoint or it may
represent conferences that the endpoint is hosting.
The alias addresses provide an alternative method of
addressing the endpoint. These addresses include
dialled digits (including private telephone numbers
and public E.164 numbers), H.323 IDs (alphanumeric
strings representing names, e-mail like addresses,
etc.).

SIP uses URIs having the general format:
sip:user@host.domain, e.g. sip:dduck@voip.online.no
The username can be a telephone number:
sip:85050000@voip.online.no
There are other possible addressing formats, most
important the TEL URL
General form tel:<number> e.g. tel:85050000

The TEL URL is specially devised to set up connec-
tions to the telephony network. Therefore options that
are mainly applicable to addressing terminals within a
telephone network can be included in the URL. These
options cover global prefix, network prefix, ISDN
sub address, digits to be dialled (as DTMF) after con-
nection is established, just to mention a few.

This URL scheme has two other variants that can be
mentioned:

• FAX URL
• MODEM URL

These variants are similar to the TEL URL. The URL
starts with ‘fax:’ or ‘modem’, but are otherwise simi-
lar to TEL. They may use all the same optional infor-
mation, but in addition they may add information that
is applicable to fax connections or modem (data) con-
nections.

Some VoIP terminals may only be able to enter desti-
nation addresses in the form of numbers (like tele-
phone numbers). In this case two options can be used:

• Using the “phone number” as the user part of a SIP
URI and add the host.domain part from the “own”
service provider, e.g.
sip:21694922@voip.online.no. The calling user
must leave it to the service provider to find out if
the called user can be found in the providers own
customer base or if the call must be forwarded to
another provider or network.

• Using the TEL URL.

Those who are interested in addressing principles
should also have a look at the overview presentation
of ENUM by Ulseth in this issue of Telektronikk [24].

Media transport

Both H.323 and SIP use the same protocol for media
transport, the RTP protocol [5]. Delay is a critical
factor for speech communication. Retransmission of
lost packets is therefore usually no alternative, and
the UDP protocol is used instead of TCP. A typical
media packet is illustrated in Figure 11.

Seven bits in the RTP header define the encoding of
the payload. The payload type may be static; e.g.
defined in an RFC, or defined dynamically through
signalling. The static payload type of the speech cod-
ing algorithms that is normally used in VoIP, is
defined in RFC 3551 [27]. RTP is also used for trans-
port of video and end-to-end signalling (e.g. DTMF)8).

The payload size is a function of the coding algorithm
used and the packet intervals. As an example, when a
64 kbit/s speech codec is used and the packet interval
is 20 ms, the payload is 160 bytes. On the other hand,
when an 8 kbit/s speech codec is used and the packet
interval is 20 ms, the payload is 20 bytes. In the latter

Figure 11  RTP packet example

IP header

(20 bytes)
Payload
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header

(8 bytes)

RTP header

(12 bytes)
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scenario, the packet headers are twice the payload, in
other words; there is a 200 % overhead.

Low bitrate codecs are often used because there is
a link capacity problem in the connection. For the
8 kbit/s codec scenario described above, the required
bitrate at IP level is 24 kbit/s; i.e. three times the
encoded speech bitrate. The overhead might be larger
due to the transmission technology used. As an exam-
ple, an ADSL link using ATM technology to trans-
port the IP packets adds more overhead. For the
8 kbit/s speech codec example the required ADSL
bitrate when using 20 ms packet intervals is
63.6 kbit/s9).

Increased packet interval may reduce the RTP packet
overhead, but increase the end-to-end delay. Most
applications use 20 ms packet intervals, as recom-
mended in RFC 3551, but both TIA/EIA10) and ETSI
recommend 10 ms packet intervals. In the 8 kbit/s
speech codec example the ADSL bitrate is 84.8 kbit/s
when using 10 ms packet intervals.

One way to reduce the overhead problem is to use
header compression. There are standards describing
IP/UDP/RTP header compression, e.g. RFC 3095
[29] recommended by 3GPP. The compression algo-
rithm may reduce the IP/UDP/RTP headers to 4 bytes
or less. However, for the time being header compres-
sion is not frequently used in VoIP applications.

The effect of delay on perceived speech quality is
discussed in an article [28] by Ulseth and Stafsnes
in this issue of Telektronikk.

RFC 3550 [5] also defines another protocol, the Real-
Time Control Protocol (RTCP). RTCP is used to
monitor the quality of service and to convey informa-
tion about the participants in an on-going session.
Each RTCP packet begins with a fixed part similar to
that of RTP data packets, followed by structured ele-
ments that may be of variable length according to the
packet type, but must end on a 32-bit boundary.

One important aspect of RTP is the dynamic alloca-
tion of port numbers. It is specified in the RTP proto-
col definition that RTP data should be carried on an
even UDP port number and the corresponding RTCP
packets are to be carried on the next higher (odd) port
number. The only recommendation is that port num-
bers should be above 5000. This flexibility creates

problems for firewall and NAT transversal. These
issues are discussed later in this article.

Speech quality

In the beginning VoIP had a reputation for being
cheap and of low speech quality. It is still cheap, but
there have been quality improvements. However, to
achieve an acceptable speech quality a number of
factors need to be controlled. An overview of these
factors is presented in the article by Ulseth and
Stafsnes [28] in this issue of Telektronikk.

VoIP terminals

About 10 years ago, VoIP terminals were associated
with a software application implemented on a PC.
This is still an alternative, but there are others.

Many VoIP service providers offer a VoIP terminal
adapter to which the user can connect his/her ana-
logue telephone. The adapter may be a separate unit
or integrated with other units such as an ADSL
modem/router. One of the benefits of this solution is
that the customers may continue using their existing
telephone set.

The terminal adapter performs the speech encoding/
decoding, the required signalling and packet network
interfacing. The terminal adapter may also offer addi-
tional functionalities. One is QoS support. This may
be achieved by routing data traffic via the adapter,
giving priority to the speech communication over the
data traffic.

Analogue telephone adapters (ATA) may be equip-
ped with two or more analogue ports as well as ports
supporting other functionalities. The analogue tele-
phone interface needs to match the characteristics of
the analogue telephone. These are different depend-
ing on the country of use. For Europe there is an
ETSI Standard [30] specifying this interface. The
standard is not developed to specify the characteris-
tics of a VoIP terminal adapter, but the requirements
to the analogue telephone interface are applicable to
this adapter. Terminal adapters meeting these require-
ments interwork with analogue telephones meeting
European type approval requirements.

There is an increasing number of stand-alone IP tele-
phones on the market. They are usually equipped

8) When using low bitrate voice encoding, end-to-end DTMF signalling may be severely degraded if sent through the voice
encoder/decoder. Therefore special formats for sending DTMF and other tones over RTP are defined.

9) Three ATM cells are required to transport the information. This includes also PPoE header, Ethernet header and encapsulation.
10) TIA/EIA are US industry organisations that develop telecommunications standards in the US.
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with a display and feature keys that may be config-
urable. An IP telephone usually supports more func-
tionalities than a telephone adapter. The speech qual-
ity characteristics of an analogue telephone and ATA
combination are determined by the speech quality
characteristics of the analogue telephone. These tele-
phones are designed for narrowband11) speech com-
munication. A designated IP telephone may be
designed for wideband speech communication.

The third alternative, a PC or PDA with appropriate
software, may use the built-in microphone/loud-
speaker of the device, or separate handsets, headsets
or microphone/loudspeaker combinations. The sepa-
rate devices usually offer better performance than the
built-in devices. The devices may be connected to the
audio codec most modern PCs are equipped with or be
equipped with a separate codec. In the latter case these
devices are usually connected to the PC USB port.

The PC/PDA alternative introduces opportunities as
well as limitations. The integration of speech commu-
nication with other functions is an obvious opportu-
nity. The most obvious limitation is the bus structure
and task priority mechanisms of the PC/PDA, which
may introduce extra delay and jitter.

There are also wireless IP telephones communicating
over WLANs. Some of these may also support
mobile (GSM or UMTS) access. The article by
Ulseth and Engelstad [1] on Voice over WLAN in
this issue of Telektronikk describes handset terminals
supporting this technology.

One of the advantages of VoIP is the possibility for
the provider to upgrade the service by downloading
new configuration or program files to the terminals.

Network QoS mechanisms

The Next Generation Network (NGN) is a packet-
based network offering data, speech and real-time
video on the same network. There are different
requirements to the network performance; data appli-
cations require reliable communication where the
packet transport time is not critical, while interactive
real-time applications (e.g. telephony) are not so sen-
sitive to packet loss but require short packet transport
times.

To provide VoIP and MMoIP services in an NGN at
an acceptable quality level network QoS mechanisms
may be required. Most of the VoIP providers today

do not offer QoS functionality. The quality is still
accepted by the users because there is an overprovi-
sioning of transport capacity, and a lower quality is
accepted when the product is cheaper. However, there
are connection bottlenecks today (e.g. the access),
and the traffic may increase more than the traffic
capacity increases. In a longer term network QoS
mechanisms are required.

An article by T. Jensen in this issue of Telektronikk
[31] addresses challenges, service levels, mechanisms
and potential gains related to proper managing QoS
for multimedia-over-IP services.

Emergency telecommunications

Emergency telecommunications includes a broad
spectrum of aspects related to the use of telecommu-
nications services in emergency situations.

One aspect is to implement functions enabling identi-
fication of a caller’s location. This is essential for e.g.
the fire brigade, the police or an ambulance to find
the actual site from where the emergency call has
been made as quickly as possible.

Furthermore, nominated Emergency Control Centres
of the emergency organizations deal with emergency
calls from defined geographic areas, even when users
from all districts call the same emergency number
(e.g. 112). Emergency calls should be routed to and
handled within, the appropriate Emergency Control
Centre. There should be an unambiguous mapping
between the location of the caller and the emergency
control centre responsible for this area. For the time
being VoIP services do not have the capabilities
required to provide the customers with these func-
tions. In the press there have been reports about
emergency calls made by VoIP users that have been
routed to emergency centres located in the area where
the VoIP Gateway is located, not the area where the
call is initiated.

A VoIP service may be nomadic; i.e. a VoIP service
subscriber may log on to the service from any PC
anywhere in the world as long as there is Internet
access. This means that their location information
may not be readily available.

The handling of these issues has been a hot topic
among telecommunications regulators. An article by
W. Jensen in this issue of Telektronikk [32] presents
the approach chosen by the Norwegian regulator.

11) Descriptions of the terms narrowband and wideband speech communication are given in the speech quality article of this issue of
Telektronikk [28].
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In the United States FCC has placed an order where
all operators that enable customers to receive calls
from and terminate calls to the public switched tele-
phone network (PSTN) are obliged to provide to the
users the ability to make calls to emergency centres
where location information is included. The informa-
tion may be inserted manually by the users or in-
cluded automatically. The order was effective by end
of 2005. The location information may be entered
manually into a database. This option is acceptable as
long as the end user equipment is not moved from the
location stored in the database.

One possibility to obtain location information in a
nomadic use scenario is to use a DHCP12) option
specified in RFC 3825 [33]. The location information
is obtained using principles described in RFC 3046
[34]. The transport of this information to a Gateway
or an Emergency Control Centre is not specified in
these protocols. Furthermore, mechanisms to route
the emergency call to the correct Emergency Control
Centre is not specified. Ongoing standardisation work
in ETSI, IETF and ITU-T is attempting to solve these
issues.

NAT and firewall transversal

The purpose of a Network Address Translator (NAT)
is to translate IP addresses and port numbers from a
private address space into public addresses when traf-
fic flows from a private network to a public network.
The main benefit of NAT is to extend the limited
range of public IP addresses available.

NATs provide many benefits, but also have many
drawbacks. The most troublesome of those draw-
backs is the fact that they break many existing IP
applications and make it difficult to deploy new ones.
Guidelines have been developed [35] that describe
how to build “NAT friendly” protocols, but many
protocols simply cannot be constructed in accordance
with those guidelines. Examples of such protocols
include almost all peer-to-peer protocols, such as
multimedia communications, file sharing and games.

A VoIP device that is connected at the private side
of a NAT will know its private (or LAN) IP address
and port number. When initiating a session the VoIP
device must include the IP address and port number
inside the call setup message that is hidden as pay-
load inside an IP/TCP or IP/UDP packet. When the
packet is forwarded out through the NAT, the IP
address and port number are changed from private

to public values. However, in general the payload is
not modified. Therefore the addressing information
within the VoIP protocol elements will still contain
private (LAN) values, which will be useless for sub-
sequent routing of response messages or new calls
back to the VoIP device.

The purpose of a firewall is to protect private network
from being accessed by unauthorized sources. A fire-
wall usually allows external (incoming) traffic only
when it is initiated from the local network. Such
behaviour may effectively block the possibility of
incoming VoIP calls.

Today both residential networks and enterprise net-
works are protected by firewalls. NAT is also imple-
mented in enterprise networks as well as in most resi-
dential networks.

There are several solutions to the NAT and firewall
transversal problems. The article by Rossebø and
Sijben in this issue of Telektronikk [26] presents an
overview of the problems and solutions that may
solve these problems. One of the solutions available,
STUN specified in RFC 3489 [36] and NAT princi-
ples are discussed in the article by Egeland and
Engelstad on peer-to-peer IP telephony [21] in this
issue of Telektronikk.

An opportunity for new features and

functionality

VoIP can be seen as a replacement for or an alterna-
tive to traditional circuit-switched telephony. Those
who consider VoIP as a replacement for circuit-
switched based telephony put a lot of effort on devel-
oping PSTN simulation or PSTN emulation services.

PSTN Simulation services provide PSTN/ISDN like
services to advanced terminals (IP phones) or IP
interfaces while PSTN emulation services provide
PSTN/ISDN-like service capabilities using session
control over IP interfaces and infrastructure.

The justification for this activity is to develop ser-
vices and functionalities that are required by the regu-
lators.

The standardisation of these services is carried out in
the traditional telecommunications standardisation
organisations such as ETSI and ITU-T, but docu-
ments describing the requirements of these services to
the signalling solutions have been forwarded to IETF.

12) DHCP (Dynamic Host Configuration Protocol) is the mechanism whereby the user is given an IP address when logging on an IP
network.
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IETF has also worked on protocols and procedures
that provide functionalities similar to some circuit-
switched network supplementary services.

IP communication adds more opportunities than just
simulating or emulating PSTN services. It enables the
users to add video and data (txt, graphics etc.) to a
speech connection creating multimedia services. It is
possible to establish multimedia services in ISDN,
but IP communication offers more opportunities and
flexibility. During a videoconference it might be pos-
sible to retrieve information from another source or
add more video connections to an established speech
connection.

Both groups of standards described earlier in this arti-
cle, H.323 [2] and SIP [3], may be used in such com-
munication scenarios. The starting point for the
H.323 standard was audiovisual communication. The
standard offers a lot of support to audiovisual com-
munication, particularly through the H.245 [8] con-
trol part. The support of data is standardised in the
ITU-T T.120 series of standards [11].

SIP does not have this functionality, but most of the
video related functionalities are standardised in other
IETF documents, particularly the RTP profile docu-
ments for the video coding algorithm used.

Interworking between Multimedia over IP and multi-
media over ISDN is simpler when using H.323 than
when using SIP because the H.323 protocol is based
on the same principles as the ISDN-based H.320 pro-
tocol [6].

The IP technology enables the integration of real-time
communication with other Internet-based applica-
tions. IP telephony users may call any number in an
e-mail or Web application with one mouse click. The
structure of the SIP protocol is similar to the http pro-
tocol [12], which simplifies the interworking between
real-time communication and data communication.

So far, few attempts have been made at standardising
or providing a standardisation framework for new
features and functionality linked to VoIP. One of the
few examples of such activity is Presence and Instant
Messaging (IM).

In RFC 2779 [37] Presence and Instant Messaging
are described as follows.

Presence is a means for finding, retrieving, and sub-
scribing to changes in the presence information (e.g.
“online” or “offline”) of other users. Instant mes-
saging is a means for sending small, simple mes-
sages that are delivered immediately to online users.

Some people may ask “Instant Messaging – isn’t it
the same as SMS in the mobile world?” The answer
is “Yes, it is similar, but not identical”. First, Instant
Messaging messages can be sent to online users only,
while SMS has a store and forward functionality. To
learn whether the other user is online, the presence
functionality can be used. Second, Instant Messaging
may be used in multiparty communications.

There are stand-alone Instant Messaging services
available on the market (e.g. AOL, Microsoft MSN
and Yahoo). Instant Messaging may be linked to
VoIP applications. Microsoft MSN offers a solution
combining IM and VoIP. In IETF there is a separate
working group, WG SIMPLE (SIP for Instant Mes-
saging and Presence Leveraging Extensions), devel-
oping standard extensions for the transport of Instant
Messages in SIP [38] and SIP support of presence
[39].

Another SIP feature is third party call control. It is the
ability of one entity to create a call in which commu-
nication is actually between other parties. Example
application is transcoding, not only between two in-
compatible speech coding algorithms, but also be-
tween different media such as speech and text (text
communication for deaf people).

Triple play is a term that is frequently used at present.
The term describes a bundling of voice, video stream-
ing and Internet access. There are not necessarily any
links between these three applications, triple play can
be seen as a marketing term assuming that an inte-
grated solution is beneficial for the customers. How-
ever, triple play may contribute to faster deployment
of VoIP.

IP multicast is a technology delivering source traffic
to multiple receivers. The technology could be used
to enable multiparty conferences, and multicast was
used to set up large conferences over the MBone net-
work 10 to 15 years ago. Both ITU-T and IETF are
developing standards on multiparty conferencing.
The H.323 standard specifies the use of a Multipoint
Control Unit (MCU) that connects the conference
participants to each other. IETF has also chosen to
base their standards on the same approach. In the
IETF terminology this unit is called Focus. The mul-
tiparty conferences in an IP environment are therefore
similar to PSTN/ISDN multiparty conferences.

While the ITU-T standard is stable, IETF is still
working on their standards.

Real-time collaboration where voice and audiovisual
conferencing are supported by tools such as Instant
Messaging, Group Chat, live Web conferencing,
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Screen sharing or Document sharing, adds more func-
tionality to office users. IBM, Microsoft, Novell,
Lotus, SAP, and Oracle are among the vendors cur-
rently building real-time collaboration capability into
their products. Real-time collaboration is expected to
improve the efficiency of business users.

The combination of eCommerce and VoIP may also
encourage users to switch from traditional PSTN tele-
phony to VoIP. An important element might be voice
recognition enabling users to use their voice to make
the desired choice.

Interworking with other networks

Among the VoIP scenarios described in Figure 1 two
involve the interworking between an IP network and
a circuit-switched network. It is expected that VoIP
will co-exist with traditional telephony provided on
circuit-switched networks for several decades. To set
up a connection between a user connected to an IP
network and a user connected to a circuit-switched
network, an Interworking Function (IWF), often
called a Gateway (GW), is required.

One Gateway approach is to connect it to the ISDN
BRI (Basic Rate Interface) or ISDN PRI (Primary
Rate Interface). This approach is often used to con-
nect a corporate local area network (LAN) to the cir-
cuit-switched network. A single gateway both con-
verts and transmits signalling information and media
information.

Another approach is to separate the signalling and
media gateway functions as illustrated in Figure 12.

This approach was proposed by ETSI EP TIPHON.
Both IETF and ITU-T decided to develop a protocol
based on this approach, and established a joint activ-
ity. However, due to different approval procedures
the results, RFC 3525 MEGACO [40] and ITU-T
Recommendation H.248.1 [41]13), were not identical.
Later ITU-T has published a new version of H.248.1
as well as a large number of packages that define
additional functionality. IETF has not approved a
new version corresponding to the latest version of the
ITU-T Recommendation, nor documents correspond-
ing to the additional functionality packages.

On the other hand, IETF has published an RFC that
specifies an application of the MEGACO/H.248 Pro-
tocol for control of Internet telephones and similar
appliances [42]. To achieve a high degree of inter-
operability and design efficiency in such end-user
devices, a consistent architectural approach, a partic-
ular organization of Terminations and Packages, and
a Protocol Profile have been described. The approach
makes use of existing Protocol features and user
interface related packages, and is thus a straightfor-
ward application of the MEGACO/H.248 Protocol.

The MEGACO/H.248 Protocol represents a single
gateway control approach covering all gateway appli-
cations. This wide area of supported applications,
along with its simplicity, efficiency, flexibility and
cost-effectiveness, make MEGACO/H.248 a com-
pelling standard for use in next generation networks.
The standard is not tied to any particular call control
approach and can be used both with H.323 and SIP.
As shown in Figure 12, the architecture of MEGA-
CO/H.248 includes the Media Gateway Controller
(MGC) layer, the Signalling Gateway (SG), the
Media Gateway (MG), and the MEGACO/H.248
Protocol itself.

Security and reliability

Users are today expecting telecommunications ser-
vices that are secure and reliable. As with many other
new technologies, VoIP introduces new security and
reliability issues.

Security issues for VoIP include charging fraud,
attacks on the infrastructure and protection of pri-
vacy. The article by Rossebø and Sijben [26] in this
issue of Telektronikk presents an overview of threats
to VoIP services and countermeasures to these.

Reliability aspects of VoIP services are addressed in
an article by Johnson et al. [43]. Service reliability isFigure 12  MEGACO architecture

13) The first version of the Recommendation was given the number H.248. Later H.248.1 is allocated to the basic Recommendation.
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often described through downtime and defects per
million metrics. A design criterion for the circuit-
switched network is often referred to as the “five
nines”, i.e. 99.999 % availability. This corresponds
to about five minutes downtime per year.

An IP network designed for best-effort data commu-
nication will hardly meet these reliability require-
ments. The reliability requirements of this type of
data traffic are lower in terms of short disruptions and
delays caused by rerouting. The article states that
router reliability must improve through better
designs, higher hardware and software quality and
fewer upgrades. Failure detection and recovery mech-
anisms are considered a necessity.

PCs have often been seen as the end-user device of
VoIP. The reliability of a PC is often poorer than the
reliability of designated terminals.

Finally, terminal adapters, IP telephones and PCs all
require local power, while PSTN/ISDN terminals can
be powered by the local exchange.

The reliability of VoIP depends on all these elements.
It can be concluded that at present VoIP reliability is
likely to be poorer than the reliability of telephony
provided in a well-managed circuit-switched tele-
phone network.

Future trends and conclusions

It is now (April 2006) more than ten years since the
standardisation activities on VoIP solutions started,
and almost ten years since the first standard (H.323
version 1) was published. Six years ago VoIP enthu-
siasts declared that next year would be the year of
Voice over IP. At the same time there was also a lot
of fuzz about ‘the new telcos’ that shortly would
replace the traditional telcos. This has not (yet) hap-
pened. Why?

There are of course several reasons. The most impor-
tant may be a lot of doubt about VoIP among the cus-
tomers. Security, reliability and acceptable quality
have been key issues. Reports in the press about
emergency call problems contribute to this negative
reputation.

A survey of IP telephony users conducted by Xelor
Software [44] in the US finds widespread dissatisfac-
tion with the technology’s QoS and reliability. More
than 75 % of respondents who have deployed IP tele-
phony have implemented some type of QoS proce-
dure, the survey finds. However, more than 60 % of
this group continue to receive complaints from users
regarding voice call quality and reliability.

Residential market VoIP also depends on the deploy-
ment of broadband access. The asymmetry of the
most popular broadband access technology today,
ADSL, is a bottleneck for VoIP and MMoIP deploy-
ment.

The concentration gain in the links from edge router
to DSLAM may also become a limitation when many
DSL customers start using VoIP actively. Concentra-
tion factors between 20 and 50 are often used today.
Access providers may have to adopt their products to
the requirements of real-time communication.

Firewall and NAT transversal are challenges for the
deployment of worldwide VoIP.

There are also commercial issues. The main market
driver so far is cost, not features. The cost considera-
tions are different for the business market and the res-
idential market. For business users VoIP means
cheaper infrastructure. Business users may therefore
replace their enterprise telephone network with VoIP
implemented on their local area network, and a gate-
way between the LAN and the public network. The
infrastructure cost for residential users is however
low, they have no infrastructure related cost benefit.

It is claimed that VoIP means the end of traditional
pricing. The VoIP products available today are
cheaper than PSTN/ISDN telephony. There are how-
ever indications that the PSTN/ISDN operators are
modifying their pricing structure to combat the VoIP
challenges. On the other hand, these operators are
launching VoIP services in competition with their
own telephony service.

There is a large number of VoIP providers in most
western countries. In Norway the NPT has registered
more than 20 providers. For the users, this large num-
ber of providers creates a complicated market sce-
nario. Providers may offer non-standardised solu-
tions. One example is Skype. The consequence is that
the user can only communicate with Skype users or
make use of additional services such as Skype in/
Skype out, which are not free.

Another problem is the lack of interconnect agree-
ments between VoIP providers. Again, a call between
two users that are subscribing to two different VoIP
providers may be set up via a circuit-switched net-
work.

We cannot expect that the customers are able to
understand all implications of incompatibility and
interconnection problems.
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Usability may also be a bottleneck for VoIP deploy-
ment. The set-up of a VoIP call is slower than the set-
up of a PSTN/ISDN call. The users may be negative
to this.

The PC is not always the optimal device for voice
communication, which may influence the user experi-
enced performance and usability.

Another question is whether future VoIP products
will be based on the client-server architecture or a
peer-to-peer architecture such as Skype. At present
the most successful peer-to-peer IP telephony solu-
tion uses proprietary protocols. However, as pointed
out by Egeland and Engelstad in this issue of Telek-
tronikk [21], SIP might be used as the signalling pro-
tocol in a peer-to-peer IP telephony setting.

The VoIP potential so far is not realized in terms of
new features. Relevant questions are:

• Will Multimedia over IP be a success?

• Will wideband speech replace narrowband speech?

• Will Instant Messaging and Presence be a success
(in Europe)?

• Will mobility solutions and VoWLAN contribute
to the deployment of VoIP?

• Will integration of voice and data (web applica-
tions) be a killer application?

Videotelephony and videoconferencing have not been
a success so far. The use of MMS in the mobile mar-
ket is increasing and may be an intermediate step
towards mobile videotelephony. This trend may also
help Multimedia over IP (videotelephony over IP)
deployment. The customers may be used to live video
over a telecommunication link, while there might be
a preference for the larger screen of a PC or a video-
phone. It is also essential that the access link capacity
is adapted to the requirements of two-way video com-
munication.

Standardised wideband speech coding algorithms
have been available for more than 15 years. Users
prefer wideband speech for videotelephony and
videoconferencing, but the use of wideband coding in
telephony applications have been almost non-exis-
tent. Press reviews of Skype where wideband speech
codecs are implemented, have however highlighted
the superior speech quality. This is an indication that
users may prefer the improved quality of the wide-
band codecs. Wideband speech puts some new
requirements on the electroacoustic transducers,

and may therefore be an alternative when headset-
or loudspeaker-based terminals are used.

The differences between Instant Messaging (IM) and
SMS are described earlier in this article. People who
are used to SMS may find IM less attractive. A sur-
vey has indicated that more than 40 % of the Internet
users in the US also use IM [45]. The trend might be
different in regions where the mobile (GSM) density
is high compared to regions where mobile density is
low. The inclusion of presence might make IM more
attractive. It is therefore difficult to predict the long
term popularity of IM/Presence in Europe.

VoWLAN speech quality has been reported as a
problem area. The handover and roaming mecha-
nisms are missing. VoWLAN cannot be considered
as an alternative to mobile systems such as GSM or
3G, but rather a supplement to fixed network VoIP
terminals like DECT in the PSTN/ISDN world. The
VoWLAN equipment cost is still high. VoWLAN can
therefore be considered as an alternative for selected
areas of use, but will hardly contribute significantly
to the deployment of VoIP for the time being.

As already indicated in this article, integration of
voice and web applications is simpler in an IP envi-
ronment, particularly when using the SIP call set-up
protocol. It is likely that this combination will be a
future success, but it cannot be considered as a VoIP
killer application for the time being. There are how-
ever indications that something is happening. The
combination of VoIP and IM/presence has already
been addressed in this article. Another combination
that has been addressed recently is integrating audio
conferencing with Web Conferencing, giving partici-
pants in Web conferences a visual indication of who
is speaking, as well as being able to dial out to new
participants, mute lines and control volume.

The network operators may replace the existing cir-
cuit-switched network with a packet-switched net-
work some time in the future. When this happens, the
telephony services have to be IP-based, i.e. VoIP/
MMoIP. However, VoIP is already offered, but for
the time being as a low price alternative to traditional
telephony.

So far the VoIP products offered are similar to cir-
cuit-switched based telephony, but not all of the func-
tionalities are available. Some of the supplementary
services in circuit-switched networks are not fre-
quently used, but a few are a ‘must’ for many users.
Not all of these are available for the time being, and
some VoIP providers also have problems meeting
some of the regulatory requirements.
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People are used to be able to call any telephone sub-
scriber worldwide from their telephone. This is not
possible in VoIP today. Three groups of terminals are
not interworking;

• H.323 terminals
• SIP terminals
• Terminals where proprietary protocols are imple-

mented.

In enterprise networks, a number of H.323-based and
proprietary solutions are implemented. One of the
reasons why enterprises choose these solutions may
be better support of video communication than the
present SIP based products on the market.

Most of the providers of VoIP services to residential
customers base their products on the SIP protocol. A
lot of effort is made to secure that implementations
from different suppliers interwork. Regulatory
requirements may on a short term be an obstacle to
VoIP growth, but may be beneficial on a longer term,
improving the thrust to VoIP.

Fixed Mobile Convergence has been an issue for
quite a while. The progress of VoIP and IMS in fixed
networks together with the introduction of the IP
technology (and IMS) in the mobile world as high-
lighted in the article by Grønbæk [4] would simplify
this process. Personalisation making the user inter-
face and available services independent of network
accessed and terminals used would also contribute.

There are variations of the regulatory requirements to
VoIP between different countries. Some countries
have banned the use of VoIP services, other countries
consider VoIP an Internet application that is not regu-
lated at all. There is however a trend that VoIP will
be regulated, and that the regulatory requirements are
harmonised. This trend may affect the VoIP deploy-
ment. On a short term this may be a disadvantage, but
the authors of this article believe that it is an advan-
tage to VoIP deployment on a longer term.

It can be concluded that there are still hurdles, there is
a need for more standardisation work, improved qual-
ity and reliability, but the future looks prosperous.

References

1 Ulseth, T, Engelstad, P. Voice over WLAN
(VoWLAN) – A wireless voice alternative?
Telektronikk, 102 (1), 82–96, 2006. (This issue)

2 ITU-T. Packet-based multimedia communications
systems. Geneva, 2003 (ITU-T Recommendation
H.323)

3 IETF. SIP: Session Initiation Protocol. 2002
(RFC 3261)

4 Grønbæk, I. Voice over IP in the context of 3G
mobile communications. Telektronikk, 102 (1),
65–81, 2006. (This issue)

5 IETF. RTP: A Transport Protocol for Real-Time
Applications. 2003 (RFC 3550)

6 ITU-T. Narrow-band visual telephone systems
and terminal equipment. Geneva, 2004 (ITU-T
Recommendation H.320)

7 ITU-T. Call signalling protocols and media
stream packetization for packet-based multimedia
communication systems. Geneva, 2003 (ITU-T
Recommendation H.225.0)

8 ITU-T. Control protocol for multimedia commu-
nication. Geneva, 2005 (ITU-T Recommendation
H.245)

9 ITU-T. Generic functional protocol for the sup-
port of supplementary services in H.323. Geneva,
1998. (ITU-T Recommendation H.450.1).

10 ITU-T. Directory services architecture for multi-
media conferencing. Geneva, 2003 (ITU-T Rec-
ommendation H.350)

11 ITU-T. Data protocols for multimedia conferenc-
ing. Geneva, 1996 (ITU-T Recommendation
T.120)

12 IETF. Hypertext Transfer Protocol – HTTP/1.1.
1999 (RFC 2616)

13 IETF. SDP: Session Description Protocol. 1999
(RFC 2327)

14 IETF. An Offer/answer Model with the Session
Description Protocol (SDP). 2002 (RFC 3264)

15 IETF. The SIP INFO Method. 2000 (RFC 2976)

16 IETF. Reliability of Provisional Responses in the
Session Initiation Protocol (SIP). 2002 (RFC 3262)

17 IETF. Session Initiation Protocol (SIP) – Specific
Event Notification. 2002 (RFC 3265)

18 IETF. The Session Initiation Protocol (SIP)
UPDATE Method. 2002 (RFC 3311)

19 IETF. Session Initiation Protocol (SIP.) Extension
for Instant messaging. 2002 (RFC 3428)

ISSN 0085-7130 © Telenor ASA 2006



22 Telektronikk 1.2006

20 IETF. The Session Initiation Protocol (SIP) Refer
Method. 2003 (RFC 3515)

21 Egeland, G, Engelstad, P. Peer-to-Peer IP Tele-
phony. Telektronikk, 102 (1), 54–64, 2006. (This
issue)

22 ITU-T. H.323 security: Framework for security
in H-series (H.323 and other H.245-based) multi-
media terminals. Geneva, 2005 (ITU-T Recom-
mendation H.235.0)14)

23 IETF. The TLS Protocol Version 1. 1999 (RFC
2246)

24 Ulseth, T. Telephone Number Mapping (ENUM)
– A short overview. Telektronikk, 102 (1), 40–42,
2006. (This issue)

25 IETF. HTTP Authentication: Basic and Digest
Access Authentication. 1999 (RFC 2627)

26 Rossebø, J Y E, Sijben, P. Security issues in VoIP.
Telektronikk, 102 (1), 130–145, 2006. (This issue)

27 IETF. RTP Profile for Audio and Video Confer-
ences with Minimal Control. 2003 (RFC 3551)

28 Ulseth, T, Stafsnes, F. VoIP speech quality –
Better than PSTN? Telektronikk, 102 (1),
119–129, 2006. (This issue)

29 IETF. RObust Header Compression (ROHC):
Framework and four profiles: RTP, UDP, ESP,
and uncompressed. 2001 (RFC 3095)

30 ETSI. Access and Terminals (AT); Public
Switched Telephone Network (PSTN); Harmo-
nized specification of physical and electrical
characteristics at a 2-wire analogue presented
Network Termination Point (NTP). Sophia
Antipolis, 2002 (ETSI TS 201 970 v1.1.1)

31 Jensen, T. MMoIP – Quality of service in multi-
provider settings. Telektronikk, 102 (1), 97–118,
2006. (This issue)

32 Jensen, W. VoIP – regulatory aspects from a Nor-
wegian perspective. Telektronikk, 102 (1), 23–26,
2006. (This issue)

33 IETF. Dynamic Host Configuration Protocol
Option for Coordinate-based Location Configu-
ration Information. 2004 (RFC 3825)

34 IETF. DHCP Relay Agent Information Option.
2001 (RFC 3046)

35 IETF. Network Address Translator (NAT)-Friendly
Application Design Guidelines. 2002 (RFC 3235)

36 IETF. STUN – Simple Traversal of User Data-
gram Protocol (UDP) Through Network Address
Translators (NATs). 2003 (RFC 3489)

37 IETF. Instant Messaging / Presence Protocol
Requirements. 2000 (RFC 2779)

38 IETF. Session Initiation Protocol (SIP) Extension
for Instant Messaging. 2002 (RFC 3428)

39 IETF. A Presence Event Package for the Session
Initiation Protocol (SIP). 2004 (RFC 3856)

40 IETF. Media Gateway Control Protocol
(MEGACO) version 1. 2003 (RFC 3525)

41 ITU-T. Gateway Control Protocol version 2.0.
Geneva, 2002 (ITU-T Recommendation H.248.1)

42 IETF. Megaco IP Phone Media Gateway Applica-
tion Profile. 2001 (RFC 3054)

43 Johnson, C R, Kogan, Y, Levy, Y, Saheban, F,
Tarapore, P. VoIP Reliability: A Service
Provider’s Perspective. IEEE Communications
Magazine, 42 (7), 2004.

44 [online] October 2005. URL: http://www.xelor-
software.com/home/releases/10_27_05.html

45 [online] January 2006. URL: http://www.voip-
weekly.com/ features.php?feature_id=80

14) The ITU-T Recommendation H.235 (2003) content was reorganized into H.235.0 to .7 when revised in 2005.

For a presentation of the authors, please turn to page 2.

ISSN 0085-7130 © Telenor ASA 2006



1  Introduction

VoIP services using ordinary telephone numbers with
possibilities for any-to-any communication were
introduced in the Norwegian market in the beginning
of 2004. These services have been well received in
the market and by the end of 2004 almost 50,000 end
users subscribed to such services. The number of
users is growing fast and there were about 110,000
subscribers as per 1 July 2005. Norwegian Post and
Telecommunications Authority (NPT) estimates that
there were at least 175,000 subscribers by the end of
2005 (about 8-9 % of the total number of fixed tele-
phony subscribers in Norway). Other types of VoIP
services are also used in Norway, e.g. the plain ver-
sion of Skype. NPT has no information about the
number of users of such services.

This article will focus on the regulation of VoIP ser-
vices in Norway. Being a member to the EEA treaty,
Norway has adopted the European regulatory frame-
work for electronic communications into its national
legislation. Norway has no specific sui generis legis-
lation applicable to VoIP. Instead the general rules
relating to electronic communications services apply.
The most important rules regulating VoIP in this con-
text are contained in the Electronic Communications
Act, the Electronic Communications Regulations and
the Numbering Regulations.

NPT is set to administer the rules of the said act and
regulations, and to ensure that they are adhered to by
the market itself. Following a public consultation1)

NPT published a policy paper 15 April 2005 setting

out how certain VoIP services are regulated under
Norwegian Law (the Policy Paper).2)

The Policy Paper is in line with the principles set out
in the European Regulators Group’s (ERG) “Com-
mon Statement for VoIP regulatory approaches”
which was published 11 February 2005.3) It has been
important for NPT to adopt a regulatory approach
that is consistent with the objectives of the European
regulatory framework and will enable the greatest
possible level of innovation and competitive entry in
the market, whilst ensuring that end user interests are
adequately protected.

It is worth mentioning that market regulatory issues
regarding significant market power (SMP) are not
dealt with in the Policy Paper. However, NPT has
also considered whether VoIP should be included in
the relevant markets for fixed telephony defined by
the European Commission (Markets 1-6 and 8-10 in
the Commission Recommendation on Relevant prod-
uct and service markets).4) The outcome of these con-
siderations is briefly described in section 4 below.

2  General contents of the VoIP

Policy Paper

Generally, the Policy Paper does not contain any
de lege ferenda discussions on how VoIP services
should be regulated in an ideal world, but merely
points out how the current regulatory regime will be
applied to such services. The Norwegian Ministry of
Transport and Communications is currently analysing

VoIP – Regulatory aspects from a Norwegian perspective
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Although the regulation of Voice over IP (VoIP) services still raises some challenging issues in Norway,

legal certainty is achieved to a great extent. This article outlines the regulatory initiatives taken by

the Norwegian Post and Telecommunications Authority (NPT) regarding VoIP services. Three main

categories of VoIP services are identified that may be treated differently for regulatory purposes.

Focusing on the third category it is concluded that such VoIP services are subject to the same legal

requirements as providers of traditional telephone services, but that temporary exemptions may be

given from some of the obligations for an interim period. NPT has also concluded that such VoIP ser-

vices are substitutable with traditional fixed telephony (PSTN/ISDN), and these services are therefore

included in the Norwegian retail and wholesale markets for fixed telephony (Markets 1-6 and 8-10).

1) The consulation is published (in Norwegian only) on NPT’s website (http://www.npt.no).
2) The Policy Document is published (in Norwegian only) on NPT’s website. An English text synopsis is also available.
3) The ERG document can be downloaded from the following web address: 

http://www.erg.eu.int/doc/publications/erg0512_voip_common_statement.pdf.
4) Commission Recommendation of 11 February 2003 (2003/311/EC)
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whether the rules relating to, inter alia, VoIP services
should be amended. However, it is too early to pre-
dict the outcome of these analyses.

The Policy Paper identifies the following three main
categories of VoIP offerings:

Category 1 VoIP offerings which are not any-to-any
communication enabled. Within this
category, no gateway to the PSTN/
ISDN or mobile networks exists, and
hence no possibility to call or receive
calls from traditional telephone services.
An example of category 1 VoIP offer-
ings is the plain version of Skype.

Category 2 VoIP offerings which are partly any-to-
any communication enabled. Within this
category, a gateway to the PSTN/ISDN
or mobile networks exists, giving the
possibility to either call or receive calls
from POTS, but not to both call and
receive calls to/from such services. An
example of category 2 VoIP offerings is
Skype Out.

Category 3 VoIP offerings which are any-to-any
communication enabled. Within this
category, a gateway to the PSTN/ISDN
or mobile networks exists, giving the
possibility to both call and receive calls
from POTS. Most of the VoIP providers
currently operating in Norway fall
within this category.

NPT has concluded that category 3 VoIP services fall
within the scope of the Electronic Communications
Act, and that they are, if available to the public, pub-
licly available telephony services (PATS).

NPT has yet to conclude whether VoIP offerings that
fall under category 1 or 2 are within the scope of the
Electronic Communications Act.5) A national hearing
on this subject was conducted in the autumn of 2005.
Following this consultation, NPT will publish its
view on the matter in the spring of 2006.

3  Regulation of category 3 VoIP

services

Since VoIP services falling within category 3 are
deemed as PATS services according to the NPT
Policy Paper, the whole set of obligations relating
to Electronic Communications Services (ECS) and

PATS under the Electronic Communications Act
will apply towards providers of such services.

However, NPT has made it clear that they may, in an
interim period, grant temporary exemptions from
some of the obligations relating to ECS/PATS pro-
viders. This will only be done to a limited extent,
subject to individual applications, and under the pre-
condition that consumer interests are adequately pro-
tected through marketing information informing cus-
tomers about potential risks or lacking features.

In its Policy Paper, NPT generally welcomes the
nomadic feature of VoIP offerings, although empha-
sising that the admittance of such use should not
jeopardise important end user interests. When it
comes to protecting end user interests, the NPT
believes that adequate marketing information describ-
ing the risks connected with nomadic use can play an
important role.

Category 3 VoIP services are the only VoIP services
that are currently permitted to use geographical num-
bers from the Norwegian numbering plan. In addi-
tion, a non-geographic 85x series has since 1998 been
dedicated to VoIP use. Similar to geographical num-
bers, the 85x series is currently open only for cate-
gory 3 VoIP providers.

The use of geographic numbers is contingent upon
the service being marketed and appearing as a fixed
line telephony substitute, and principally is used from
the end-user’s permanent address. If the VoIP service
is marketed for nomadic use, non-geographic num-
bers from the 85x series shall be used.

NPT has explicitly stated that porting of geographical
numbers from PSTN/ISDN to VoIP providers shall
be allowed. The possibility to port numbers is highly
appreciated amongst Norwegian end users. Thus, the
possibility for end users to keep their old telephone
number is expected to stimulate the take up of VoIP
services. A user survey carried out by TNS Gallup for
NPT confirms this. The survey indicates that 89 % of
the VoIP users terminated their PSTN/ISDN sub-
scription when subscribing to VoIP services. Further-
more, 81 % of the VoIP users ported their old fixed
line telephone number to the new VoIP service.

Numbers from the Norwegian national numbering
plan shall be used in Norway. NPT has therefore
stated that the use of numbers from Norwegian num-
ber series requires that the provider can demonstrate
a relevant nexus with Norway.

5) The Electronic Communications Act implements the EU Regulatory Framework on Electronic Communications.
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6) NPT’s notification of 14 February 2006, ESA’s response of 14 March 2006 and NPT’s final decision of 24 March 2006 in Markets
8-10 are published on NPT’s website.

In Norway and other countries there has been great
interest in how VoIP services may handle emergency
calls, or more specifically the obligation to provide
correct caller location information to the authorities
handling such calls. NPT has stated that, for an
interim period, VoIP providers who offer services
that can be used nomadically will have an option to
be granted temporary exemptions from the emer-
gency calls caller location requirement based on fur-
ther conditions, inter alia an obligation to inform
customers about potential risks. However, the call
must in any case be forwarded to the emergency
response centre, together with the permanent address
of the calling subscriber and an indication that this
potentially may be a call from a nomadic user.

The reason for giving temporary exemptions is that
so far, no adequate technological solution for provid-
ing caller location information when the VoIP service
is being used nomadically exist. This differs from
fixed use of such services, where technological solu-
tions already exist. For this reason, VoIP services that
are used on fixed locations only will not be exempted
from the obligation to provide caller location infor-
mation available to authorities handling emergency
calls.

NPT has granted about 35 temporary exemptions for
VoIP services which may be used nomadically. These
are valid until 30 June 2006. NPT is in the process of
evaluating whether the time period for these exemp-
tions should be extended.

NPT is also willing to grant exemptions from certain
parameters relating to quality measurements specified
in ETSI EG 201 769-1. The parameters in question
are difficult to apply on VoIP services and give little
meaning with regard to quality measurements of such
services.

Further, temporary exemptions may be granted from
the obligation to offer the calling user the possibility
of preventing the presentation of the calling line iden-
tification on a per-call basis. Similarly, temporary
exemptions may be given from the obligation to
offer the called subscriber the possibility of rejecting
incoming calls where the presentation of the calling
line identification has been prevented by the calling
party or subscriber.

Other areas where NPT has indicated its willingness
to grant temporary exemptions are the obligation to
offer a possibility to block outgoing calls and/or re-

direct calls, and similar, the obligation to provide the
possibility to prevent calls being re-directed to the
end-user from a third party. Here too, current techni-
cal limitations are the underlying reasons why
exemptions may be given.

4  Market regulation

NPT is preparing decisions regarding significant mar-
ket power (SMP) and regulatory remedies in the end
user markets for fixed telephony (Markets 1-6) and
in the wholesale markets for origination, termination
and transit in fixed networks (Markets 8-10). In con-
nection with this work NPT has evaluated whether
VoIP services should be included in the relevant
markets. NPT has examined a number of factors indi-
cating substitutability between VoIP services in cate-
gory 3 and PSTN/ISDN, inter alia pace of growth of
VoIP services, penetration of broadband services, his-
torical evidence of switching in the market, number
portability, quality of service and security issues.
Especially taking into account the relatively large
number of PSTN/ISDN users changing to VoIP, NPT
has concluded that VoIP services in category 3 are
included in these markets. This conclusion has been
supported by the EFTA Surveillance Authority (ESA)
in their response to NPT’s notification of draft deci-
sions in Markets 8-10.6)

Telenor, the Norwegian incumbent operator, is found
to have SMP in all the end user markets (Markets
1-6). Even though VoIP services are included in these
markets, NPT has found that the major competition
problems in the markets are related to traditional
fixed telephony (PSTN/ISDN) only. PSTN/ISDN is
still the dominant technology and constitutes more
than 90 % of the connections to the fixed network.
Most of the remedies will therefore only relate to
Telenor’s PSTN/ISDN services, and not to Telenor’s
VoIP services. For example, Telenor will be obliged
to offer a wholesale line rental product for PSTN/
ISDN and carrier selection / pre-selection for PSTN/
ISDN. These products will not be mandated for
Telenor’s VoIP services. Likewise, requirements
for non-discrimination and transparency will only be
mandated for Telenor’s PSTN/ISDN end user prod-
ucts, and not for Telenor’s VoIP products. As the
volume of VoIP services grows at the expense of tra-
ditional fixed telephony, NPT expects that the need
for specific market regulation of Telenor’s PSTN/
ISDN services will be further reduced and possibly
eliminated.
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Regarding the wholesale markets of origination, ter-
mination and transit (Market 8-10), the inclusion of
VoIP services in category 3 in the markets means,
inter alia, that VoIP providers who control their own
termination and set their own termination charges
will have SMP for the termination of calls to their
own end users. All providers of termination in fixed
networks will be subject to price regulation.

5  Future work

NPT notified draft decisions in Markets 1-6 to ESA
in March 2006.7) ESA’s response is expected in the
beginning of April. Depending on the response from
ESA, NPT expects to publish the final SMP decisions
in these markets in April or early May 2006.

Since VoIP services can easily be provided across
borders, differing regulatory approaches in various
countries may distort international competition. To

reduce this risk, NPT will in its future work take due
notice of European and other international regulatory
developments and international market trends.

As mentioned above, NPT is planning to publish a
policy paper in the spring of 2006 regarding the status
of VoIP offerings that fall under category 1 or 2 in
light of the Electronic Communications Act.

NPT will also have an open dialogue with the indus-
try, with the aim of reaching solutions that are of
mutual interest to market and regulators. For exam-
ple, NPT has initiated a joint project related to legal
interception control, where also major market players
are represented. The aim of the project is to develop
technical solutions relating to, inter alia, legal inter-
ception for VoIP. Affected VoIP providers will be
given the opportunity to express their views before
the conclusions reached by the group are imposed
upon them.

Willy Jensen is General Director of the Norwegian Post and Telecommunications Authority since 2000. As a

professor in informatics he has been active in research within computer networking for 30 years. He is

presently Counsellor of the International Telecommunication Union and member of the UN WG on Internet

Governance.

email: wje@npt.no

7) NPT’s notification of 2 March 2006 is published on NPT’s website.
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1  The business of business models

A business model is – not surprisingly – a model for
making business. It is about what to sell (the value
offering), who to sell it to (the target markets) and
what resources are needed (the input costs). Michael
Porter very much established the paradigm in this
area with his “Five Forces”. In this model one deci-
sive issue was to choose between being low cost and
differentiation.

Business models are in general structures that ensure
successful commercial practices to take place. Some
businesses are quite easy to grasp and describe, others
rather difficult. In all cases a lot of thought is needed
to develop and structure a viable business model.

The last decades the increasing use of the term “busi-
ness model” shows a fundamental change in business

thinking. The term symbolises the uncertain role of
strategy in today’s economy. While strategy had
taken a dominant position after Michael Porter in
March 1979 (Harvard Business Review) published
the article “How Competitive Forces Shape Strat-
egy”, it has now moved into more turbulent waters.
To Porter, profitability in any industry is determined
by five forces: the competition among existing play-
ers, the threat of new entrants, the power of suppliers,
the power of customers and the availability of substi-
tute products. By analyzing these forces, managers
could determine the optimal positioning for their
company.

In Porter’s world, industries had clear boundaries and
stable structures. Success was determined not by the
company’s quality or innovativeness of its products,
but by the logic of its strategy.

Business models for broadband telephony
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The hype and hopes of broadband telephony (BBT) are to a large degree created by the perceived

difference in price and business models between the plain old telephony service (POTS) and BBT. This

impression is strengthened as long as market and media continue to convey the message that BBT is

for free. In this article we look at the reality behind the hype and at the differences in the price models

in today’s BBT market. One major issue is the difference between the business models for Internet and

traditional POTS, in particular related to peering and interconnect termination.

When looking at this area it is important to discover the drivers and the rationale for doing business

among various contenders. It is also necessary to distinguish between players who offer BBT as part

of their broadband access product, and those who offer BBT as a standalone product that the user

may connect to the type of access she already owns.

Related to this there is a difference between selling BBT within the framework of voice business

or not. The business model is different if one acts as a traditional telco that looks at BBT as another

telephony price offering, compared to having BBT as a value add to another service or product.

A business model needs to consider both infrastructure related costs and service provisioning related

costs like customer acquisition, billing and customer service. While the first type of cost may differ in

kind between various BBT providers, the second type of cost is similar for every provider with a paid

service.

As a general rule it may be said that the overall cost picture is not fundamentally changed when

moving from POTS to BBT. The existing rationale for BBT business is a cost-price imbalance. At the

same time the price level for Internet services is even less cost related than the price level for tele-

phony. In a perfect market this imbalance will not remain.

To evaluate the impact of BBT we consider the issue of disruptive innovation. BBT bears several

characteristics of this.

We also make comparisons between various existing pricing schemes for POTS and BBT. Our

conclusion is that the degree to which BBT will succeed in the long run is not due to pricing alone.

Finally we look at the Future of Fixed Phones. Our conclusion is that even if fixed phones in the next ten

years will be perceived as a good value proposition for many users, the main game will be migration to

broadband mobile offerings.
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It was no coincidence that such a highly codified
form of business thinking arrived at the end of the
Industrial Age. By the late 1970s, the industrial
economy had been going for more than a century.
Its structure was fixed and competition predictable.
The professional manager had long since replaced the
entrepreneur. It has been said that “The cult of strate-
gy reached its logical, and absurd, conclusion in
the 1980s, when managers spent all of their time
“restructuring” their companies. Customers, prod-
ucts and employees became unimportant. All that
mattered was manipulating assets to earn higher
financial returns. Strategy had become an end in
itself.” (Carr 1999)1).

Carr continues by arguing that in the early stages of
an economic system, the rewards go to those who
create the new, not to those who conserve the old.
Entrepreneurship is more important than stewardship.
And since the final form of the new system remains
unknowable, strategic “Porter oriented” planning has
little use. A new way of thinking about business has
gradually emerged. Instead of planning for the future,
one looks for business models that reduce the need
for planning.

This has facilitated a shift from strategy to models.
While a business strategy is a theory – a line of rea-
soning that ends in a logical conclusion – a business
model is a hypothesis. It’s a tentative stab at the truth.
This seems to be a good description of the BBT area
at the moment. There is an increasing threat from
new entrants, customer perceptions are changing and
there exist different kinds of substitute products to
POTS, from mobile telephony to BBT and PC-based
Instant Messaging (IM). This is very much a time of
transition and turbulence. It may not be the best of
times, or an age of great wisdom, but it is certainly
not the worst of times for customers, even if the range
of options at the moment is bewildering. Hovering
between belief and incredulity, to some it is the
spring of hope, not the least for a winter of despair
for incumbents.

For this is a time of widely different business models,
where similar products are supporting completely
different businesses. One is the voice business, with
PSTN and ISDN as the old “killer applications”, now
being replaced by BBT within the original framework
or paradigm that has constituted voice business for
the last 130 years. Another is the broadband business,
where the rationale behind BBT is driving the growth
of broadband. A third model is having BBT as a free-
bie, usually without interconnect – this is how Skype,

in some way, does business. A fourth is when BBT is
set up as a new business, seemingly playing accord-
ing to similar rules as telephony in the US market,
with fixed prices. And against this some have a moti-
vation for consciously disrupting the plain old tele-
phony business, as this is being considered as almost
immoral. Having the means, motive and opportunity,
new entrants have not been slow in attempting to stab
POTS in the back.

2  Comparing business models

A business model can be seen as an answer to the
complex question ”Who pays what, to whom, and
why?” (Clarke 2004)2) This definition gives rise to
four overall questions that can be used in classifica-
tion and comparison of BBT business models:

• Who pays?
• What for?
• To Whom?
• Why?

In this article, we will concentrate on consumer ser-
vices. This most often means that the end-user or
someone in the same household or family is the
one paying. We will not make a general attempt to
describe the vast business world of technology com-
panies or others that take part in delivering compo-
nents for this end-user offering. But we will see that
price and quality differences observed in the con-
sumer marketplace may originate in the underlying
industry structure.

The object paid for in the BBT business is generally
the ability to talk to other people over distance. The
payment can be related to different aspects of this
ability, such as fixed monthly service subscriptions
and distance based usage charges, calculated per unit
of time. If there is no payment involved somewhere,
then there is no business model. This does not imply
that all models need to be about paying directly for
the BBT service as such, as we will come back to.

Payment is traditionally done to a “voice service
provider” or to someone operating on its behalf, such
as a billing or credit card company. The voice service
provider can be the plain old national telco, a local
broadband company, or it can be a company operat-
ing over the Internet with only virtual presence in the
country of the customer.

Customers pay for voice services because they have
a need to communicate with other people. However,

1) “From Strategies to Business Models”, by Nicholas G. Carr, http://www.nicholasgcarr.com/articlesmt/archives/from_strategies_to.shtml
2) http://www.anu.edu.au/people/Roger.Clarke/EC/Bled04.html
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this need in itself is not enough. In order to pay for a
voice service, the service should fulfil the underlying
desire to communicate better than alternative means
of communication. In economic terms, the perceived
cost of the service should be lower than alternative
costs, as measured by the customer preference, e.g. in
terms of money, time, or other resources such as psy-
chological effort. This differentiation with respect to
alternative communication means is the core of the
value proposal for BBT services. Very few will pay
extra for something they already have.

With the perspective of the four answers above, most
BBT business models are generally the same as the
plain old telephony, or POTS model. It is just a
slightly different solution to the same problem for the
end user. But this is of course not the whole truth.
Depending on the degree of radical thinking, we can
oppose to this view in (at least) two different ways:

1 BBT is not just slightly different from POTS.
It uses the Internet for free and is much cheaper.
Therefore it will disrupt the current POTS business.

2 The most interesting BBT business models are
those that are not covered by the description above.
These are the ones that will truly disrupt the whole
telecom industry.

2.1  POTS vs. the Internet

Let us first take a closer look at the actual difference
between BBT and POTS. Central to this difference is
the way the voice signal is transported. This matters
relatively little to the average end-user, but is central
to the universe of many in the business.

Let us consider a simple case with two users, UA and
UB, both with devices (terminals) physically con-
nected to the same network, illustrated as a circle in
Figure 1. The total amount paid by UA (thick arrow
in figure) shall cover all expenses needed to deliver
his voice calls to UB. These costs include invest-
ments in network equipment, as well as operating
costs connected to the network and to customer care,
billing and marketing. In general, the payment can
have a fixed capacity component, C, and a variable
usage component U. UB must also pay in order to
be connected to the network.

If the network is POTS, the voice service alone must
cover all expenses. If the network is IP-based, how-
ever, the costs for access and routing are shared by all
payable services offered, e.g. an ADSL Internet ser-
vice, a BBT service and an IP-TV service. The result
is that BBT can be offered at a lower rate, although
the fundamental network capacity needed to transport
voice over IP is generally higher than that needed for

a modern, digital POTS service, due to large protocol
overheads and complex routing logic.

A more complex case arises when the two users are
on separate, but interconnected networks, A and B, as
shown in Figure 2.

In the POTS case, a normal interconnect agreement
between operators would mean that network A pays
something to network B to terminate calls from UA,
as the thinner arrow indicates. Normally, this cost is
passed on to the end-user UA, so that the usage price
for off-net calls is higher than for on-net calls. The
added price reflects the additional costs of extra traf-
fic in network B, but there can also be a monopoly
price component in the amount paid to B, since UA
has no alternative way of reaching the subscriber UB.
Each network has a de facto monopoly on calls to its
own customers, and this is one of the reasons why
heavy market regulations are still enforced in the tele-
com business.

The call may be even more expensive for UA if net-
works A and B have no direct connection between
them, so that A has to route the call via a transit
operator T, as shown in Figure 3.

Figure 1  Business model for on-net calls

Figure 2  Business model for off-net POTS calls

Figure 3  Interconnect business model with transit network
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A transit operator does not need to have end-user
customers of its own, but gets a margin from buying
local termination from network B and selling it to
network A. This margin provides an important incen-
tive for investments in long-distance transport capac-
ity, such as fiber networks, sub-sea cables and satel-
lites. The international transit market is highly com-
petitive, since it can avoid national monopolies to a
large extent. This has the interesting side effect that
in some countries, calls between competing operators
actually flow around the globe before they connect at
a transit operator. Incentives for interconnecting
locally are not high enough to validate the costs,
although the traffic volumes may be high.

The Internet equivalent to POTS interconnect is
called peering. It works totally different.

As shown in Figure 4, when operators A and B are
Internet Service Providers (ISPs), data traffic may
flow freely between the networks without any ex-
change of payment. Both network operators cover
their own cost for the traffic and they both keep all
the money paid by their respective users. This is
known as the sender keeps all principle. Network B
gets nothing for providing the possible long distance
transport from network A to UB, but must recover its
cost solely from the amount paid by UB.

However, the Internet also has its own kind of transit.
Similar to the transit operators of POTS, if two ISPs
do not have a direct connection, they can reach each
other via a third party, as shown in Figure 5.

The difference between this model and the model
in Figure 3, is that money now flows from the end
points towards a central place in the network. Small
ISPs with only local networks pay higher-tier ISPs
(like ISP T in the figure) for the ability to reach all
other routable parts of the Internet. The transit opera-
tors are normally compensated for capacity, not for
use, implying that expensive transit connections can
become bottlenecks in busy periods.

At the core of the Internet there is a small number of
so-called Tier 1 operators that peer without compen-
sation only with each other. These are the only opera-
tors that have the right to route traffic globally with-
out paying for it. All other ISPs must have a commer-
cial transit relation as a last resort routing. All Tier 1
ISPs are based in North America.

One aspect of the peering-and-transit structure is that
if two ISPs of different size compete for the same
customers in a region, the smallest one will have
most to gain from a direct peering relation with the
other. Assuming a large amount of traffic is regional
only, without a peering relation, the smaller ISP
would have higher transit costs per customer than
the larger one, which would have more of its traffic
on-net. For this reason, a hierarchy of ISPs has devel-
oped, and in the future, it may happen that the extent
of peering relations will become even less than we
see today.

If a voice call is made from two users on different
ISP networks, data traffic flows in both directions
across the peering exchange point. Only a small

Figure 5  Internet transit via a higher-tier network operator

Figure 6  ISPs using POTS transit for voice interconnect

Figure 4  Peering between Internet Service Providers
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amount of signalling traffic will tell who of the two
parties initiated the call, and this signalling may be
hidden to the network operators, for instance by end-
to-end encryption. It will therefore not be possible for
network A to compensate network B for the traffic
generated by the call just by counting bits or IP pack-
ets flowing through the peering exchange point. A
more complicated arrangement is needed to have
interconnect arrangements with compensation models
like POTS. For this reason, many providers offering
BBT today interconnect via traditional POTS transit
operators, as shown in Figure 6.

With the arrangement in Figure 6, quality is regulated
by price. Since there is competition among the POTS
transit operators, ISP A can choose between different
price-quality levels for the transit connection. And
since ISP B sells a termination product, which will
contribute to the transit operator’s portfolio, the price
must be at least partly justified by quality measures
in ISP B’s network. Interestingly, the transit operator
POTS T does not need to use traditional technology,
only the traditional interconnect business model of
buying and selling termination minutes.

At the low end of the price-quality scale, we find the
virtual VoIP transit operators, which use low-cost

surplus capacity of other intermediate ISPs to provide
call termination.

In Figure 7, the operator VoIP T sells cheap VoIP ter-
mination to ISP A. The transit ISP TT provides for
the virtual operator’s Internet connection and is here
assumed to have peering relations with the transit
operators ISP TA and TB. Usage-based payment is
only done between the end-user ISPs and the VoIP T
operator. Thus service and transport are separated.
The intermediate ISPs do not see that the traffic gen-
erated is voice, and it will receive so-called best effort
treatment, meaning that other paid-for traffic will
have priority in case of network congestions. The
number of intermediate ISPs that must be compen-
sated by the VoIP T operator for transit capacity
makes this arrangement sensitive to distance,
although not in the same way as for POTS.

The principle of separating service and transport can
also be applied on a local scale, as shown in Figure 8.

In this case, the virtual operator BBT C competes
with ISP A to provide voice services to UA over ISP
A’s own network. BBT C buys fixed capacity from
ISP TT and call termination from one or more opera-
tors T, which can provide the best termination rates
with acceptable quality. Since the usage payment

Figure 7  A virtual VoIP transit operator

Figure 8  A virtual operator in the end-user market
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from UA does not follow the call through the net-
work, there are no incentives to provide voice quality
in the originating networks of ISP A, ISP TA and ISP
TT. Only the terminating part through T and B can be
controlled.

A more extreme case is when both UA and UB are
customers of the same virtual operator BBT C, as
shown in Figure 9.

Here the operator has no control over the end-to-end
quality, and is vulnerable to congestion in all IP net-
works on the route from A to B. On the other hand,
there are no termination fees to be paid, and the oper-
ator can apply the “sender keeps all” principle to the
voice service charges received from UA.

The situation of operator BBT C resembles that of a
virtual POTS service provider or reseller, who buys
originating calls from an incumbent operator, on reg-
ulated terms, and competes with the incumbent on
elements like marketing and customer care, and pos-
sibly termination. The important difference lies in the
fact that the virtual end-user operator does not have to
pay for origination. This means that it does not have
the support of the originating network, and will have
to rely on the quality of the still unregulated general
Internet service offered by ISP A to its customers.

What we have discussed above is that there are actu-
ally three different ways of providing more or less the
same voice service to the customer:

• Traditional POTS service. The operator has full
control over the call, but uses old technology to
reach the user.

• Voice as part of a broadband service from the ISP.
The operator has full or partial control over the
call, and uses new technology.

• Independent broadband telephony service. The
operator uses new technology, but has less or no
control over the call.

All of these services aim to use the most efficient tech-
nology to provide the quality level needed, but the inde-
pendent BBT service has little control over the network
aspect, as the business model provides no incentives for
it. The independent model, however, does have a cost
advantage in those parts of the call that traverse the
Internet. However, the costs of long-distance transport
no longer dominate the POTS business, and it is reason-
able to believe that both POTS operators and ISPs
will be able to compete, since they have better control
over the trade-off between quality and price.

Figure 9  A virtual end-user operator with virtual on-net call

Figure 10  The advertising business model taken to VoIP
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2.2  Completely different business models

We should not forget to consider the second line of
thought mentioned at the start (which even the most
diligent reader has probably already forgotten): What
about business models that are not similar to POTS?
Aren’t VoIP and BBT an area of business model
innovation and radically different thinking?

So far, the Internet business model that seems to have
become most popular is simply advertising. Figure 10
shows how this can be taken to BBT, where the user
UA receives advertising about company X from the
VoIP service provider C, and then receives his VoIP
service for free. Company X hopes to regain the mar-
keting expenses from selling its products to UA.

VoIP enables new kinds of advertising – in addition
to the now well-known web-click models success-
fully deployed e.g. by Google. Click-to-call and
audio advertisements are two examples. The potential
value-creating element in connecting advertising to
a communication service is that it can become more
targeted. Personal advertisements can be made de-
pendent on the communication pattern, and this will
increase the value of an average customer UA for
all the companies X financing the VoIP C service.

Of course, these business models have an additional
cost of running a voice service, as compared to the
normal web sites and search engines with which they
compete. The advertising income most probably is
not high enough to pay for expensive call termination
like mobile and long-distance POTS. Only services
with a very large on-net user base will be able to gen-
erate profits, and these profits are probably related to
more offerings than just voice communication.

A variant of the advertising business model is when
company X and VoIP operator C are actually the
same company. The VoIP service is then something
company X gives away in order to support its main
business. This makes sense when the main business
has hopes of profit, and when voice expenses are kept
low compared to this.

Finally, what currently seems to be a very popular
business model for VoIP is the option-based model,
as illustrated in Figure 11. The VoIP operator C
thinks that if he can just create a large user base
through a simple-to-provide, free, or almost free,
voice service, he can later think of a way to earn
money from these users. Obviously, the valuation
of this kind of business model is impossible, but the
finance markets have repeatedly shown that just this

kind of ideas actually receive a reward for being
high-risk bets.

To conclude, so far we have probably not seen the
survivors in the future business model shoot-out.
What we are facing today are free all-you-can-eat
voice and even video services, offered to anybody
with an Internet connection, without any payment
from the end-user whatsoever. This is the reality
behind services like MSN Messenger and Skype.
The quality is good when the Internet connection
is good, the services are user-friendly for anybody
sitting in front of the PC, and at the time of writing,
Skype does not even bother the user with annoying
advertising. With a more suitable terminal, and the
ability to call and be reached on ordinary phone num-
bers, e.g. through an ENUM infrastructure, these
services seem like good replacements for home and
business fixed phones, if not mobile phones, when
wireless Internet becomes ubiquitous.

However, there will probably be even better offers in
the future. Mobile phone companies and broadband
companies, wireless and fixed, will take the role of
Company X and offer the same services bundled with
something you still need to pay for; access. With their
industry backing, these operators will be able to offer
more user-friendly terminals, simpler billing, heavier
marketing, as well as services adapted to the local
marketplace. In the markets in the rich part of the
world, these value offerings will probably be enough
to keep the customers, as long as the price is right.
And with the same prices for Internet transport avail-
able to everybody, there is no reason why it should not.

3  BBT – a disruptive innovation?

Whether one looks at broadband telephony as disrup-
tive because Internet transport is “free”, or because it

Figure 11  The high-risk business model, also known as lottery

3) http://www.readinggroupguides.com/guides/innovators_dilemma.asp
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can create fundamentally new business models and
value offerings, it is interesting to look at the general
theory of disruptive changes. This may lead to
answers on how to shape BBT into a successful mar-
ket offering. The guru of disruptive innovations is
Clayton Christensen at Harvard Business School. In
an abstract of his book “The Innovator’s Dilemma”3),
we find the following rather lengthy, but well-cover-
ing definition:

Disruptive technologies change the value proposi-
tion in a market. When they first appear, they
almost always offer lower performance in terms
of the attributes that mainstream customers care
about. (...) But disruptive technologies have other
attributes that a few fringe (generally new) cus-
tomers value. They are typically cheaper, smaller,
simpler and frequently more convenient to use.
Therefore, they open new markets. Further,
because with experience and sufficient investment,
the developers of disruptive technologies will
always improve their products’ performance, they
eventually are able to take over the older markets.
This is because they are able to deliver sufficient
performance on the old attributers, and they add
some new ones.

From this definition, voice quality and global connec-
tivity are obvious attributes with POTS that main-
stream customers care about. New attributes that
mostly apply to new customers may be PC integra-
tion, instant messaging, presence and video. How-
ever, it is not obvious that BBT actually is a disrup-
tive technology by this definition, at least not for the
BBT variants that resemble POTS the most.

In an interview Christensen made with the CIO Mag-
azine April 20014), he elaborates further on a number
of litmus tests for successful disruptive innovations:

1 “in almost every case, a disruptive technology
enables a larger population of less skilled people
to do things that historically only an expert could
do. And to do it in a more convenient setting.”

This has no relevance to BBT as most users do per-
ceive BBT as “POTS made cheaper”. Viewed from
this angle BBT is no disruptive technology. How-
ever, if one looks at “calling cheaper” as something
only experts were able to do previously, BBT may
be a disruptive technology. Conclusion: Not
decided in this area.

2 “The disruptive technology almost always takes root
in a very undemanding application, and the estab-

lished market leaders almost always try to cram the
disruption into the established application.”

This has relevance as voice telephony for most
users is an undemanding application. This article
may also indicate an interest from established mar-
ket leaders to cram BBT into the existing telephony
business model.

3 “You can’t disrupt a market in which customers
are not yet overserved by the prevailing offerings.”

This has relevance to BBT in several ways.
Today’s POTS have more functionality than most
people feel a need for, and BBT is perceived as just
about cheaper calls. However, there is also the case
that mobile voice is perceived as a valid substitute
to today’s POTS, due both to pricing and to higher
functionality.

4 “The successful disruptive business model facili-
tates or lubricates existing patterns of behavior. It’s
not predicated on consumers changing behavior”.

This has relevance to BBT as most users perceive
BBT as a form of POTS, and hence something
which will not lead to a change in their behaviour.
The only difference is in the installation procedure.

5 “find customers who would be delighted to have
even a crappy product because it helps them do
what they’re already trying to do better.”

This has relevance to BBT as it is a crappier prod-
uct than POTS – and at the moment cheaper.

Based on these five litmus tests, we do conclude that
BBT is more a disruptive technology than not. This is
also seen in how BBT products are being developed
and launched in markets that have unbundled DSL
and POTS. While some companies have users with
mobile phones only as one of their targets, all compa-
nies are targeting POTS customers.

For Telenor there was an assumption that the current
POTS products in Norway are overserving at least
some customers, since almost everybody has a mobile
phone. The Telenor BBT product launched April
2005 was therefore created to serve as a simple home
phone replacement for people who don’t want the full
reliability, security and quality of a conventional
POTS service.

The BBT service itself was designed also to solve
fundamental problems for customers that did not have

4) http://www.cio.com/archive/040101/disruption.html
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a home phone, as elaborated in chapter 5 below. The
initial Telenor BBT price plan was similar to POTS,
only with significantly lower fixed monthly costs.
This would minimise the barrier for new customers
to buy the service, even though a moderately priced
adapter would have to be purchased with the service.

Customers would pay for the service over their
broadband bill. This means cost synergies with the
broadband offering on marketing, customer care and
billing, as well as an economy of scale in the network
when more services move to an IP base. The latter is
of course part of Telenor’s long-term network strategy.

There is little doubt that BBT has a disruptive poten-
tial towards the time honoured business model of
POTS. Though this does not imply that POTS as a
service will go out of business in the near future, the
rules of this business are changing.

4  Price propositions – BBT vs. POTS

To most customers the value proposition of BBT is
lower price. However, as the examples in Figures 12
and 13 indicate, there is a wide range of price models
in the market today. How these translate into business
models – not to mention business – is of course
another issue, still it does indicate that the range of

options is higher – and will continue to be higher –
than has been the message media has conveyed when
talking about BBT for some time.

A “fixed price for everything” proposition like the
high subscription fee with no or low usage cost, which
has been the dominant in the Norwegian market the
last year, is – if one looks closer at it – neither very
fixed nor the cheapest for a lot of users. For low to
average usage it will be better to have a zero to
medium subscription fee and a more normal traffic
cost. As the traffic to a higher degree migrates from

Figure 13  Comparing BBT to POTS offers. Total monthly cost for different usage patterns. Thick lines are
POTS5) (Norwegian market, Autumn 2005)

Figure 12  Comparing different BBT offers. Total monthly cost for
different usage patterns (Norwegian market, Autumn 2005)
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POTS to mobile, a fixed price scheme to cover POTS-
traffic will be less and less valid.

At the same time however, this is very much about
perception. It is psychologically tempting, rather than
economically based for a lot of customers. Not the
least for those customers who are more concerned
with control than cost.

And, importantly, it is possible to find pricing models
for analogue telephony that have comparable prices
for some types of use, in addition to having better
value propositions in areas like quality and safety,
at least for the time being.

As Figure 13 shows, for customers with low usage,
there exist today POTS pricing plans that in fact are
better deals than most BBT price plans.

Overall value propositions are indicated in Table 1.

5  A future for Fixed Phones?

There has always been a need to communicate across
distance, whether in war or peace, by beacons or
bytes. A talk one-to-one is the most effective way
to convey information and emotions in most cases.
BBT is based on this long held paradigm.

However, recently a new set of questions has arisen,
based on customer needs and new habits. Is there
really a need for a fixed “home phone”, POTS or not,
in an age of mobility, individuality and personalisa-
tion? When considering such issues, it is easy both to
miss the forest in favour of the trees and the trees in
favour of the forest. On the one hand, there is a ten-
dency among some analysts to look at the fixed phone
as something doomed to extinction in a near future
when mobile phones will cover all needs. On the
other hand, there are also voices among both conser-
vatives and radicals, who tend to look at the fixed
phone – whether as POTS or BBT, wired or wireless
– as something with a long life ahead, as it is suffi-
ciently cheap and convenient for many users.

National calls International Features Quality Safety Other issues

calls

BBT Somewhat lower Considerably Fewer than POTS Lower than POTS, No check of call Positive:

prices than POTS lower prices better than origin address • Nomadic use is possible

for average and than POTS mobile for emergency • Gives the user an

high usage calls innovative image

Influenced by

whether the DSL No emergency Negative:

line also sends power • SPIT may become a

high volumes of threat

data upstream • Denial of service may

during calls become a threat

• Uncertain life cycle of

terminal adapters (break-

downs or outdated), may

provide a need for re-

buying and a higher

cost for BBT than so far

perceived

POTS Perception of too A broad range

high fixed monthly of standard

fees for the most supplementary

common price services, few

models are really in use

Mobile Considerably More than POTS Lower than POTS Positive:

higher than POTS • Mobility

for most calls High speed • Personalisation

innovation on • Broadband applications

terminals (UMTS)

(cameras, MP3, • Hybrid WLAN phones

radio etc.)

Table 1  A comparison of price and quality between BBT, POTS and Mobile offerings
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So, is the future singular? Will mobile conquer all
forms of fixed phones? Or are the challenges users
meet from having mobile phones only, large enough
to create sufficient rationale also for fixed phones?

There are reasons to believe that mobile will not be
all, at least not in the near to medium future. There is
still – and will continue to be – a marked price differ-
ence between using a mobile phone and a fixed
phone. As new price schemes for POTS and BBT
show, the main reason users have had for leaving the
fixed services the last years – a high fixed monthly
fee – is no longer the only option. Other problems
that mobile-only users may experience, like bad
indoor coverage, battery running out, and low voice
quality, may – taken together – continue to provide
sufficient incentives for many users for fixed phone
services. Adding to this we have things like resis-
tance to change (this will change) – especially among
the “plus 40 years” (average age of this group will
increase) segment who are used to fixed phone, fear
of mobile handset radiation, the need to find your lost
handset (a fixed phone is rather convenient on such
occasions), old friends who do not dare to call due
to fear of high prices, and safety issues like address
identification when making emergency calls. All in
all there will be an experience of increased cost con-
trol and “fair pricing” by the introduction of “pay for
use” combined with low or no monthly fee services,
whether in POTS or BBT, or a “high fee service”
with (mostly) free calls proving cost control, in addi-
tion to mobile only.

The most common perceived scenario is indicated in
Figure 14. Here BBT will grow rapidly the first few
years, while POTS declines sharply, and in the end a
broadband mobile offer will dominate. The rationale
behind this view is observations such as

• POTS will have little or no development in services
or functionality, even if prices may compete or it
may be technologically based on an IP network
(POTS as “BBT without a modem or adapter”).

• BBT will be perceived as an innovative product,
as well as more often than not cheaper, and users
already paying for broadband must need to defend
their choice.

• Mobile terminals will be able to access any service
on any access.

• The demand for personalisation will lead to mobile
phones being ever more important, e.g. for authen-
ticating personal services like mail and TV-channel
subscriptions, when looking at hotel and holiday
resort TVs.

• Wireless BBT will use WLAN as a carrier and
compete with Mobile.

• Mobile (3G) will provide the best overall value
proposition (mobility, bandwidth, services).

• Skype, MSN and other Voice over Internet
providers will remain closed networks with little
or no interconnect to other networks.

• MSN dominates today and will do so in the future,
with little or no interest in interconnect.

Figure 14  A commonly perceived scenario for the future of voice
communication

Figure 15  More of a surprise scenario – an enhanced BBT, optimally
integrated with WLAN and 3G, dominates due to functionality and con-
venience, rather than by arbitrating on imbalanced price schemes
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A more surprise-oriented scenario is indicated in Fig-
ure 15. Here an enhanced BBT, optimally integrated
with WLAN and super 3G, dominates. The rationale
for this scenario is:

• Mobile (3G) will be too expensive to provide the
best overall value proposition.

• Skype, MSN and other Voice over Internet pro-
viders become interconnected networks, also with
BBT (Skype will continue to grow exponentially
and MSN will see the need for interconnect).

An even more unexpected scenario is that BBT will
have a lower market share than POTS in ten years, in
fact lower than it will have in five years. The ratio-
nale for this scenario is:

• BBT succeeds for some years due to pricing arbi-
trage. However the market for fixed phones will
provide a better value and decline slower than in
the commonly perceived scenario, while the mobile
value proposition continues to improve.

• Wireless BBT will lose out to hybrid BBT/3G
services provided by mobile operators.

Which of these scenarios, if any, that will come about
does depend on too many factors to model. It will,
however, be a surprise if the “surprise free” model of
Figure 14 wins out in every detail.

6  Conclusion

BBT does have several of the same characteristics
as the Christensen model for disruptive innovation.
However, the picture may be more complex than the

commonly perceived scenario of BBT becoming the
dominant product in the area of fixed phones. 

The drivers and the rationale for doing business are
different among various suppliers of BBT. Today
some offer BBT as part of their broadband access
product, others as a standalone product on any type of
broadband access. This leads to a fundamental differ-
ence in business models between those marketing
BBT as another telephony price based offering,
compared to BBT as a value add to another service.

While infrastructure related costs do differ in kind
between various types of providers, the cost for cus-
tomer acquisition, billing and customer service is of a
similar type for all. Internet peering models will not
necessarily replace traditional voice interconnect,
although more voice will eventually be transferred on
IP-based networks. As a general rule it may be said
that the overall cost picture will not be significantly
changed for a voice service provider.

The existing rationale for BBT business is a cost-
price imbalance. At the same time the price level for
Internet services is even less cost related than the
price level for telephony. In a perfect market this
imbalance will not remain.

What then, will happen in the future?

BBT is in principle a more future oriented product
than POTS, though the production cost will not be
very different in the near future. However, even if the
future tends to be rather unpredictable, it is not too
difficult to foresee that the customer will be the win-
ner. As customers at the moment dream about even
more mobility, broadband internet and personalisa-
tion, accessed from fancy terminals, to even lower
cost, a broadband mobile service, including voice,
looks like a rather probable future.

Voice will still be a service that is important enough
to pay for; i.e. the demand will remain or even
increase slightly. Text messaging and new services
like instant messaging and presence are expected to
be complements to, and not substitutes for voice com-
munication.

Voice traffic will migrate to the services that can
meet the customers’ communication demands best.
Currently this is the mobile phone. While the present
concept of the stationary fixed phone may not be
viable in the long or even medium run, a hybrid solu-
tion based on mobile as well as WLAN other home
based wireless technology may ensure that the bearer
will both be the fixed and the mobile network. There
may also be a need for a low cost fixed phone for

Figur 16  Another possibility is that BBT still will have a lower market
share than POTS in ten years, and lower than it will have in five years
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security reasons. Still, the impetus of habits is hard to
overcome. The stationary fixed phone (even without
a cordless hand set) may still be with us until today’s
generations of silver surfers (persons aged above 50
years old) are no more.

As already indicated by some selective POTS offer-
ings, prices for POTS will be reduced to a compara-
ble level with today’s BBT prices as the underlying
costs of network ownership are reduced.

There will be an increased number of possibilities
and options, both related to price schemes, function-
ality, mobility and personalisation. The overall
increased communication value is uncertain so far,
though BBT does have a far broader range of options
than POTS.

Increased competition, both from broadband access
providers and independent services, leads to lower
prices in general. Whether telephone companies will
do this in a more selective way through BBT or new
POTS calling plans, or in a more general way through
price reductions for all POTS-customers, remains to
be seen.

In a surprise free scenario, the mobile phone will for
most customers have the best value proposition for a
lot of reasons. At the same time there will be a need
for a fixed phone. BBT will grow rapidly and POTS
decline even quicker if the POTS operators do not
change their pricing model.

The only thing we can be sure of is, however, that
surprises will happen.
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Introduction

The traditional circuit-switched telephone network
uses an addressing mechanism defined in ITU-T Rec-
ommendation E.164 [1]. The addressing mechanism
in an IP network is often referred to as an URI [2].
These are two different mechanisms, and may exist
independent of each other. The addressing of a VoIP
subscriber may without any problem use the E.164
number in the format sip://1234567890@telenor.no.
However, a large-scale VoIP system requires a system
where the telephone numbers map onto an IP add-
ressing mechanism – TElephone NUmber Mapping.

What is ENUM?

ENUM is a solution to the question of how network
elements can find services on the Internet using only
a telephone number, and how telephones, which have
an input mechanism limited to twelve keys on a key-
pad, can be used to access Internet services. ENUM
has been developed by IETF WG ENUM, and is
defined by IETF in RFC 3761 [3]1). ENUM is also
adopted by ITU-T and ETSI.

ENUM is built on top of DNS, and specifies transfor-
mation of E.164 numbers into DNS names enabling
the use of existing DNS services. ENUM is only
applicable for E.164 numbers.

The domain “e164.arpa” is being populated in order
to provide the infrastructure in DNS for storage of

E.164 numbers. In order to facilitate distributed oper-
ations, this domain is divided into subdomains as
illustrated in Figure 1.

Tier 0 is administered by IANA in cooperation with
ITU-T and the national regulatory authorities.

The administration of Tier 1 and subdomains below
is a national responsibility. The Tier 1 domain name
reflects the E.164 country code. The Norwegian Tier
1 domain name is therefore 7.4.e164.arpa. (The E.164
country code for Norway is 47.) For Europe the
administrative requirements are specified in ETSI TS
102 051 [4].

The number may then be registered for one or more
ENUM services. For example, a subscriber may wish
to register a telephone number to receive calls at a
home phone, or at the office. Additionally, that sub-
scriber may wish to register an email address, as well
as a fax machine, to match the telephone number.

It should be emphasized that ENUM is not a normal
DNS registration mechanism; it is a conversion of a
number already allocated (E.164) according to rules
established by ITU-T.

Why ENUM?

The simple answer to the question is already given
above; ENUM provides a mechanism for how net-
work elements can find services on the Internet using
only a telephone number, and how telephones, which
have an input mechanism limited to twelve keys on a
keypad, can be used to access Internet services. The
obvious rationale for ENUM is the introduction
of voice services in an IP network, but as already
described more services may be associated with a
single telephone number.

How ENUM works

As already stated ENUM is a method to convert a
regular telephone number (e.g. +47 85 05 09 62) into
a format that can be used on the Internet within the
Domain Name System (DNS) to look up Internet
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Figure 1  ENUM domain structure
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addressing information such as Uniform Resource
Identifiers (URIs). In the regular telephone system,
the most significant number appears first, for exam-
ple the country code +47 for Norway (the ‘+’ charac-
ter is a substitute for the national prefix; usually
‘00’). In Internet domain names the most significant
information appears last – for example www.telenor.no.
The country information ‘no’ is last, but will be the
first resolved to find the top-level domain for Nor-
way. The principles for this conversion are described
in Figure 2.

First, all non-digit characters and/or national prefix
are removed. Then the digits are arranged in reverse
order and dots are inserted between each digit. Finally,
the domain name e164.arpa is added at the end.

This information is stored within the domain name
system (DNS), providing routing information to reach
the device with the associated ENUM number.

Another feature of the ENUM protocol is that more
than one contact information can be stored in the
DNS record that is belonging to a specific ENUM
number. An ENUM record might contain instructions
for a VoIP call (e.g. h323: telenor-operator@
telenor.no or sip: telenor-operator@telenor.no), a fac-
simile call (e.g. fax: telenor-fax@telenor.no), e-mail
communications (e.g. mailto:firmapost@telenor.no).
Additional services can be developed in the future to
be included in the ENUM name records.

This facility would allow the phone number in ENUM
to be the single contact number for multiple contact
methods for any type of communication (voice, fax,
e-mail, mobile, text messaging, location based ser-
vices, web pages [3]).

RFC 3761 requires that ENUM services are defined
in an RFC and officially registered with IANA, the
organisation responsible for assigning IP addresses
and IP protocol codepoints. The following ENUM
services are registered so far:

• h.323 defined in RFC 3762 [5]
• sip defined in RFC 3764 [6]
• presence defined in RFC 3953 [7]
• web and ftp defined in RFC 4002 [8]
• email, fax, sms, ems and mms defined in RFC 4355

[9]
• voice defined in RFC 4415 [10].

Infrastructure ENUM

Traditional (Public) ENUM is a capability provided
for end users and is optional for both the calling and

the called user. The individual user decides whether
to register in an ENUM registry.

Up till now ENUM according to RFC3761 (User
ENUM) has not been seen as useful to an NGN/
Telco/VoIP provider as it depends on user action in
terms of registration, insertion of data and manage-
ment of that data. Service providers and/or network
operators cannot base their services on an optional
technology outside their control.

Recently, another type of ENUM called “Infrastruc-
ture” ENUM has been proposed. The terms “Carrier”
ENUM or “Operator” ENUM have also been used to
identify this functionality. The ETSI Technical Report
TR 102 055 [11] clarifies the term, indicating possi-
ble evolution paths and describing usage scenarios.

The basic principle of “Infrastructure” ENUM is to
provide information only to IP communication service
providers; some providers may even want to provide
this information only to selected peers. The end user
has either no access to this information, or he may not
be able to use it. This purpose is incompatible with the
principle described in RFC 3761 [3], because “Infra-
structure” ENUM needs the full population of the infor-
mation at least for the number range in question. Hence,
it must be implemented as an independent system.

“Infrastructure” ENUM technology may also be used
to provide access to national number portability infor-
mation stored currently in IN databases. The problem
with this information is that it has only national sig-
nificance, for example national routing numbers. This
kind of data can therefore not be used directly in
supranational Infrastructure ENUM implementations.

Figure 2  ENUM conversion principles
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These issues need to be solved. Currently there are a
lot of discussions on the IETF ENUM reflector.

ENUM trials and available services

Shortly after the approval of the first version of the
ENUM standard in 2000 both ITU-T and national
regulators begun considering ENUM. Workshops
were held, and soon ENUM trials were set up in
several countries. Among the countries carrying out
ENUM trials are

• USA
• Several European countries (Including France,

Germany and UK)
• Japan
• Australia.

A few countries have already established a public
ENUM service. The first service was offered in
Austria, starting in December 2004 [12].

Conclusion

ENUM will be a key driver for the increasing conver-
gence between IP based networks and networks offer-
ing telephony service such as PSTN, ISDN and GSM.
The possibility to associate a single E.164 number
with a list of URIs allows an end user to have a single
contact point (E.164 number) corresponding to a
number of different services and applications such as
voice, e-mail, fax, unified messaging, etc. The end
user, by using the functionalities provided by ENUM,
can customize his service profile and determine the
preferred way to be contacted by the party initiating
the communication. ENUM will therefore be benefi-
cial for the users and provide new business opportu-
nities for service providers.
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Introduction

The simplicity and flexibility of packet switched
communication using the IP protocol has played an
important role in its emergence as the method of
choice for multimedia delivery. However, multimedia
over IP and wireless networks faces many challenges
due to network variability and lack of service guaran-
tees with respect to available bandwidth delay and
jitter. These result in packet-loss or in packets being
delivered after they are required. Clearly, the effect
of such losses on video depends on how the video
stream has been coded and how it has been mapped
into IP packets.

In the current best-effort Internet service model, no
service guarantees with respect to packet loss, delay
jitter and available bandwidth can be made. Packet
loss most often occurs due to congestion in network
nodes; more and more packets are dropped by routers
in IP networks when congestion increases. While
packet loss is one of the things that make the TCP
protocol efficient and fair for non-real time applica-
tions communicating over IP networks, the effect of
packet loss is a major issue for real-time applications
such as streaming of audiovisual media using the
RTP protocol over UDP/IP. Even delay jitter mani-
fests itself as packet loss, since packets received
after the intended playout/presentation times are not
useful.

The Centre for Quantifiable Quality of Service in
Communication Systems – Q2S – deals with Quality
of Service (QoS) issues in heterogeneous, multilay-
ered networks where packet switching technology is
employed. By services is meant traditional tele-
services along with multimedia, messaging, web and
information services, as well as location and content

aware services. The Centre works within the follow-
ing areas: dependability, traffic and security as
applied to multiparty communication, as well as two
research areas relevant to this paper: Audio over IP
networks and Multimedia over IP networks.

Currently, providers and authors of multimedia pre-
sentations have to create multiple formats of content
and deploy them in a multitude of networks in order
to meet consumers’ increasing demand for high qual-
ity interactive multimedia. Also, no satisfactory auto-
mated configurable way of delivering and consuming
content exists that scales automatically to different
terminal and network characteristics, device profiles
or QoS. The quest to represent, deliver and present
such interactive multimedia with the ultimate experi-
ence in multimedia entertainment and conferencing
in such a multimedia framework means that the
boundaries between the delivery of audio (music
and speech), accompanying artwork (graphics), text
(lyrics), video (visual) and synthetic spaces will
become increasingly blurred.

In Section 2 we give an overview of audio visual cod-
ing, focusing on new video coding techniques includ-
ing H.264/AVC (H.264 named by ITU and MPEG-4
Part 10 Advanced Video Coding named by ISO/
MPEG) and scalable coding. As usage examples Sec-
tion 3 describes the major challenges in streaming
media, while Section 4 targets audio conferencing.
Section 5 deals with perception, specifically quality
as perceived by a receiver/listener or by the commu-
nicating parties, of the resulting sound fields and of
the audio based communication process. For video
over IP networks we describe two new metrics based
on blockiness and packet loss.

Multimedia over IP Networks
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Multimedia communication over IP networks can either be one-way from a sender to one or more

receivers (e.g. streaming) or two-way or interactive multi-way between two or more communicating

parties (e.g. video or audio conferencing). Both these scenarios rely on audiovisual coding systems

and network protocols such as TCP, UDP and RTP. The coding systems introduce coding distortions

while the networks introduce loss and/or delay of the information resulting in distortions in the

decoded signal. This distortion needs to be quantified in order to further measure the perceived

quality of the media presentation. These measurements can then be used in a feedback loop through

the network to adapt the coding systems in order to enhance the user’s perceived quality. This paper

gives an introduction to the field, identifying the major challenges lying ahead of us and some of the

solutions chosen to solve them. The case studies investigated are streaming media and audiovisual

conferencing.
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Audio visual coding

Possibilities to compress speech, audio, images and
video have been explored ever since digital tech-
niques were introduced. There has been a strong
emphasis to minimize the bit-rates of such media
content in order to use limited bandwidth and/or stor-
age space resources efficiently for rapidly increasing
communication demands. The strive for efficient
compression algorithms has for some applications,
such as two-way communication, been balanced
by the requirement to keep processing delays low.
Another central factor is the robustness to errors. For
speech, a number of codecs (coder/decoder) have
been developed and used in e.g., mobile telephone
systems, ranging from simple logarithmic quantiza-
tion to advanced speech modeling codecs in use
today that are based on predictive coding. In audio,
the compact disc was the breakthrough for digital
audio using uncompressed audio for maximum qual-
ity with mechanisms for a high robustness to drop-out
errors. In the 1990s compression of audio started to
be used in applications like digital radio broadcasting
and digital audio distribution formats such as Sony’s
Minidisc. Compressed audio got a real breakthrough
in the form of music file transferring on the internet.
The well-known MP3 format which is one example
of ISO/MPEG coding [MPEG-1 1991, MPEG-2
1994] has led to a wide acceptance of such compres-
sion. A rapid development has been possible because
of formats such as Real Audio and Windows Media
Player. Consequently, the bit-rate needed for what is
judged to be adequate quality has been decreasing
steadily.

As of today most of the successful techniques for
video coding are in some way a part of either the
MPEG standards or the Society of Motion Picture
and Television Engineers (SMPTE) standards.
SMPTE is currently in the process of standardizing a
low rate video codec referred to as VC1, which again
is based on the Windows Media Video (WMV) codec
developed by Microsoft. Vendor technologies are
also included in the MPEG standards. The most
current of these is the MPEG-4 standard. There also
exists one major open source video codec that is
based upon MPEG-4, namely OpenDivX. Video cod-
ing or more specifically video compression is in the
literature separated into four categories [Ebrahimi
1998]; waveform, object based, model based, and
fractal coding. The first is also commonly referred
to as transform coding. The first three of these cate-
gories are included in the MPEG standards. All in all,
the MPEG standards comprise a large knowledge
base of video coding techniques and, because of the
ongoing efforts by the Moving Pictures Experts
Group provide state-of-the art video coding tech-
niques.

MPEG-1 covers video compression with target bit
rates up to 1.5 Mb/s and consists of techniques for
synchronization and multiplexing of audio and video,
compression of non-interlaced video, and a compres-
sion codec for audio designed for perceptual coding.
The MPEG-2 standard is typically used for encoding
audio and video broadcast signals for target bit rates
between 1.5 and 35 Mb/s. Unlike MPEG-1 this stan-
dard also includes interlaced video. Enhanced ver-
sions of MPEG-2 are used as the video codec in DVD
movies and in most HDTV transmission systems. The
MPEG-4 standard includes many of the features
found in MPEG-1 and MPEG-2. However, this stan-
dard also includes support for digital rights manage-
ment, 3D-rendering, and target bit rates as low as 8
kb/s and up to 35 Mb/s. MPEG-4 consists of numer-
ous parts dealing with system description for syn-
chronization and multiplexing, but also with state-of-
the-art coding techniques for audio and video such as;
Advanced Audio Coding (AAC), Advanced Video
Coding (AVC) and carriage on IP networks.

The newest video coding standard is a joint effort
between ISO and ITU resulting in many names. The
standard is commonly referred to as either MPEG-4
Part 10 Advanced Video Coding or H.264. For sim-
plicity we will refer to the standard as H.264/AVC.
H.264/AVC has achieved a significant improvement
in compression performance, error resilience and a
“network-friendly” video representation.

One major challenge in video compression is the
transmission of video in lossy environments. A solu-
tion is to make packets transmitted in real-time multi-
media environments self-contained [Tamhankar
2003]. Thus, no packets rely on other packets in the
reconstruction process. As an example H.264/ AVC
defines a network abstraction layer (NAL), in addi-
tion to the video coding layer (VLC) that allows for
using the same “video syntax” in multiple environ-
ments.

[Wiegand 2003, Stockhammer 2003] gives a good
overview of H.264/AVC focusing on the video cod-
ing layer (VCL) and the network adaptation layer
(NAL) as shown in Figure 1. It has been shown that
the NAL design specified in the standard is appropri-
ate for the adaptation of H.264 over RTP/UDP/IP
[Wiegand 2003].

The VCL consists of the core compression engine
and performs all the classic signal processing tasks. It
is designed to be as network independent as possible.
The VCL comprises syntactical levels known as the
block, macro block, and slice level. The VCL con-
tains coding tools that enhance the error resilience of
the compressed video stream.
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The NAL defines the interface between the video
codec itself and the outside world and adapts the bit
strings generated by the VCL to various network and
multiplex environments in a network friendly way. It
covers all syntactical levels above the slice level and
operates on NAL units, which give support for the
packet-based approach of most existing networks.

A NAL unit (NALU) is effectively a packet that con-
tains an integer number of bytes. The first byte of
each NAL unit is a header byte that contains an indi-
cation of the type of data in the NAL unit, and the
remaining bytes contain payload data of the type indi-
cated by the header. The payload data in the NAL
unit is interleaved as necessary with emulation pre-
vention bytes, which are bytes inserted with a specific
value to prevent a particular pattern of data called a
start code prefix from being accidentally generated
inside the payload. The NALU structure definition
specifies a generic format for use in both packet-ori-
ented system and bitstream-oriented transport system,
and a series of NALUs generated by an encoder is
referred to as a NAL unit stream.

Currently, three major applications for H.264/AVC
may be identified by using the IP protocol as a trans-
port [Wiegand 2003]:

• The download of complete, pre-coded video
streams. Here, the bit string is transmitted as a
whole, using reliable protocols such as ftp or http.
There are no restrictions in terms of delay, real
time encoding/decoding process and error
resilience.

• IP-based streaming. In general, it allows the start of
video playback before the whole video bit stream
has been transmitted, with an initial delay of only
a few seconds, in a near real-time fashion. The
video stream may be either pre-recorded or a live
session, in which the video stream is compressed
in real-time, often with different bit rates.

• Conversational applications, such as videoconfer-
encing and video-telephony. For such applications
delay constraint apply significantly less than one
second end-to-end latency and less than 150 ms as
the goal so real time encoding and decoding pro-
cesses are main issues.

In addition, the use of H.264/AVC coded video in
wireless environments is described in [Stockhammer
2003].

The development of efficient scalable coding
schemes is motivated mainly by the possibility of
adapting the encoded data to match channel/network

conditions, terminal capabilities or business models.
For video, scalable coding was included in MPEG-4
(fine-granular scalability, FGS) [Radha2001]. A scal-
able extension of the H.264 standard has been pro-
posed. Both of the two coding schemes are the tradi-
tional block-based hybrid type; that is, the coding is
done by first identifying and compensating for
motion between successive frames and then encoding
the residual image using a still-image-like coder.
Such coding schemes are not ideal for scalability, due
to the so-called “drift” problem (encoder and decoder
mismatch). Since the encoder uses the full-rate, full-
resolution encoded frames as references for its inter
frame prediction, an asymmetry occurs between
encoder and decoder when decoding a lower-rate or
lower-resolution version of the resource. Due to this,
more inherently scalable video coding schemes have
been investigated. 3D sub band video coding uses, as
the name suggests, a sub band decomposition in both
time and space prior to quantization and subsequent
processing. This can easily be combined with embed-
ded coding schemes, resulting in an embedded bit
stream that, by definition, is scalable (decoding can
be stopped at any time in the bit stream). This also
eliminates the drift problem. Recent results
[Ohm2004, Chen2004] indicate that performance
comparable to (non-scalable) H.264 can be obtained
with these 3D coding schemes for most sequences.
Furthermore, since the generated bit stream is em-
bedded, effective unequal error protection (UEP)
schemes can easily be applied. These schemes utilize
the fact that the importance of each bit is (conceptu-
ally) monotonically decreasing as one moves from
the start to the end of the bit stream. Different parts of

Figure 1  Transport environment of H.264/AVC
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the bitstream are assigned different strength error cor-
rection codes, dependent upon the relative importance
of the bits and the channel/network conditions. Novel
results include [Albanese1996] [Mohr1999]
[Puri1999], and fast algorithms for assigning UEP
have been proposed [Stankovic2002]. Recently, this
concept has been extended to transmission over mul-
tiple parallel channels with possibly different charac-
teristics [Johansen2005].

Applications of audio visual

communications

Many important challenges arise when considering
audio visual communication over packet-switched
networks such as multi service IP networks. Avail-
able resources in these networks are shared among
competing flows with highly varying characteristics,
and even if the network supports some QoS scheme
(like e.g. service differentiation) individual media
flows will typically experience varying delay jitter
and occasional packet loss during periods of network
congestion.

To prevent packet loss from corrupting an entire file
or session, application protocols like FTP or HTTP
employ TCP, a reliable byte-oriented transport proto-
col which uses acknowledgements to explicitly state
which byte segments that have been properly re-
ceived. Lost segments are automatically retransmit-
ted. While this mechanism obviously does not work
well for transport of media with real-time constraints,
the unreliable real-time alternative, RTP over UDP,
might employ a similar approach on the application
level for retransmitting lost packets. Typically, such
an automatic repeat request (ARQ) mechanism would
only be used for retransmitting packets belonging to
frames that could still arrive in time for decoding and
presentation.

Streaming media

For an audio visual streaming system, the codecs
being used and their configuration are of fundamental

importance, and decide the upper limit for the recon-
structed quality and level of distortion introduced.
Depending on the application scenario (e.g. live
broadcast, two-way conversational or on-demand
streaming), additional encoder decisions with regard
to rate control and coding mode, error control and
error resilience tools (e.g. Forward Error Correction,
FEC, data partitioning), rate shaping and packetiza-
tion all have an important effect on the audiovisual
quality and application performance during a video
streaming session. [Wu01]

Furthermore, the perceived quality heavily depends
on the system’s ability to adapt to changing network
conditions and to show a graceful behavior in case
of lost or delayed packets. For instance, packets that
are delayed beyond the time they should be available
for decoding at the receiving end, are of no use and
inflict the same damage as loss of packets in con-
gested router queues. This situation can be alleviated
by increasing the size of a playout buffer (also known
as jitter buffer) in the streaming media client, but this
increases the end-to-end delay and memory require-
ments. Another recent proposal to prevent buffer
underflow is adaptive media playout, in which the
playout rate of decoded frames is altered in accor-
dance with the current buffer fullness [Kalman04].

Intelligent retransmission schemes can also be used
to recover lost packets and help prevent loss of media
data, but in situations of heavy network congestion
packet loss is destined to occur. In case packet loss
indeed occur, the aspect of graceful behavior is
reflected in the decoder’s error resilient behavior; the
use of proper error detection and error concealment
techniques makes sure that the visual appearance of
the media resource shows a gracefully degrading
visual reconstruction. [Wang98]

Figure 2 depicts a typical streaming session, in which
a piece of media content is delivered from a server to
a client on-demand. The client requests the media
using RTSP, and receives a description of how to

Figure 2  Streaming media architecture
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access and decode the media flows for this session.
The media are transported using RTP/UDP, and
RTCP may be used to feed reception statistics back
to the server. [RTP96] At the receiving end, the
streaming media client retrieves media packets from
the playout buffer, detects packet loss, decodes avail-
able media data and tries to conceal missing parts of
the media representation. To measure media quality
on the receiver side, and help make the right deci-
sions in adapting the delivery, objective quality met-
rics could be applied to the reconstructed media in
order to estimate end-user perceived quality.

At Q2S, a dedicated multimedia test bed and IP net-
works are used to measure the performance and char-
acteristics of streaming media applications. Besides a
streaming server and a streaming media client, it con-
sists of an IP network emulator that enables us to sub-
ject our application to varying delay and packet loss
in real-time. In addition, the test bed is equipped with
high-performance packet monitoring and capture
devices, and a packet flow regenerator that enables us
to replay media streams and recreate specific scenar-
ios and network conditions. [Hillestad05]

Audio conferencing

Audio conferencing, either standalone or in combina-
tion with video, spans a wide range of existing and
possible applications. These applications may be
grouped into classes dependent upon their quality,
bandwidth, latency and other requirements. Typi-
cally, the low and medium requirement applications
are already in common use, while more advanced and
demanding applications are at a research stage.

IP telephony (“Voice over IP”) is in rapid growth,
and is an example of a moderate requirement applica-
tion. Audio bandwidth is low (typically 3 kHz), and
either coarse resolution (logarithmic PCM, G.711) or
efficient coding (e.g. G.723, G.729, iLBC) is applied.
A single channel is transmitted, at a low bitrate (from
64 kb/s to a few kb/s). This is a two-way service, but
relatively high latencies (up to 150 ms) are accepted
[ITU03].

Medium requirement applications may be exempli-
fied by video conferencing. There is at least one
speech bandwidth audio stream and one video stream.
Additional audio streams may be speech bandwidth,
but may also be full-bandwidth streams for transmis-
sion of “CD-quality” audio. There may also be addi-
tional video streams. Audio streams are encoded with
speech or audio coding. Latency requirements are as
for telephony. Bit rates may range from 128 kb/s (typ.
lower limit for high quality audio) and upwards to
several Mb/s.

The highest requirements may be found for telepres-
ence applications, where a distributed shared multi-
sensory immersive environment is formed. In
[Woszczyk05] a system capable of transmitting digi-
tal video, 24 channels of audio and 4 channels of
vibration is reported. For video, SDI at 270 Mb/s is
used, with a transition to HD-SDI at 1.5 Gb/s being
planned. Audio channels may be 2.3 Mb/s each
(24 bit @ 96 kHz).

This last conferencing example hints at possibilities
for one way streaming (capture, transmission and re-
creation) of realistic sound fields. This will typically
be a high requirement application. The number of
channels is dependent upon the technology chosen.
Binaural technology utilizes two channels [Sæbø01,
chapter 2.3] or up to two channels per listener.
Ambisonics demands at least three or four channels,
while Wave Field Synthesis and other formats may
require a very large number of channels [Daniel03].
In all cases, these channels should be full-bandwidth
and of high quality, with “CD-quality” (16 bit @
44.1 kHz PCM, giving 705 kb/s per channel) as a
minimum. Professional production quality (24 bit @
96 kHz PCM, 2.3 Mb/s) may be required. Latency
requirements may not be very strict. Where latency
and quality requirements permit, it may be feasible to
encode the signals to reduce the data rate. The audio
codec AAC is considered as basically giving trans-
parent sound at 128 kb/s.

At Q2S, work on audio conferencing has mainly been
focused on distributed music playing applications.
These networked joint musical performances consist
of distributed participants, connected by an IP net-
work, playing together. As a “light” telepresence
application, requirements are strict. Audio should be
full audio bandwidth, of high quality, and probably
multi-channel. Transmission of one or more synchro-
nized video streams would be a valuable addition. For
the sake of synchronization between the musicians,
latency should preferably be kept below 20–40 ms.
Work at Q2S has comprised experimental work and
implementations, and a new tool for such applications
(LDAS – Low Delay Audio Streamer) has been
developed.

Important parameters for audio conferencing and
related applications are audio quality (audio band-
width, distortion, noise), latency, bit rate and storage
capacity. Latency requirements are mostly dependent
upon whether the application is two-way (conference-
like) or not (streaming-like). For conferencing,
latency requirements may be as strict as 20 – 40 ms,
as discussed above. While for streaming-like situa-
tions, the latency requirements may range from being
important (keeping up with an ongoing event) to
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almost non-existent (e.g. watching an old movie). In
the first case latencies of seconds, or even minutes,
may be acceptable. In the latter case, latency is only
important and user noticeable during set-up. If the
streaming may be ordered in advance, latency as long
as the advance notices (hours, days) may be tolerated.

Available bandwidth is steadily increasing, and so is
available storage capacity. What we see is an evolu-
tion where already established areas of use see an
increase in available bit rate and storage capacity.
Examples of this are network connections for home
computers going from the use of modems (9.6 kb/s,
28.8 kb/s) via ISDN (64 kb/s) to ADSL (640/256
kb/s, 3000/500 kb/s), and PC hard drives, with stor-
age capacities rising from tens of megabytes to hun-
dred of gigabytes. At the same time, new areas and
technologies arise, like mobile phones, mobile termi-
nals and wireless networking. Although these new
technologies typically start out with relatively low
capacities, they also quickly evolve towards higher
capacities.

Latency, however, is more directly bounded by fun-
damental physical laws and limitations. Signals will
not travel faster than light, and the distance along the
surface of the earth forms a practical lower limit for
the length of the path between two endpoints. So, the
theoretical lower limit to latency when transmitting a
signal “half way round the world” is 67 ms (20,000 km
/ 3 . 108 m/s). In practice, the latency is higher. The
typical round-trip time (measured with “ping”)
between Trondheim and New Zealand is 320 ms,
giving a one-way latency of 160 ms.

So, while available bandwidth and storage capacity is
increasing, seemingly without limit, latency is bound
by a limit to which we are actually quite close. And
achievable latencies are, for many cases, as high, or
higher, than applications requirements call for. In
light of this, latency is likely to become the limiting
factor for some classes of network communication
technologies. This makes latency a very challenging
aspect to work with.

The development of the AAC audio codec may serve
as an example of improvement due to latency require-
ments. The original AAC (Advanced Audio Codec)
has an algorithmic delay of several hundred milli-
seconds. The later AAC-LD (Low Delay AAC) has
an algorithmic delay of 20ms, and a reported end-to-
end implementation latency of about 45 ms [Hilpert00].
The later Ultra Low Delay codec from Fraunhofer
sports an algorithmic delay of 6 ms [Hirsch04].

Quality metrics and perception

QoS may be defined as user satisfaction with the ser-
vice, that is, the perceived quality by the end user for
a specific service. This is a far-reaching concept since
it involves direct effects such as perceived quality of
the sound and video when multimedia content is
streamed. Furthermore, indirect effects that affect the
perceived quality could include price and expectation
of the service, as well as the preconditioning of the
customer. It is virtually impossible to derive a model
that would predict a single-number perceived quality
taking all these factors into account, in particular
since many of the factors have strong individual
weights. What is possible, however, is to quantify
quality within well-defined subsets of this complex
and with many of the factors controlled.

Subjective assessment of sound quality is used in two
distinctly different situations: listening-only (stream-
ing) and conversational (conference) situations. Even
if the real application is a conversational situation,
such as in telephony, the listening-only situation is
often used in tests since such a test situation is easier
to control. The result from a listening-only test does
not translate perfectly to a conversational situation
but a strong correlation exists.

For the listening-only situation, the most used subjec-
tive assessment method is a five-point category judg-
ment where a scale of categories is used. For speech
tests, this is the technique standardized by ITU [ITU-
T P.800] and the quantity that results from such a test
is called “mean opinion score”, abbreviated MOS.
Versions of this might compare a stimulus to a refer-
ence for an increased sensitivity to small differences,
so-called Degradation Category Rating. Also for
audio codec evaluation, the MOS test is standardized
by ITU [ITU-R, BS.1116].

The MOS test has become a standard way to evaluate
speech codecs and audio codecs. Using subjects is
however time-consuming, so methods have been
developed for objective evaluation of the sound
quality of systems. One approach is to compare a
degraded signal with a reference and to evaluate these
two using some perceptual model. This so-called Full
Reference (FR) approach is used in the PESQ method
(Psychoacoustic Evaluation of Speech Quality),
[ITU-T, P.862] and PEAQ (Perceptual Evaluation of
Audio Quality), [ITU-R, BS.1387]. In these methods,
a perceptual model of the hearing is used to deter-
mine the difference on hearing-related scales (for
frequency and amplitude) between a reference signal
and a signal that has been degraded by a system. A
number of parameters have been adjusted to make the
quality predictions fit as well as possible to a large
data set of perception results from experiments with
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human subjects. For the PESQ model it has been pos-
sible to reach a high correlation between the objective
MOS value and MOS values from subjective evalua-
tions and consequently it can be used for automatic
evaluation of speech codecs. However, such an
approach will always be less accurate for evaluating
cases that are very different from the data set that was
used for adjusting the model.

For communication over packet networks the effect
of delays and packet losses is central. The so-called
E-model includes the delay in an attempt to model the
conversational quality [ITU-T, G.107] whereas PESQ
does not. Studies of conversational quality have indi-
cated quite variable results because the conversa-
tional style and the experimental setting will have
much influence on the perceived degradation due to
delays. The ITU recommendation is that a one-way
delay should be below 150 ms for “essentially trans-
parent interactivity” [ITU-T, G.114]. Still, some
applications might be affected by even lower delays.
As an example, for distributed music playing, which
was referred to above, it is possible to measure an
effect of musicians’ timing for delays as low as 20 –
40 ms.

In today’s world of multimedia communication over
lossy networks like best-effort IP networks, it is cru-
cial to be able to monitor the effects of compression-
and transmission related distortions in order to quan-
tify the user’s Quality of Experience (QoE) [Eberle
2005]. QoE relates the actual quality as perceived by
an end-user to the overall communication system’s
Quality of Service (QoS). Due to the nature of
streaming media, quality monitoring has to be con-
ducted in real time, and a reference stream for quality
comparison is most often not available. In laboratory
evaluations, however, the FR methods might be pre-
ferred. Thus one requires a No-Reference (NR) met-
ric with the ability to estimate the end-user’s experi-
ence of a multimedia presentation without using an
original audiovisual media stream as reference.

For IP networks, the deterioration in perceived qual-
ity is typically due to packet loss [Feamster 2002,
Boyce 1998, Hillestad 2004, Bopardikar 2005]. The
other major source of distortion and degradation of
perceptual quality in multimedia communication is
because of the inevitable coding and compression of
media sources. In particular, for block-based video
compression schemes such as the ISO/IEC and ITU
standards (e.g. MPEG-1/2/4, H-261/3/4) the main
forms of distortions include block impairment effects,
blurring, ringing and the DCT basis image effect
[Wu 1996, Yuen 1998].

NR metrics that have been proposed, in general try
to quantify the effects of these distortions [Caviedes
2003, Marziliano 2002, Babu 2004] but the emphasis
of research on NR metrics has been predominantly on
quantifying the effects of block impairment artifacts
[Wu 1998, Winkler 2001, Wang 2002, Gao 2002].
This is because block impairment artifacts tend to be
perceptually the most significant of all coding arti-
facts. With the Video Quality Experts Group working
towards their standardization [VQEG], NR metrics
remain a topic of great research interest.

Challenges

The effects of delay and packet loss in packet-based
transmission has introduced the challenge of handling
delays and packet losses. Existing standards for
speech coding and video conferencing have been
extended to include some form of packet loss con-
cealment but more development can be expected in
this area. The delay that is introduced by the packet-
based transmission is irrelevant for most one-way
transmission applications but is crucial for two-way
communication. From one end to the other end, the
total delay includes the physical transmission delay as
well as the buffer delays at both ends. These buffers
are necessary because of delay variations, packet loss
concealment algorithms, and coding/decoding pro-
cessing delays. Notably, the average physical trans-
mission delay might be a very small part of the total
delay. Early demonstrations of distributed music
playing across the North American continent used
uncompressed audio and video to minimize the total
delays since this application is very sensitive to
delays.

For current multimedia communications there already
exists a digital media market place where we all con-
sume, be it our mobile phone, Internet based services
or broadcasting. The major challenges arising are in
transcoding between formats or event transmoding
between media modalities such as speech, audio and
video. This requires new ways of content representa-
tion, where the methods and functionalities must con-
sider interactivity, and adaptive representations of the
media. For quantifying quality we need quantative
measures for perception of digital media and the abil-
ity to measure this in IP networks and use the feed-
back from measurements to improve the quality in
a dynamic way.

These challenges are depicted in Figure 3, where the
enhanced version of the presented media makes use
of available metadata for the media and its environ-
ment as well as quality metrics and other control
signals given as feedback in the system.

ISSN 0085-7130 © Telenor ASA 2006



50 Telektronikk 1.2006

Reference list (Labels in text refer

to first authors’ surname and year)

Albanese, A, Blömer, J, Edmonds, J, Luby, M,
Sudan, M. Priority Encoding Transmission. IEEE
Transactions of Information Theory, 42 (6), 1996.

Barbedo, J G A, Lopes, A. A New Cognitive Model
for Objective Assessment of Audio Quality. J. Aud.
Eng. Soc., 53, 22, 2005.

Bopardikar, A S, Hillestad, O I, Perkis, A. Temporal
concealment of packet-loss related distortions in
video based on structural alignment. In: Proc.
Eurescom Summit 2005, Heidelberg, Germany, April
2005.

Caviedes, J, Gurbuz, S. No-reference sharpness met-
ric based on local edge kurtosis. In: Proceedings of
the International Conference on Image Processing,
Rochester, NY, September 22–25, 2002, 3, 53–56.

Boyce, J, Galianello, R. Packet loss effects on MPEG
video sent over public internet. In: ACM Interna-
tional Multimedia Conference, 1998, 181–190.

Chen, P, Woods, J W. Bidirectional MC-EZBC with
Lifting Implementation. IEEE Transactions on Cir-
cuits and Systems for Video Technology, 14 (10),
2004.

Daniel, J, Nicol, R, Moreau, S. Further Investigation
of High Order Ambisonics and Wavefield Synthesis
for Holophonic Sound Imaging. Audio Eng. Soc.
114th Conv., 2003 March, Amsterdam, Preprint no.
5788.

Eberle, W, Bougard, B, Pollin, S, Catthoor, F. From
myth to methodology: Cross-layer design for energy-
efficient wireless communication. In: Proc.
ACM/IEEE DAC, Anaheim, USA, June 2005.

Ebrahimi, T, Kunt, M. Visual Data Compression for
Multimedia Applications. Proc. IEEE, 86 (6), June
1998.

Feamster, N, Balakrishnan, H. Packet loss recovery
for streaming video. In: International Packet Video
Workshop, April 2002.

Gao, W, Mermer, C, Kim, Y. A de-blocking algo-
rithm and a blockiness metric for highly compressed
images. IEEE Transactions on Circuits and Systems
for Video Technology, 12 (12), 1150–1159, 2002.

Hillestad, O I, Venkatesh Babu, R, Bopardikar, A S,
Perkis, A. Video quality evaluations for UMA. In:
Proc. 5th International Workshop on Image Analysis
for Multimedia Interactive Services, Lisboa, Portugal,
21–23 April 2004.

Hillestad, O I, Libæk, B, Perkis, A. Performance
Evaluation of Multimedia Services over IP Networks.
IEEE Conference on Multimedia and Expo, Amster-
dam, The Netherlands, 6–8 July 2005.

Hilpert, J, Gayer, M, Lutzky, M, Hirt, T, Geyers-
berger, S, Hoepfl, J. Real-Time Implementation of
the MPEG-4 Low Delay Advanced Audio Coding
Algorithm (AAC-LD) on Motorola DSP56300. Audio
Eng. Soc. 108th Conv., Paris, February 2000, Preprint
5081.

Hirschfeld, J, Klier, J, Kraemer, U, Schuller, G, Wab-
nik, S. Ultra Low Delay Audio Coding with Constant
Bit Rate. Audio Eng. Soc. 117th Conv., San Fran-
cisco, October 2004, Preprint 6197.

Johansen, S, Perkis, A. Unequal Error Protection for
Embedded Codes over Parallel Packet Erasure Chan-
nels. Submitted to IEEE Workshop on Multimedia
Signal Processing, Shanghai, China, October 2005.

Kalman, M, Steinbach, E, Girod, B. Adaptive Media
Playout for Low-Delay Video Streaming Over Error-
Prone Channels. In: IEEE Transactions on Circuits
and Systems for Video Technology, 14 (6), 2004.

Marziliano, P, Dufaux, F, Winkler, S, Ebrahimi, T.
A no-reference perceptual blur metric. In: Proceed-
ings of the International Conference on Image Pro-
cessing, Rochester, NY, 22–25 September 2002, 3,
57–60.

ITU. Methods for objective measurements of per-
ceived audio quality. Geneva, 2001. (ITU-R
BS.1387-1)

Figure 3  A rich controllable media viewer

Reference

Metrics

C
o

n
tr

o
l 

p
a

n
e

l

M
e

ta
d

a
ta

Enhanced

IP

IP

Control

ISSN 0085-7130 © Telenor ASA 2006



51Telektronikk 1.2006

ITU. Methods for subjective determination of trans-
mission quality. Geneva, 1996. (ITU-T P.800)

ITU. Methods for the subjevtice assessment of small
impairments in audio systems including multichannel
sound systems. Geneva, 1997. (ITU-R BS.1116-1)

Mohr, A E, Riskin, E A, Ladner, R E. Graceful
Degradation Over Packet Erasure Channels Through
Forward Error Correction Codes. Proceedings of
Data Compression Conference, IEEE, March 1999.

ISO. Information technology – Coding of moving pic-
tures and associated audio for digital storage media
up to about 1.5 Mbit/s – Part 2: Coding of moving
pictures information. 1991. (ISO/IEC JTC1 CD
11172, MPEG-1)

ISO. Information technology – Generic coding of
moving pictures and associated audio information –
Part 2: Video. 1994. (ISO/IEC DIS 13818-2, MPEG-2)

ISO. Information technology – Coding of audio-
visual object: Visual. October 1997. (ISO/IEC JTC1
CD 14496-2 (MPEG-4))

Ohm, J-R, van der Schaar, M, Woods, J W. Inter-
frame wavelet coding – motion picture representation
for universal scalability. In: Signal Processing: Image
communication, 19 (2004), Elsevier, 877–908.

ITU. One-way transmission time. Geneva, 2003.
(ITU-T: G.114)

ITU. Perceptual evaluation of speech quality
(PESQ): An objective method for end-to-end speech
quality assessment of narrow-band telephone net-
works and speech codecs. Geneva, 2001. (ITU-T
P.862)

Puri, R, Ramchandran, K. Multiple Description
Source Coding using Forward Error Correction
Codes. Proceedings of 33rd Asilomar Conference on
Signals, Systems and Computers, Pacific Grove, CA,
USA. IEEE, 1999.

Radha, H, van der Schaar, M, Chen, Y. The MPEG-4
Fine-Grained Scalable Video Coding Method for
Multimeda Streaming over IP. IEEE Transactions on
Multimedia, 3 (1), 2001.

RTP: A Transport Protocol for Real-Time Applica-
tions. January 1996. (RFC 1889)

Stankovic, V, Hamzaoui, R, Xiong, Z. Packet Loss
Protection of Embedded Data with Fast Local Search.

Proceedings of IEEE International Conference on
Image Processing, 2002.

Stockhammer, T, Hannuksela, M M, Wiegand, T.
H.264/AVC in Wireless Environments. IEEE Trans-
actions On Circuits And Systems For Video Technol-
ogy, 13 (7), 6657–6673, 2003.

Sullivan, G J, Topiwala, P, Luthra, A. The
H.264/AVC Advanced Video Coding Standard:
Overview and Introduction to the Fidelity Range
Extensions. Presented at the SPIE Conference on
Applications of Digital Image Processing XXVII
Special Session on Advances in the New Emerging
Standard: H.264/AVC, August, 2004.

Sæbø, A. Influence of reflections on crosstalk can-
celled playback of binaural sound. NTNU, Trond-
heim, 2001. (PhD thesis)

Tamhankar, A, Rao, K R. An Overview of H.264 I
MPEG4 Part 10. EC-VIP-MC 2003, 4th EURASIP
Conference focused on Video I Image Processing and
Multimedia Communications, Zagreb, Croatia, 2–5
July 2003.

ITU. The E-model, a computational model for use in
transmission planning. Geneva, 2003. (ITU-T.
G.107)

Yuen, M, Wu, H R. A survey of hybrid MC/DPCM/
DCT video coding distortions. Signal Processing,
4 (11), 317–320, 1997.

Venkatesh, B R, Bopardikar, A S, Perkis, A,
Hillestad, O I. No-Reference metrics for video
streaming applications, accepted in The 14th Interna-
tional Packet Video Workshop (PV2004), 13–14
December 2004 at University of California, Irvine,
USA.

Video Quality Experts Group (VQEG). URL:
http://www.vqeg.org

Wang, Y, Zhu, Q-F. Error Control and Concealment
for Video Communication: A Review. Proceedings
of the IEEE, 86 (5), 1998.

Wang, Z, Sheikh, H R, Bovik, A C. Noreference per-
ceptual quality assessment of JPEG compressed
images. In: Proc. ICIP’02, September 2002, 1,
477–480.

Wiegand, T, Sullivan, G J, Bjøntegaard, G, Luthra,
A. Overview of the H.264/AVC Video Coding Stan-
dard. IEEE Transactions On Circuits And Systems
For Video Technology, 13 (7), 560–576, 2003.

ISSN 0085-7130 © Telenor ASA 2006



52 Telektronikk 1.2006

Wenger, S. H.264/AVC Over IP. IEEE Transactions
On Circuits And Systems For Video Technology,
13 (7), 645–656, 2003.

Winkler, S, Sharma, A, McNally, D. Perceptual video
quality and blockiness metrics for multimedia stream-
ing applications. In: Proc. 4th International Sympo-
sium on Wireless Personal Multimedia Communica-
tions, Aalborg, Denmark, September 2001, 553–556.

Woszczyk, W, Cooperstock, J, Roston, J, Martens,
W. Shake, Rattle and Roll: Getting Immersed in Mul-
tisensory, Interactive Music via Broadband Networks.
J.Audio Eng. Soc., 53, 336–344, 2005.

Wu, H R, Hou, Y T, Zhu, W, Zhang, Y-Q, Peha, J M.
Streaming Video over the Internet: Approaches and
Directions. In: IEEE Transactions on Circuits and
Systems for Video Technology, 11 (3), 2001.

Wu, H R, Yuen, M, Qiu, B. Video coding distortion
classification and quantitative impairment metrics.
In: International Conference on Signal Processing,
2, 962–965, 1996.

Wu, H R, Yuen, M. A generalized block-edge impair-
ment metric for video coding. IEEE Signal Process-
ing Letters, 70 (3), 247–278, 1998.

Other reading

Blauert, J. Spatial Hearing, Revised ed. Cambridge,
MA, USA, The MIT Press, 1997.

Gibson, J D, Berger, T, Lookabaugh, T, Baker, R,
Lindbergh, D. Digital Compression for Multimedia.
Morgan Kaufmann, 1998.

Gilkey, R H, Anderson, T R. Binaural and Spatial
Hearing in Real and Virtual Environments. Lawrence
Erlbaum Associates, 1997.

Sun, M T, Reibman, A. Compressed Video over Net-
works. Marcel Dekker, 2000.

Special Issue Part One: Multimedia Signal Process-
ing. Proceedings of the IEEE, 86 (5), 1998.

Special Issue Part Two: Multimedia Signal Process-
ing. Proceedings of the IEEE, 86 (6), 1998.

Andrew Perkis was born in Norway 1961. He received his Siv.Ing. and Dr.Techn. degrees in 1985 and 1994,

respectively. Since 1993 he has held the position of Associate Professor at the Department of Telecommu-

nications at NTNU and as full professor since 2003. In 1999/2000 he was a visiting professor at The

University of Wollongong, Australia. He is responsible for “Multimedia over IP networks” within the National

Centre of Excellence – Quantifiable Quality of Service in communication systems at NTNU. Currently he is

focusing on Multimedia Signal Processing and its use within The Multimedia Framework (MPEG-21), specif-

ically; Creating advanced interactive media resources for multimedia communications, exploiting charac-

terization and feed back from the IP network in codec design, perceptual metrics for measuring Quality of

Experience and adaptive coding techniques.

email: andrew@q2s.ntnu.no

Peter Svensson was born in Sweden in 1964. He received his MSc and PhD degrees in 1987 and 1994,

respectively, both from Chalmers University of Technology in Gothenburg, Sweden. Parts of a post doc posi-

tion were spent at the University of Waterloo, Canada, and Kobe University, Japan. He has been professor

in electrocacoustics at NTNU since 1999. He is responsible for the research area “Audio over IP networks”

within the National Centre of Excellence – Quantifiable Quality of Service in communication systems at

NTNU, and project leader for “Acoustic Research Centre”, a project funded by the Research Council of

Norway. His research interests focus on sound reproduction and acoustic modelling in virtual environments

(auralization), a well as perceptual aspects of reproduced audio and interaction over networks.

email: svensson@q2s.ntnu.no

ISSN 0085-7130 © Telenor ASA 2006



53Telektronikk 1.2006

Jijun Zhang received the MSc. Degree from Chalmers University of Technology, Gothenburg, Sweden in

2000. He is currently pursuing the PhD degree in multimedia signal processing in the Department of Elec-

tronics and Telecommunications, Norwegian University of Science and Technology, Trondheim, Norway.

He was a research and teaching assistant in the Department of Applied Physics and Electronics, Umeå

University in 2000, and a visiting researcher at the DISCOVER Lab, University of Ottawa, from September

2003 to September 2004. His research interests include multimedia adaptation, media conversion

(transcoding) as well as video coding and image processing. Mr. Zhang is a student member of IEEE.

email: jijun@q2s.ntnu.no

Odd Inge Hillestad was born in Hønefoss, Norway in 1978. He received his Siv.Ing. degree from the Norwe-

gian University of Science and Technology (NTNU) in 2002, where he has been working toward a PhD since

January 2003. His research is being conducted at the Centre for Quantifiable Quality of Service in Commu-

nications Systems, with professor Andrew Perkis as the main supervisor. Research interests include video

compression for packet networks and streaming media quality.

email: hillesta@q2s.ntnu.no

Stian Johansen was born in Harstad, Norway in 1978. He received his Siv.Ing. degree from the Norwegian

University of Science and Technology (NTNU) in 2003, where he has been pursuing his PhD since. His

research is being conducted at the Centre for Quantifiable Quality of Service in Communications Systems,

with professor Andrew Perkis as the main supervisor. Research interests include 3D video coding, joint

source/channel coding for packet networks and adaptive video communications systems.

email: stianjo@q2s.ntnu.no

Asbjørn Sæbø was born in 1968. He received his Siv.Ing. and Dr.Ing. degrees in 1995 and 2002. His general

interests are research and development in audio, working within the areas of acoustics, electronics, music

and IT. His doctoral work was on the reproduction of binaural sound. He has also worked with active noise

cancellation (in the company Silence International) and as an independent consultant in audio and acous-

tics. He is currently employed at the Centre for Quantifiable Quality in Communication Systems, where he is

working on distributed multimedia interaction within the audio over IP research area.

email: asbjorn.sabo@q2s.ntnu.no

Ola Jetlund was born in Norway 1974. He received his Siv.Ing. and Dr.Ing. degrees from the Norwegian Uni-

versity of Science and Technology (NTNU) in 1999 and 2005, respectively. Since 2004 he has held the

position of University Lecturer at the Department of Telecommunications at NTNU. Currently he is focusing

on Multimedia Signal Processing, wireless communications, feed back in IP networks to adjust scalable

video codecs, and adaptive coding techniques to enhance Quality of Service in general.

email: ola.jetlund@q2s.ntnu.no

ISSN 0085-7130 © Telenor ASA 2006



54 Telektronikk 1.2006

Introduction

In August 2003 a small application called Skype was
introduced on the Internet. It could be downloaded
for free, and it enabled its users to make VoIP calls to
each other free of charge. The most compelling fea-
ture of this application, in addition to being free, was
that the voice quality was comparable to that of tradi-
tional fixed line telephony. Other applications such
as MSN and Yahoo messenger had for some time
offered its users voice communication, but with poor
voice quality and with one major obstacle – they
could not operate when the users where located
behind a Network Address Translator. Skype on the
other hand, introduced advanced traversal techniques
enabling the users to communicate peer-to-peer even
when both the caller and the callee are located behind
a Network Address Translator.

After a general overview of peer-to-peer communi-
cation, we present IP telephony and how it can be
deployed in peer-to-peer settings. The term “peer-to-
peer” is not used as a euphemism for file sharing or
other related activities, but in its original architectural
sense, that all hosts on the network are logically
equals. This was indeed the case in the early days of
the Internet, but as the usage of the Internet changed,
and the dominating communication form on the Inter-
net became client/server, the end-to-end model of the
Internet was broken, disabling peer-to-peer communi-
cation.

We also describe some of the technology used to tra-
verse Network Address Translators to enable peer-to-
peer communication, as well as some of the problems
associated with these solutions.

Peer-to-Peer communication

The original design of the ARPANET, which forms
the basis of the Internet architecture, was inherently
peer-to-peer. Certainly, Internet connections differed

in bandwidth, latency, and reliability, but apart from
those physical properties, any host could communi-
cate on equal terms with any other host on the net-
work. Any Internet host could provide any service to
any other and access any service provided by them.
This is opposed to the client-server paradigm, where
communication only occurs between a client and a
server. A peer-to-peer paradigm is more general,
since it allows for communication between not only
a client and a server, but between any client or any
peers.

The first peer-to-peer applications that appeared were
chatting applications on Unix operating systems. It
allowed users to send instant messages to each other,
similar to what Yahoo, AOL and MSN offer today.
Since they did not need a centralized server to do this,
unlike today’s Instant Messaging (IM) applications,
the applications were truly peer-to-peer. They simply
used Unix user names and the computer’s fully quali-
fied domain name, i.e. by typing, “talk
john_doe@hostname.somedomain.com”
on the command line.

When the technology matured, the first peer-to-peer
applications also offering voice appeared. One of
these was Speak Freely, an application that allowed
two or more people to conduct a real-time voice con-
ference over the Internet or any other TCP/IP net-
work.

Emerging problems with middleboxes

Due to a shortage of IPv4 addresses, Internet Service
Providers were looking for techniques that preserved
their IPv4 address space. At the same time, home
users wanted to enable multiple machines to share the
Internet connection. This was solved with the intro-
duction of Network Address Translation (NAT) [1]
[2], which permits multiple computers to share a
common internet connection with a single IP address
or with a limited pool of IP addresses.

Peer-to-Peer IP Telephony

G E I R  E G E L A N D  A N D  P A A L  E N G E L S T A D

The recent marriage between IP telephony and Peer-to-Peer communication, e.g. in applications

such as Skype, has made a tremendous impact on the telecommunications industry. Although the

original Internet design was based on a peer-to-peer architecture, applications such as Skype must

rely on an overlay Peer-to-Peer network in order to cope with the underlying client-server paradigm

imposed by NATs and firewalls. Initially peer-to-peer communication and IP telephony evolved

independently. This article takes a closer look at the exciting development seen in the intersection

between IP telephony and Peer-to-Peer communication. NATs and firewalls are identified as show-

stoppers for further growth, while IPv6 might represent a solution.
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At the time NATs were introduced, the vast majority
of Internet communication was client-server-based,
such as web-browsing, e-mail and file transfers.
NATs were therefore designed according to this
paradigm, and were embraced by the market because
the deployment of peer-to-peer applications that
required a strict peer-to-peer architecture was not
considered significant. A network element that imple-
ments NAT is normally referred to as a “NAT-box”
or simply as a “NAT” (Network Address Translator).
The NAT has an “inside” encompassing the clients
and an “outside” where all servers are located. In line
with the client-server paradigm, the NAT assumes
that the clients inside the NAT initiate all traffic.
When a client initiates a session to a server outside
the NAT, the NAT replaces the client’s private IP
address with a global IP address of the NAT. The
reply from the server is therefore sent to this address.
When the reply is received by the NAT, it replaces
the global IP address of the NAT with the client’s pri-
vate IP address and forwards the packet to the client.
All subsequent communication between the client
and the server is subject to this kind of address trans-
lation.

The NAT approach assumes that all peers inside the
NAT operate as clients and communicate with servers
outside the NAT. A peer that is located outside a
NAT cannot contact a peer located inside the NAT
(although the opposite is possible). If two peers are
located behind different NATs, peer-to-peer commu-
nication is not possible. Another problem is that
NATs operate transparently to the peers. If the two
peers cannot communicate because either one or both
peers are located behind a NAT, the failure will not
be detected by the peer-to-peer application.

The wide and rapidly growing deployment of NATs
had direct influence on the development of peer-to-
peer communication. After April 1996, for example,
the development on the Speak Freely peer-to-peer
application (mentioned above) was discontinued.
The reason was the increasing usage of NATs, which
destroyed the peer-to-peer architecture that the Inter-
net was built upon.

Nowadays, NATs are so widely deployed that commu-
nication on the Internet that is peer-to-peer (in its strict
architectural sense) cannot be guaranteed to work.

Overlay networks and Peer-to-Peer

communication

The term peer-to-peer communication was re-intro-
duced by an application called Napster. This was not
an application for peer-to-peer communication using
text or voice, but to let users share mp3-files over the
Internet. After that, the term Peer-to-Peer (P2P) was

associated with file sharing. Napster provided a
server where users could upload an index of the mp3-
files available at the computer from which they con-
nected to the network. The Napster clients could ask
the server “Where is this file”, and the server would
answer with the IP-address and port of the client that
had provided the information. The requesting client
could now contact the other Napster client directly
and download the mp3-file, giving the clients the
impression of communicating peer-to-peer. The
Napster server was an easy target for legal authori-
ties, and was soon forced to close its service.

Other file sharing applications were soon to follow
where the centralized server of Napster was removed,
enabling peers to form a distributed Peer-to-Peer
overlay network (“P2P network”). The fundamental
principle behind the P2P networks is that each and
every node has equal importance in the network that
is formed. Rather than a large number of client
machines contacting one or more central servers,
nodes interact directly with each other. Each node
that participates in the P2P network provides server-
like functionality and may act as both server and
client within the system. The Gnutella Protocol [3] is
an example of a technology used to realize a P2P net-
work (Figure 1). In a Gnutella network, every client
is a server, and vice versa. These so-called Gnutella
servents perform tasks normally associated with both
clients and servers. They provide client-side inter-
faces through which users can issue queries and view
search results, while at the same time they also accept
queries from other servents, check for matches
against their local data set, and respond with applica-
ble results. Due to its distributed nature, a network of
servents that implements the Gnutella protocol is
highly fault-tolerant, as operation of the network will
not be interrupted if a subset of servents goes offline.

Figure 1  The architecture the Gnutella P2P overlay
network
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With an overlay network, it is possible to implement
distributed techniques to communicate freely, despite
the possible presence of NATs in the network. This
has made overlay networks an inevitable part of mod-
ern peer-to-peer communication in today’s Internet.
It should be noted that P2P networks are not peer-to-
peer communication in the strict architectural sense.
That is, underneath the P2P network peers that are
located inside a NAT might always operate as clients,
while peers not located inside a NAT might always
operate as servers. However, for the P2P network, on
the contrary, this underlying networking is concealed.
In the overlay network, all nodes are peers that oper-
ate on equal terms. In this paper, we use the terms
“P2P” or “Peer-to-Peer” (with capital “P”s) to distin-
guish overlay network architectures from network
architectures that are “peer-to-peer” (with lower-case
“p”s) in its architectural sense.

The most popular P2P networks today are overlay
networks that use the second-generation P2P protocol
FastTrack [4]. The FastTrack network was based on
the Gnutella protocol [3], but was extended with the
addition of Supernodes to improve scalability (Figure
2). Since most P2P-users have a higher download rate
than upload rate, their links often became congested
with search queries. To avoid this, P2P-users with
such connections can upload its index of offered files
to a supernode. The supernode can then answer
search requests on behalf of the P2P-user with the
slow connection. The supernodes in a P2P network
can also act as proxy for P2P-users behind a NAT,
since two P2P-users, each located behind their
respective NAT, have no means of communicating
peer-to-peer. The supernode functionality is built
into the client software, and a P2P-user with a fast
network connection and a computer with a global
routable IP-address can become a supernode.

IP Telephony as a peer-to-peer

application

Nowadays, end-to-end IP telephony comes in two
forms. One form is where the end-user subscribes to a
VoIP service from an IP telephony operator. The user
uses some IP telephony equipment that is connected
to the user’s Internet connection, and the operator
implements some IP telephony infrastructure on the
Internet that the user connects to. This resembles tra-
ditional telephony in the way that the subscriber con-
nects to a predefined network infrastructure. It also
resembles the client-server paradigm with the users
acting as clients and the IP telephony infrastructure
acting as the server.

Another form of IP telephony is Peer-to-Peer. The IP
telephony infrastructure mainly consists of the over-
lay network formed by all the other IP telephony
peers. This is the main focus of this article. In the
following we will present a number of VoIP Peer-
to-Peer applications.

Skype

The Peer-to-Peer application Skype [5] is an example
of a VoIP application that combines the Peer-to-Peer
ability of modern P2P-networks with telephony.
Skype operates over the FastTrack P2P-network, and
takes advantage of the supernode functionality that
effectively provides relay servers for Skype users
behind a NAT. Skype users can also call traditional
telephone numbers for a fee (SkypeOut) or receive
calls from traditional phones (SkypeIn). SkypeOut
and SkypeIn are realized by implementing gateways
between the Skype Peer-to-Peer network and tradi-
tional PSTN telephony networks.

Figure 2  The architecture of the FastTrack P2P
overlay network

Figure 3  Downloading rate of Skype
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Skype is the fastest growing application in the history
of the Internet. The downloading rate is shown in
Figure 3. As other instant messaging (IM) applica-
tions, Skype has capabilities for voice-calls, instant
messaging, audio conferencing, and buddy lists.

The Skype protocol is proprietary and encrypted and
is thus not public knowledge. The Skype application
has been studied in [6] where an attempt to decrypt
its protocol was made. It was discovered that there
are three types of nodes in the Skype overlay net-

Figure 5  Yahoo Messenger user interface

Figure 4  The Skype user interface. a) Contacts and Event, b) Talking
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work: ordinary hosts, supernodes and a login server
where user names and passwords are authenticated
and stored. An ordinary host must connect to a
supernode to register with the Skype login server.
All communications between any pair of Skype users
consisting of any combination of voice, video, text
chat or file transfer are carried over an encrypted
Skype “session layer” that is established between the
communicating users before messaging begins.

The Skype user interface is illustrated in Figure 4.

Yahoo Messenger

Yahoo Messenger is an instant messenger application
provided by Yahoo and has been widely available for
many years. It is heavily integrated with Yahoo’s
other services, such as online shopping, web search,
multi-user online games and email. In its latest
release it has included a VoIP service. In earlier ver-
sions Yahoo Messenger also offered voice communi-
cation, but only between computers where only one
of the users was located behind a NAT. Yahoo Mes-
senger now offers VoIP also when both users are
located behind NATs.

In June 2005 Yahoo acquired a VoIP company called
DialPad. This company has technology for connect-
ing VoIP calls on the Internet with the PSTN net-
work. It is assumed that this technology will be inte-
grated with Yahoo Messenger. The Yahoo Messenger
user interface is illustrated in Figure 5.

MSN Messenger

MSN Messenger is Microsoft’s instant messaging
client for Windows computers. The major use of the
software is for instant messaging, although other fea-
tures which now come as standard include support for

voice conversations, full screen audio video conver-
sations, transferring files, and built-in multi-user
online games.

The protocol used by MSN Messenger is closed, but
it is common knowledge that the basic elements are
as follows [7]:

Notification Server (NS): The connection to a notifi-
cation server is the basis of an MSN Messenger ses-
sion, as it handles the users’ presence information.
If you are disconnected from the notification server,
you are no longer online to your buddies. The main
purpose of the notification server is to handle pres-
ence information about the user and the principals
whose presence he has subscribed to.

Switchboard (SB): The switchboard handles instant
messaging sessions between principals. In other
words, each person in an MSN chat corresponds to
a connection to a shared switchboard session. Invita-
tions to other services such as file transfer and Net-
Meeting are also sent and received through the SB.

In August 2005 Microsoft bought a small VoIP com-
pany called Teleo [8]. This company has a VoIP
application that is able to connect to the public tele-
phony network. Most likely this technology will be
integrated with MSN Messenger, providing the same
VoIP capabilities as Skype. Even though Skype has
had a huge success, it is nowhere near MSN Messen-
ger when it comes to the number of installations.

The MSN Messenger user interface is illustrated in
Figure 6.

Figure 6  MSN Messenger user interface
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Google Talk

The newest contender on the IM/VoIP arena is
Google. In August 2005 Google announced Google
Talk, which is a small IM application that is inte-
grated with Google Mail and offers VoIP communi-
cation between other Google Talk users. The Google
Talk user interface is illustrated in Figure 7.

SIP in a peer-to-peer telephony setting

In order to realize end-to-end IP telephony, in terms
of initiating and terminating calls, the IETF devel-
oped the Session Initiation Protocol (SIP) [9]. It
allows for direct signalling between two end-users,
where one user can call another by sending an
“invite” message using a URI on the form
SIP:bill@online.no (Figure 8). The message
contains the IP address, protocol (typically RTP/
UDP), port number and possible codecs preferred
by the caller. The callee sends a reply, containing its
own address, port number and the codec. When this
negotiation is complete, the reply is finally acknowl-
edged (Figure 8), and an RTP session is set up in each
direction to carry the actual telephone conversation.

Although SIP is designed to work in a strict peer-to-
peer setting (as shown in Figure 3), it is normally
used in combination with a SIP server. This is shown
in Figure 9. (Here, only the initial invite message and
the resulting media session are shown.)

SIP fits well in a peer-to-peer setting, since it is
designed for direct communication between the
clients. First, all servers in SIP are optional. Second,
even when a server such as a proxy server is utilized,
the packets are routed on a peer-to-peer basis after
the initial exchange. Although SIP is based on an
inherent peer-to-peer architecture, most applications
using SIP today register their IP addresses with the
SIP server so that the other users can reach them. In
fact, the use of SIP servers may also be used to real-
ize certain forms of mobility.

Although SIP was originally designed with IP tele-
phony in mind, it might in principle be used to set up
all kinds of communication sessions, such as chat ses-
sions, video conferencing, and so forth. Furthermore,
instance messaging and presence service (e.g. in
terms of buddy-lists) are features that are now avail-
able with SIP. Instant messaging and presence service
are commonly implemented by a large number of dif-
ferent peer-to-peer applications. Hence, SIP is a very
suitable candidate technology both for IP telephony
and peer-to-peer networking.

Peer-to-Peer systems inherently have high robustness
and fault tolerance, because the network is self-orga-
nizing without the use of centralized servers. A sensi-

ble approach might be a hybrid solution that will ben-
efit from the scalability offered by centralized sys-
tems such as SIP and the reliability offered by P2P.
A solution using P2P-technology in combination with
SIP is suggested in [10][11]. Unlike a conventional
SIP architecture, the P2P SIP system requires no cen-
tral servers, and the peers connect directly to a few
other peers, forming an overlay network. P2P enabled
SIP nodes can then communicate with other P2P
enabled SIP nodes to establish sessions.

Figure 8  The SIP signaling (peer-to-peer)

Figure 9  SIP signaling using a SIP server

Figure 7  Google Talk user interface

Bi l l

1

2

1

REPLY

ACK

INVITE (to Bill@online.no)

InternetSteve

Bi l l

INVITE (to Bill@online.no)

Internet

Steve

3

VoIP session

�

SIP server

INVITE (from

Steve@online.no)

�

ISSN 0085-7130 © Telenor ASA 2006



60 Telektronikk 1.2006

A shortcoming of SIP is when both users are located
behind a NAT, SIP cannot manage to establish the
VoIP session without taking special measures to tra-
verse the NAT. The problem of NAT traversal will
be discussed in more detail later in the next chapter.

Enablers and showstoppers for

peer-to-peer communication

Network Address Translation (NAT)

The P2P applications, SIP and others, all experience
some problems when there is a NAT in the communi-
cation path. The operation of a NAT is to be an active
unit placed in the data path, usually as a functional
component of a border router or site gateway. A NAT
intercepts all IP packets, and may forward the packets
onward with or without alteration of the contents of
the packets, or it may choose to discard the packets.
The essential difference from a conventional router
or a firewall is the ability of the NAT to alter an IP
packet before forwarding it. NATs are similar to
stateful firewalls, and different from routers, in that
they are topologically sensitive. They have an “in-
side” and an “outside,” and undertake different opera-
tions on intercepted packets depending on whether
the packet is going from inside to outside, or in the
opposite direction.

The header of an IP packet contains the source and
destination IP addresses. If the packet is being passed
in the direction from the inside to the outside, a NAT
rewrites the source address in the packet header to a
different value, and alters the IP and TCP header
checksums in the packet at the same time to reflect
the change of the address field. When a packet is
received from the outside destined to the inside, the

destination address is rewritten to a different value,
and again the IP and TCP header checksums are re-
calculated. The “inside” does not use globally unique
addresses to number every device within the network
served by the NAT. The inside (or “local”) network
may use addresses from private address blocks,
implying that the uniqueness of the address holds
only for the site. The operation of a NAT is illustrated
in Figure 10.

A variant of the NAT is the Port-Translating NAT, or
NAPT. This form of NAT is used in the context of
TCP and User Datagram Protocol (UDP) sessions,
where the NAT maps the local source address and
source port number to a public source address and a
public-side port number for outgoing packets. Incom-
ing packets addressed to this public address and port
are translated to the corresponding local address and
port. 

There are many types of NATs, and different types of
NATs require different solutions for NAT traversal.
Generally, one can divide NATs into:

Symmetric NAT: Here the NAT mapping refers
specifically to the connection between the local host
address and port number and the destination address
and port number and a binding of the local address
and port to a public side address and port. This is the
most restrictive form of NAT behavior under UDP,
and it has been observed that this form of NAT
behavior is becoming quite rare, because it prevents
the operation of all forms of applications that under-
take referral and handover.

Full-cone NAT: A full-cone NAT is the least restric-
tive form of NAT behavior. It implies that any remote

Figure 10  Operation of a NAT
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host on any remote port address can use the binding
of a local address and port to a public-side address
and port, when the binding has been established.

Restricted-cone NAT: A restricted-cone NAT is one
where the NAT binding is accessible only by the des-
tination host, although in this case the destination
host can send packets from any port address after the
binding is created.

Port-restricted-cone NAT: A port-restricted-cone
NAT is one where the NAT binding is accessible by
any remote host, although in this case the remote host
must use the same source port address as the original
port address that triggered the NAT binding.

Since the common use of IP was dominated by
client/server communication, NATs were unfortu-
nately designed under the assumption that no com-
munication is peer-to-peer. These middleboxes
assume that the server is located on the publicly
routed Internet. However, as applications developed,
it soon became clear that solutions for NAT traversal
were necessary.

Simple Traversal of UDP through NATs

(STUN)

For applications to be able to discover if they are
behind a NAT, the Simple Traversal of UDP through
NATs (STUN) protocol [12] was developed. STUN
is a probe system that examines the interchange
between a STUN client that may lie behind a NAT
and a STUN server that is positioned on the public
side of the NAT. The protocol is a simple UDP
request-response protocol that uses embedded
addresses in the data payload, and compares these
addresses with header values in order to determine
the type of NAT that may lie in the path between the
client and server. The basic operation of STUN is to
use a common request of the form: “Please tell me
what public address and port values that were used
to send this query to you.” A typical STUN scenario
is shown in Figure 11.

STUN attempts to determine the type of NAT by a
structured sequence of requests and responses. This
sequence is illustrated in Figure 12. The client sends
an initial request to the STUN server. If the public
address and port in the returned response are the same
as the local address, then the client can conclude that
there is no NAT in the path between the client and the
server. If the values differ, the client can conclude
that there is a NAT on the path. STUN then uses sub-
sequent requests to determine the type of NAT.

Traversal Using Relay NAT (TURN)

STUN allows a client to obtain a transport address
(and IP address and port) that may be useful for
receiving packets from a peer. However, addresses
obtained by STUN may not be usable by all peers.
Those addresses work depending on the topological
conditions of the network. Therefore, STUN by itself
cannot provide a complete solution for NAT traversal.

Figure 11  STUN Scenario

Figure 12  NAT discovery process using STUN
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A complete solution requires that a client obtain a
transport address that is commonly available from the
public Internet. This can be accomplished by relaying
incoming data to the client through a server that
resides on the public Internet.

Traversal Using Relay NAT (TURN) [13] is a proto-
col that allows for an element behind a NAT or fire-
wall to receive incoming data over TCP or UDP con-
nections. It is most useful for elements behind sym-
metric NATs or firewalls that wish to be on the
receiving end of a connection to a single peer. TURN
does not allow for users to run servers on well-known
ports if they are behind a NAT. It supports the con-
nection of a user behind a NAT to only one single
peer. In that regard, its role is to provide the same
security functions as provided by symmetric NATs
and firewalls, but to turn them into port-restricted
NATs.

Unlike a STUN server, a TURN server provides
resources to clients that connect to it. Therefore, only
authorized clients can gain access to a TURN server.
This requires that TURN requests are authenticated.
TURN assumes the existence of a long-lived shared
secret between the client and the TURN server in
order to achieve this authentication. The client uses
this long-lived shared secret to authenticate itself in
a Shared Secret Request, sent over Transport Layer
Security (TLS). The Shared Secret Response provides
the client with a one-time username and password.
The TURN protocol is illustrated in Figure 13.

NAT Traversal of peer-to-peer 

IP telephony

Skype provides a solution for NAT and firewall
traversal, and it is assumed that the Skype client uses
a variation of the STUN and TURN protocols to
determine the type of NATs and firewalls it is behind.

In [6] it was found that the Skype client is initialized
with a set of bootstrap supernodes. These are stored
in a host cache and contain IP-addresses / port pairs
of active supernodes. A Skype client will learn the IP
address of a login server from one of the supernodes,
and will attempt to login there. It is not known
whether it is the supernodes or the login server that
act as a STUN/TURN server. It might even be some
of the ordinary nodes themselves. It is shown in [6]
that when the caller and the callee are both behind
port restricted NATs, the traffic is relayed by another
online Skype node.

It is well known that Yahoo and MSN Messenger are
also using a STUN/TURN alike technology.

IPv6 as the future of peer-to-peer

communication

NAT boxes are rapidly being deployed in combina-
tion with IEEE 802.11 wireless technology. As more
and more peer nodes are located behind a NAT, the
number of available peers with a public IP address
will decrease. If the rate of new Skype users behind
a NAT becomes higher than the rate of new Skype
users with a public IP address, peer-to-peer telephony
services such as Skype will be forced to deploy relay
servers to maintain the same level of availability.
This will transform the peer-to-peer architecture of
Skype into a traditional client/server architecture.
This new infrastructure will come with a price tag in
the form of server boxes, bandwidth, maintenance
and management. This is also the case for Yahoo and
MSN Messenger.

Since the IPv4-based Internet is no longer peer-to-
peer, there will be a need for middleboxes that bypass
problems caused by NATs and firewalls. Some of the
problems peer-to-peer services will face caused by
this are:

Figure 13  Operation of TURN
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• STUN and TURN servers are single point of fail-
ures in a network.

• STUN/TURN servers need maintenance and man-
agement

• STUN/TURN servers are vulnerable to DoS attacks

• STUN and TURN workarounds are per-application
solutions. Since applications are not modular, every
application will need to have its own solution for
NAT and firewall traversal.

One commonly held belief is that the deployment of
IPv6 [12] will eliminate the problem of NATs within
the Internet. There will be plentiful public IPv6
address space available and no particular reason to
deploy NATs in an IPv6 realm. That does not say
that IPv6 NATs will not be implemented, nor used.
Indeed IPv6 NATs are already available, and they are
being used, albeit to a small extent. NATs are, rightly
or wrongly, considered to be part of a security solu-
tion for a site because of their filtering properties that
prevent incoming packets from entering the site. So
it is reasonable to predict that some use of NAT will
be seen in IPv6, although the level of IPv6 NAT will
probably not be anywhere near that of NAT in IPv4.

IPv6 provides the necessary address space so that
NATs are unnecessary. Hence, by converting to IPv6,
the client/server communication paradigm that has
been forced upon us by the deployment of NATs will
evaporate. One of the most compelling consequences
of a transition to IPv6 is that the simple and powerful
Internet model is restored. Not only will IPv6 allow
for the end-to-end principle in Internet communica-
tion. First and foremost, it will restore the peer-to-
peer communication paradigm on the Internet. This
will pave the way for a series of peer-to-peer services,
which will for certain include voice communication.
When IPv6 is deployed, Skype, MSN and Yahoo can
easily be upgraded to support IPv6. IPv6 will be able
to reduce the complexity of these VoIP applications,
since there will no longer be any need for STUN/
TURN solutions. The need for relaying of VoIP ses-
sions will also be reduced to a minimum, since all
users will be able to communicate peer-to-peer.

IPv6 will also reduce the complexity of developing
peer-to-peer applications and services. Hopefully this
will stimulate the development of other peer-to-peer
voice services. Microsoft has stated that they see IPv6
as an enabler for peer-to-peer services [15] and are
already supporting IPv6 in all their latest operating
systems. They also provide APIs and development
kits for P2P applications/services [15].

Concluding remarks

There is no doubt that ‘Voice over IP’ telephony is
growing rapidly, and it is equally certain that it will
grow even faster as the solutions continue to develop
and as ever-expanding populations of potential users
come into contact with the concept. Skype has pretty
much dominated the VoIP scene the last year or so, as
IP telephony finally hit the Internet. However, Skype
has the following properties that may cause problems
in the future:

• The protocol is proprietary, unlike open standards
such as SIP.

• It provides a single service that makes calls or
instant messages and does not provide an architec-
ture for new services.

• It depends on the availability of public IPv4
addresses

Skype’s VoIP technology is based on software from
the company Global IP Sound (GIPS) [16]. This soft-
ware is also available to others. Other VoIP applica-
tions supporting this technology are Google Talk [17]
and MSN Messenger [18]. Gizmo [19] is another free
VoIP application based on GIPS, and while Skype is
proprietary, Gizmo has been built using an open
source philosophy around the emerging SIP stan-
dards. In addition to being based on the SIP open
standard, Gizmo is also committed to interconnecting
its IP telephony system with those operated by other
organizations. As more VoIP applications become
available, Skype will face serious challenges, espe-
cially as SIP matures.

All peer-to-peer VoIP services will, however, have
to deal with NATs. Despite their shortcomings and
despite the problems NATs create for numerous
applications, many NATs are deployed in the IPv4
realm. However, it is highly unlikely that a NAT-
based architecture will scale to support peer-to-peer
services, and IPv6 is therefore a prerequisite for a
continued growth of peer-to-peer communication.
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1  Introduction

This article describes aspects and challenges for
Voice over IP (VoIP) implementation in the context
of 3G (i.e. cellular infrastructures interworking with
fixed networks including the Internet). The 3G archi-
tecture of most popularity, e.g. in Europe is defined
by the third generation partnership project (3GPP).
The 3GPP reference architecture is defined in [1], and
a very brief presentation of its functional components
is given in Appendix A.

The presentation is roughly structured as follows:
• Architecture for VoIP with key functions of the IP

multimedia subsystem (IMS)
- SIP for session control
- Interworking services across multiple domains

• Next Generation Network (NGN) development
• Core architecture for harmonisation of technologies
• Concluding remarks

The first part introduces the 3GPP architecture and
the functional components required for a global VoIP
service. From a 3G point of view a separate plain
VoIP service is of limited or no interest since the
existing cellular infrastructures already are special-
ised for voice applications. The rationale for intro-
ducing VoIP in 3G systems is to allow introduction
of additional service features, and to allow integration
of voice as a component of new multimedia services.

A key topic for this overview is therefore the IP
multimedia subsystem. IMS provides mechanisms
for control of multimedia services. IMS may be used
as an overlay both to cellular and fixed networks,
and offers the capability to act as a vehicle for fixed
mobile convergence (FMC).

An important part of the document covers the
required interworking. This is essential to obtain
ubiquity in VoIP services. SIP, H.323 and circuit
domain interworking cases are included.

The next part of the document gives some notes
regarding VoIP NGN related activities of Standards
Developing Organizations (SDO). This includes com-
binational services for adding one or more IP multi-
media component(s) to a Circuit Switched (CS) call,
and Packet Switched (PS) to CS domain handover.
Such services are required since certain 3G networks
do not provide the required packet domain bearer
quality for VoIP.

The last part introduces the notion of a target core
architecture that will simplify interworking, network
development and provide direction for innovation.

2  IMS subsystem

The 3GPP, ETSI and Parlay Forum have jointly
defined IMS [2]. Originally IMS was motivated from
a vision of widespread support of multimedia services

Voice over IP in the context of 3G mobile communications
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The 3GPP architecture required for a global Voice over IP (VoIP) service is described. This shows that

extensive interworking arrangements are required, resulting in an exceedingly complex architecture.

Harmonization of the network architecture, with a common core, is therefore highly desirable and

proposed as the bearer for a global SIP based service control as provided by the IP multimedia Sub-

system (IMS). The offering of access independent services, by applying IMS for cellular and wireline

networks, is a first step driven by ETSI TISPAN, providing a common converged fixed mobile architec-

ture. Such an IMS overlay shields applications from the specifics of the different network and access

technologies. This is the first step towards a harmonized architecture, but further gains can and need

to be achieved by the agreement on functionality and protocols for the proposed common converged

IP based core network. This asks for agreement on common solutions, e.g. for security, for global

mobility management, for QoS control, for multicast, for codecs etc. The common core allows inter-

working to be carried out on the edge, avoiding the N-square interworking scenarios. Selecting a

target core technology will implicitly define the direction of migration while still maintaining the

freedom of innovation. The agreement on such a core will refocus the competition from being system

oriented (i.e. competition between the cellular, fixed and broadcast families of systems) towards

competition on services via new access technologies. The proposal will additionally give operators

the opportunity to clean up and take control over the plethora of administrative operations support

systems thereby reducing the operational and capital expenditure.
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with session control for mobile terminals. The session
control including management of dynamic inclusion/
exclusion of elements in a session that is offered by
SIP were important driving forces. In recent years, it
has become ever clearer that IMS can be used as an
overlay that enables access also via fixed lines. This
has made IMS the tool devised e.g. by ETSI TISPAN
for future access independent service offerings (i.e.
for FMC). The service-oriented core of this IMS
specification with TISPAN modifications [3] is
depicted in Figure 1. This represents a functional
expansion of the Core IMS subsystem as shown in
Figure A1 of Appendix A.

IMS also provides the possibility to create more
advanced services with the help of application
servers. A third party operator, who only receives
revenue from the use of a service, can in principle
offer an application server.

The following describes the components of the IMS
architecture as shown in Figure 1. The core compo-
nents of this architecture as seen from a service per-
spective is the Call Session Control Function (CSCF)
cooperating with Application Servers via the IP
multimedia service control (ISC) interface. The ISC
applies SIP signalling as defined in [4], [5] and [6],
and the Application Servers can be:

• SIP Application Servers (AS) – which may host
and execute services. The SIP Application Server
may influence and impact on the SIP session on be-
half of the end systems, depending on the services.

• IP Multimedia – Service Switching Function (IM-
SSF) is an IN type of application server; the pur-
pose of which is to host the Customised Applica-

tions for Mobile network Enhanced Logic
(CAMEL) network features (i.e. trigger detection
points, CAMEL Service Switching Finite State
Machine, etc.) and to interface to Camel Applica-
tion Part (CAP) as specified in 3GPP TS 29.078 [7].

• OSA service capability server (OSA SCS) – which
offers access to the IMS for the OSA Application
Server. This provides a standardized way for third
party secure access to the IM subsystem. 

• OSA Application Server – The OSA reference
architecture defines an OSA Application Server as
an entity that provides the service logic execution
environment for client applications using the OSA
API as specified in 3GPP TS 29.198 [8].

All the application servers (including the IM-SSF and
the OSA SCS) behave as SIP application servers via
the ISC interface. The Application Servers can also
interact with the Multimedia Resources Function
Controller (MRFC) via the S-CSCF (ISC and Mr
interfaces). This enables application servers to control
Multimedia Resource Function (MRF) processing
(e.g. interactive voice response equipment).

2.1  Sessions and preconditions

Signal sequences for context activation, discovery,
registration, call and session establishment are
described in [5]. The following gives an overview
of the signalling procedures required for session
establishment. The main steps are:

1 System Acquisition and Attach:
After being powered up, the UE locks on to the cel-
lular system. Once the appropriate cell is selected,
the UE initiates the GPRS attach procedure. (These

Figure 1  Simplified IMS service architecture
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steps are confined to the layer 1 and 2 signalling,
and are not presented in further detail.)

2 Data Connection Set-up:
Once the UE is attached on layer 2, the next step
is to establish the signalling Packet Data Protocol
(PDP) data connection or “pipe” to the IMS (i.e.
the signalling PDP context). The mobile terminal
does not know the IP address of the P-CSCF at this
point. The data connection is established by apply-
ing a PDP Context Activation message sequence.
This creates the path required to carry SIP related
signalling messages to the P-CSCF through the
GGSN, which is the gateway to the P-CSCF (Fig-
ure 2). The response to the PDP Context Activation
message includes the identity of the P-CSCF, and
the PDP context will provide the UE with an IPv6
address to be used as the UE host address for the
duration of the PDP signalling context. Both DHCP
and DNS may be involved in this procedure. As the
next step the UE carries out registration with the
identified P-CSCF.

3 Registration:
Before engaging in an IP Multimedia session, the
UE must perform the registration operation to let
the IMS Core Network (CN) know the location of
the UE. This registration is an application of SIP
registration that opens for use of various SIP/IMS
services. The UE acts as a SIP client and sends a
SIP registration message (SIP REGISTER) to its
home IMS system (i.e. to the S-CSCF) through the
local P-CSCF.

4 Session Setup:
After a signalling PDP context is activated and
Registration is completed, the mobile terminal can
establish or accept an incoming session.

The main component of the IMS involved in SIP sig-
nalling, is the CSCF (Figure A1 in Appendix A and
Figure 3). The CSCF SIP servers perform a number
of functions such as multimedia session control and
address translation function. In addition, the CSCF
must manage service control, voice coder negotiation
for audio communication, and Authentication Autho-
risation and Accounting (AAA). The CSCF plays
three roles:

• The Proxy CSCF (P-CSCF) role,
• The Interrogating CSCF (I-CSCF) role, and
• The Serving CSCF (S-CSCF) role.

The S-CSCF is the key server with the main responsi-
bility for the mobile’s session management and ser-
vice provision.

2.2  SIP methods and transactions

SIP [4] is the signalling protocol used between the
Mobile Host (MH) or User Equipment (UE) and the
IMS, as well as between the internal IMS components.
SIP is used by IMS to offer such basic services as:

• User registration
• SIP based Sessions with the INVITE method
• Instant messaging
• Presence services
• Etc.

With the exception of the SIP ACK-message con-
firming the final response, there is always a dialog
with Request/Response messages related to SIP trans-
actions. Nested transactions are commonly used.
The complete description of 3G SIP and the involved
procedures can be found in [4], [5] and [6].

The final end-to-end signalling scenarios (after Reg-
istration) are composed of one signalling procedure
from each of the following sets:

• Mobile originated signalling procedures (UE to
SGSN#1)

• Serving-CSCF-to-Serving-CSCF procedures
(SGSN#1 to SGSN#2)

• Mobile terminating procedures (SGSN#2 to UE).

Figure 3  IMS CSCF structure
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Service Based Local Policy (SBLP) for QoS control
for the UE, SGSN and GGSN is defined. This allows
both the originating and terminating party to choose
to use the QoS procedures on the local access. Both
calling and called party establish a satisfactory PDP
context (defining the QoS requirements) on their
respective accesses. It is assumed that the core net-
work is DiffServ enabled, and the combination of the
QoS procedures in the access networks and the Diff-
Serv enabled core network guarantees end-to-end
quality of service under normal conditions. All sig-
nalling applies the signallind PDP context with its
QoS definition, while a separate PDP context with the
required QoS characteristics is established for the
new session. This allows a SIP session to request the
compliance to a set of QoS preconditions.

3  Fixed broadband IMS NGN

The Next Generation Network (NGN) is a network
concept that aims at providing a framework to en-
compass the large variety of existing and emerging
protocols and services, facilitate a further evolution
of these, decouple this evolution from the underlying
network infrastructure, and facilitate the interfacing
of a plethora of available media. The rationale behind
NGN lies well founded in paradigm shifts that have
been taking place within the technological solutions
and the business models in the telecom industry as a
whole. NGN standards development takes place in
all the major Standards Development Organisations
(SDOs) including ITU-T, ETSI (TISPAN), 3GPP, and
these SDOs are supported by the Internet Engineering
Task Force (IETF) protocol development work.

The ETSI TISPAN [9] and the ITU-T are both in-
volved in the Fixed Broadband IMS NGN standard-
ization. The work takes the 3GPP Release 6 IMS
specifications (completed as of now) as the basis.
TISPAN will provide FMC requirements to the
3GPP for consideration for standardisation as part of
Release 7. TISPAN Release 1 for the NGN was made
available by the end of 2005.

The following reviews the architecture as defined for
the TISPAN NGN, focusing on areas of importance
for global VoIP provisioning. ETSI TR 180 001 [10]
describes Release 1 of the TISPAN NGN, while the
functional architecture is defined in [11]. The func-
tional architecture shown in Figure 4 complies with
the ITU-T general reference model for next genera-
tion networks and is structured according to a service
layer and an IP-based transport layer. The service
layer comprises the following components:

• Core IP Multimedia Subsystem (IMS) with SIP
based session control,

• PSTN/ISDN Emulation Subsystem (PES),

• Other multimedia subsystems (e.g. streaming sub-
system, content broadcasting subsystem …) and
applications,

• Common components (i.e. used by several subsys-
tems) such as those required for accessing applica-
tions, charging functions, user profile management,
security management, routing data bases (e.g.
ENUM), etc.

The architecture allows addition of new subsystems
over the time to cover new demands and service
classes. Each subsystem is defined as a set of func-
tional entities and related interfaces. As a result
implementors may choose to combine functional enti-
ties where this makes sense in the context of the busi-
ness models, services and capabilities being supported.

IP-connectivity is provided by the transport layer,
under the control of the network attachment subsys-
tem (NASS), and the resource and admission control
subsystem (RACS). These subsystems hide the trans-
port technology used in access and core networks
below the IP layer, thus implementing a platform for
realisation of access independence.

The functional entities that make up a subsystem may
be distributed over network/service provider domains
(e.g. the network attachment subsystem may be dis-
tributed between a visited and a home network). The
following chapters describe the NGN subsystems in
more detail starting with the IMS.Figure 4  TISPAN NGN overall architecture
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4  Services across multiple domains

The traditional and basic voice domains are the
PLMN, PSTN and the ISDN. These domains provide
ubiquitous voice services with well-defined quality
based on circuit switching. All new voice services
need interconnect with these basic voice services to
provide value to their users. Figure 5 shows the inter-
working for VoIP. This includes the functionality
required due to different standards for session control
and bearer technology. The interworking shown in
Figure 5 also includes cases not considered to be
within the scope of 3G. In implementations of Inter-
working Units (IWU) it may be beneficial to combine
or reuse functionality between different units. This
aspect is not considered here. The following
describes the (VoIP) scenarios of Figure 5:

1 The interconnect between the PSTN and PLMN
PS domain voice services (VoIP) involves con-
version between MAP and ISUP in the control
plane, and transcoding and CS-PS bearer conver-
sion at the user plane. The technical solutions
involved are described in the “IMS VoIP inter-
working with PSTN/ISDN/CS domain” para-
graph.

2 This is the traditional PSTN-PLMN interworking
that takes place in the CS domains of both sys-
tems. It involves both signalling conversion and
transcoding.

3 PLMN CS-PS interworking is similar to scenario
1 above, but the signalling for the 3G PS domain
is based on SIP, so the interworking will involve
SIP-ISUP interworking in the control plane. The
“IMS VoIP interworking with PSTN/ISDN/CS
domain” paragraph describes the technical solu-
tions.

4 The interworking between the PLMN IMS/PS
domain and the IP SIP domain is required to take
care of security aspects and different SIP ver-
sions. The PLMN may demand to hide topology
information from the open Internet. This may be
handled by a topology-hiding inter-network gate-
way (THIG) located in the I-CSCF, at the PLMN
border. The other aspect of this interworking is
the handling of the difference between the IETF
base SIP and the 3GPP SIP. This aspect of inter-
working is covered in the “Interworking between
IETF core- and 3GPP SIP” paragraph.

5 Scenario 5 is required to allow interworking with
the relatively large installed H.323 VoIP base.

6–8 These scenarios are already implemented and in
operational use. They are therefore not further
described.

9 Interworking between the PLMN CS domain and
the H.323 VoIP service is required since certain
3G access networks can’t sufficiently support
conversational services like VoIP. The 3GPP has
therefore established an architectural alternative
for using existing CS bearers in association with
an IM session. The solution involves adding one
or more IP multimedia component(s) to a CS call
to create a combinational service. Another reason
for this interworking scenario is the 3GPP option
of handing over a PS domain call (e.g. estab-
lished at a WLAN hotspot) to the CS domain
upon departure from the hotspot. An alternative
that may be used is going through both IWU 3
and IWU 5. This may be feasible depending e.g.
on the voice codecs applied.

An alternative to direct interworking with a domain
is to go via domains already offering interconnects.
This may be feasible in some cases, but repeated
transcoding can introduce unacceptable delay for
conversational services.

Figure 5  VoIP interconnect scenarios
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4.1  IMS VoIP interworking with

PSTN/ISDN/CS domain

4.1.1  Architecture

The interworking reference model shown in Figure 6
is developed to support interworking for voice calls.
This interworking between the IMS Packet Switched
(PS) domain and the Circuit switched (CS) domain is
defined in 3GPP TS 29.163 [12]. The CS domain is
the ISDN/PSTN or the CS domain of the Public Land
Mobile Network (PLMN). The MGCF performs SIP
to BICC (BICC is the call control protocol used
between nodes in a network that incorporates bearer

independent call control) or SIP to ISUP call related
signalling interworking. In order to support existing
network capabilities, it is required that IMS also sup-
ports endpoints (e.g. UE, MRFP, MGCF for inter-
working with the PSTN) able to send or receive
DTMF tone indications using the bearer, i.e. inband
signalling. An additional element for bearer inter-
working is the interworking of these DTMF tones
and out-of-band signalling between one network and
another. In such a case, the IM-MGW must provide
tone generation and may provide detection under the
control of the MGCF (Media Gateway Control Func-
tion).

The optional SGW (Signalling Gateway Function)
performs conversion to or from BICC/ISUP based
MTP transport networks to BICC/ISUP based SCTP/
IP transport networks, and forwards the converted
bearers carrying the signalling to or from the MGCF
(Figure 6).

4.1.2  User plane and transcoding

The VoIP user plane protocol at the Mb reference
point is IPv6 based and is defined by 3GPP TS
23.002. IPv6 and transport protocols such as RTP
are used to transport user plane media packets to and
from the IM CN subsystem entities like the UE or
the MRFP. External legacy CS networks use circuit
switched bearer channels like TDM circuits (e.g.
64 kbit/s PCM), ATM/AAL2(/1) circuit, or IP bearers
to carry encoded voice frames. Voice bearers from
the IM CN subsystem need to be connected with the
bearers of other networks. Elements such as the IP
Multimedia – Media Gateway Functions (IM-MGW),
Figure 6, are provided to support such bearer inter-
working. One of the functions of the IM-MGW may
be to support transcoding between a codec used by
the UE in the IM CN subsystem and the codec being
used in the network of the other party. The use of
default codecs within the UE enables the IM CN sub-
system to interwork with other networks either on an
end-to-end basis or through transcoding. The tradi-
tional CS voice networks (e.g. PSTN, ISDN, CS
domain of some PLMN) may be interworked for
example by AMR to G.711 transcoding in the IM-
MGW.

4.1.3  Voice features supported through

interworking

The services that can be supported through the sig-
nalling interworking are the least common set sup-
ported by BICC or ISUP and SIP (Table 1). The
MGCF will originate and/or terminate services or
capabilities that do not interwork across domains.
Table 1 lists the services that are seamlessly inter-
worked for voice [12].

Figure 6  IM CN subsystem to CS network logical interworking
reference model. Note: The IM-MGW may be connected to various
network entities, such as a UE e.g. for voice (via a GTP Tunnel trough
a GGSN), an MRFP, or an application server
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4.2  Interworking between IETF core- and

3GPP SIP

Interoperability between the IMS and the Internet is
required to allow multimedia sessions between the
Internet users and the IMS users. There are two ways
to achieve this interoperability. The preferred way is
to maintain compatibility between the SIP signalling
procedures applied for the Internet and the PLMN.
This paragraph discusses the challenges of such SIP-
to-SIP interworking.

The 3GPP IMS definition 3GPP TS 23.228 [2] states
that depending on operator policy, the S-CSCF may
forward the SIP request or response to another SIP
server located within an ISP domain outside of the
IM CN subsystem. It is possible that the external SIP
client does not support one or more of the SIP exten-
sions defined for IMS end points (e.g. Preconditions,
Update, 100 Rel) as described in 3GPP TS 24.229
[6]. In such cases the UE or other SIP user agents
within the IMS should be able to fall back to basic
SIP procedures which allow interworking towards
the external client.

The main technical issues related to SIP Interoper-
ability are:

• Can the already available basic IETF SIP user
agents on the Internet be used to access the IMS
services?

• Can the already available SIP application servers
on the Internet be used as application servers for
the IMS?

• Can SIP signalling openly be exchanged between
the IMS and the Internet?

The IETF and 3GPP are working in close collabora-
tion in order to achieve the required interoperability.
However, IMS and the Internet are partially compet-
ing against each other and thus the actual barriers of
interoperability might turn out to be non-technical.

Anyhow, ETSI TISPAN [9] is considering these
interworking aspects as a part of the TISPAN require-
ment work. This will hopefully ensure interoperabil-
ity limited only by involved security requirements.

4.2.1  3GPP SIP extensions

The SIP protocol is designed for extensibility. Exten-
sions may define new methods and header fields at
any time. A SIP network element must therefore not
refuse to proxy a request because it contains a method
or header field it does not recognize. This implies that
the interoperability between 3GPP and IETF SIP in
principle largely depends on the User Agents (UAs)

in the involved end systems. However, the 3GPP SIP
may have defined extensions to the proxy functional-
ity that may be missing in the Internet, thereby effec-
tively causing a need for limiting the functionality
even when the end-systems on the Internet have
implemented the 3GPP UA. This means that, condi-
tional to the availability of the 3GPP extensions in
the UA, all end systems on the Internet in principle
can interoperate with the 3GPP functionality only
dependent on the required 3GPP proxy processing.
However, the 3GPP SIP extensions are based on cer-
tain assumptions regarding network topology, linkage
between SIP and lower layers, and the availability of
transitive trust. These assumptions are thus generally
not applicable in the Internet as a whole. The ex-
pected outcome is that the 3GPP SIP proxy connect-
ing to the Internet (i.e. the I-CSCF(THIG)) will need
to filter out information that can not be submitted
openly on the Internet. Alternatively, directed secu-
rity measures could be enforced e.g. to allow certain
users or user groups to receive this information also
on the Internet.

4.2.2  Harmonisation between 3GPP and

IETF SIP

3GPP notified the IETF SIP and SIPPING working
groups that existing SIP documents provided almost
all the functionality needed to satisfy the require-
ments of the IMS, but that they required some addi-
tional functionality in order to use SIP for its purpose.
These requirements are documented in an Internet
Draft [13] that was submitted to the SIPPING Work-
ing Group. Some of these requirements are satisfied
by IETF chartered extensions, while other require-
ments were applicable to SIP, but not sufficiently
general for the SIP Working Group to adopt for the
IETF baseline SIP. The current state of harmoniza-
tion is described in 3GPP TS 24.229 [6], IP Multi-
media Call Control Protocol. On the subjects of SIP
methods, SIP headers, option tags, status codes and
session description types, there are no definitions
within the 3GPP technical specification over and
above those defined in the referenced IETF speci-
fications.

The following private SIP header extensions are how-
ever defined for 3GPP applications, [6] and [14]:

• Extension to WWW-authenticate header
• Extension to Authorization header
• Tokenized-by parameter definition (various headers)
• P-Charging-Vector header
• Orig parameter definition.

Interoperability is however helped by the fact that the
relaying network elements do not have to support all
SIP (header) extensions:
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• User agents can negotiate the required and sup-
ported SIP extensions.

• If the network elements between the user agents
receive extended SIP messages, which they can’t
understand, they simply forward the message as it
was received (unless filtering is required).

• It is up to the receiving party to fulfil the function-
ality of extensions.

Intelligence may thereby be concentrated on the
edges of the network.

The Annex A of the 3GPP TS 24.229 [6] specifies the
profiles of IETF RFCs for 3GPP usage. This profile
specification helps ensure implementation of compat-
ible 3GPP SIP versions.

5  Standards Development

Organizations and NGN

5.1  IMS, 3GPP and ETSI TISPAN

ETSI TISPAN [9] has been studying material avail-
able in 3GPP for reuse in the NGN specification.
There is a need for material specifying the architec-
ture (functional entities and interfaces) of IMS in a
manner independent of the rest of the 3GPP archi-
tecture. The TISPAN NGN architecture is currently
specified in 3GPP TS 23.002 embedded with the rest
of the material for the 3GPP architecture. As such it
is difficult to use this approach for the evolving NGN
architecture. Therefore TISPAN has currently taken
the approach of a totally separate and independent
specification to specify this material. It is understood
that this has also been an issue within the equivalent
ITU-T NGN work.

ETSI TISPAN only wants to include the issues
needed to realize the targeted NGN system. This
issue of reuse is not streamlined between the two
organizations, and the current structure of work com-
ing from 3GPP does not appear to lend itself to reuse
within the context of a generic access technology (i.e.
TISPAN wants access independent specifications).
ETSI TISPAN would like to restructure this work in
order to allow common specification for use by both
3GPP IMS and NGN IMS. As an example the ETSI
TISPAN is willing to reuse the multimedia function-
ality of the HSS. However, the HSS as currently
described in 3GPP TS 23.002 is difficult to represent
in the context of the ETSI TISPAN architecture, as
it encompasses HLR/AUC functionality that is not
relevant to the IP-networks being defined within the
TISPAN architecture. Therefore TISPAN would like
to assign a component name to the multimedia func-

tionality of the HSS, excluding HLR/AUC, which
could be reused as a functional entity name in the
TISPAN architecture. This is an example of undesir-
able implementation assumptions taken in the 3GPP
specifications.

5.2  3GPP All IP Network (AIPN) with New

Access Technology

The general feeling of the 3GPP SA2 architectural
working group is that there is very much to do to
upgrade and enhance the 3GPP architecture to better
support the future market. The 3GPP is now focusing
on the future 3G-system evolution. The aim of this
work is to construct a new IP based mobile system
taking the 3GPP system as a starting point and to
modify (migrate/evolve) it as to make it less complex
and targeted to the future communication demands.
Important parts of such a long-term evolution include
reduced latency, higher user data rates, improved sys-
tem capacity and coverage, and reduced overall cost
for the operator. Additionally, it is expected that IP
based 3GPP services will be provided through vari-
ous access technologies including various types of
radio systems and fixed access systems. Support of
seamless mobility between heterogeneous access
networks is a highly stated requirement. The target
deployment for the 3GPP NGN is in the 2010s, and
the 3GPP is expecting the standardization work to be
completed by mid-2007. The all-IP core network is
expected in the same timeframe as the evolved
UTRAN (E-UTRAN).

The IETF netlmm working group is aiming at meet-
ing the needs for localized mobility management for
the above NGN development.

5.2.1  List of issues

The following is an architectural level list of selected
key questions related to the new system architecture
and future releases:

• How to achieve mobility within the new Access
System?

• How to add support for non-3GPP access systems?

• Inter-access-system mobility?

• Is user access control/authentication per access
system or more centralized for multiple access
systems?

• In case a UE accesses/attaches multiple Access
Systems in parallel: how does reservation of guar-
anteed resources work? Are multiple reservations
in parallel required (same resource on every Access
System) to allow for fast change between Access
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Systems? Or, does a mobility/handover mechanism
reserve resources during the mobility/handover
process?

• Shall inter Access System mechanisms and signal-
ling for load sharing and mobility be generic for all
Access Systems, or peer-to-peer between interoper-
able Access Systems?

• Will the Access Systems have an idle or paging
mode? And, shall the wake-up work over multiple
Access Systems (e.g. paging in multiple Access
Systems in parallel)?

• May functions be transferred to application/ser-
vices level (e.g. mobility supported by IMS ser-
vices)? If yes, to which extent is this feasible for
application/services?

• How is data compression provided for the different
access systems?

• IMS local services: This allows the support of local
services when roaming. This has been a difficult
topic since the S-CSCF is always in the home net-

work. This was initially part of R6 3GPP specifica-
tions, but is now part of R7.

• Emergency calls: Support of emergency services is
required to enable migration to all-IP.

5.3  Combining CS and PS domain

5.3.1  Combinational services

Some 3G access networks do not have the required
PS domain efficiency for acceptable support of con-
versational services like VoIP. The 3GPP study [15]
therefore investigates architectural requirements and
architectural alternatives for using existing CS bear-
ers in association with an IM session. The solution
advocated is to add one or more IP multimedia com-
ponent(s) to a CS call to create a combinational ser-
vice. The CS and IMS components are established
between the same participants.

Combinational services are also intended to enable
a user participating in a mobile-to-mobile Circuit
Switched (CS) conversation with another user, e.g.
to take a picture/video with the built in camera in the
mobile and transmit the picture to the other party dur-
ing this conversation.

Figure 7  Call from pure VoIP endpoint using client-to-network CS call
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The study [15] considers requirements for evaluation
of potential architectural solutions and proposes con-
tinuing development of a converged architecture. It is
recommended [16] to develop the new technical spec-
ification for combinational services as a part of 3GPP
Release 7 specifications. The target is to arrive at an
architectural solution that is completely transparent
for the end-user, and is easily interoperable with
existing IMS services and other networks that do
not use this solution.

Figure 7 shows the first part of a signal sequence,
defined for the converged architecture [15], for a call
originating from a VoIP only handset terminating (at
UE-B) in the CS domain. This flow uses an E.164
number negotiation to inform the terminating UE of
the calling line identity that will identify a forthcom-
ing incoming CS call and for the terminating UE to
indicate its willingness to accept such a call. This CS
call will be interworked to the VoIP component from
the pure VoIP endpoint.

This flow uses E.164 number negotiation. It uses an
additional indication to request the terminating UE to
establish a CS call to the provided number. This call
will then be interworked to the VoIP component at
the pure VoIP endpoint. Alternatively, the CS call
may be established first, with the IMS session being
established after the CS call is in the Alerting state.

As the new mechanism proposed for E.164 number
negotiation, for the possible addition of a CS call
later in the session, requires new functionality either
on the SIP or the SDP protocol level, it is assumed
that this functionality of delivering multi-component
IMS sessions from pure VoIP parties to Circuit
Switched Bearer (CSB) parties will not be available
in the initial phase of combinational services launch.

5.3.2  PS handover to CS domain

IMS handover to CS domain allows an IMS call initi-
ated e.g. on a WLAN through IMS to be handed over
to a CS bearer when for instance losing WLAN cov-
erage in the case when the GSM/GPRS network does
not support real time QoS via IMS.

5.4  End-to-end QoS

The work on end-to-end QoS has created much
debate within the 3GPP. The reason is that 3GPP has
started work on inter domain QoS signaling to sup-
port roaming users PS based traffic. The GSM Asso-
ciation (GSMA) has published a document where
they clearly state that DiffServ is the QoS mecha-
nisms to be used across operator domains to preserve
end-to-end QoS, and they claim that this will be the
mechanism for many years ahead.

6  Selecting the NGN target for

future development

6.1  General

The interconnection scenarios, shown in Figure 5,
clearly indicate that there are some challenges related
to the evolution towards a harmonised NGN. The cur-
rent situation is characterised by a plethora of multi-
media platforms (e.g. for VoIP production), and no
common target for architectural development. This
is as seen resulting in fragmentation and the need for
extensive interworking. The consequence of this lack
of technical harmonization is loss of advantage of
scale, reduced value of new multimedia services
caused by lack of ubiquity, and high complexity in
networks and their operation.

Previously the International Telecommunications
Union (ITU) was able to manage the required specifi-
cation and harmonisation work to allow nations and
operators to maintain the desired interoperability.
However, today there is no such strong coordination,
and much of the development is left to completely
obey the laws of commercial competition. This is
good in many respects, but without a common archi-
tecture setting the direction of development, and
ensuring service interoperability and ubiquity, the
users of telecommunication services and the opera-
tors will mainly suffer because of limitations in ser-
vice availability, in quality, in traffic volume, and
in incurred costs of service production.

6.2  Generic core architecture

Figure 8 sketches the top level of a proposed NGN
service architecture that could benefit both operators
and their subscribers. This architecture may be
adopted to ensure both service ubiquity and network
harmonisation.

The only interworking shown explicitly is towards
PSTN / ISDN (1) service network, described in the
“IMS VoIP interworking with PSTN/ISDN/CS
domain” section, and towards the H.323 domain
of the Internet (2) [17], [18]. All other interworking
is implicit in the Figure 8, and characterised by all
being against the common core effectively eliminat-
ing the need for the N square interworking arrange-
ments for N different technologies (e.g. service net-
works).

The Application Server (AS) (Figure 8) is attached to
the common core. Thereby being capable of supply-
ing ubiquitous access independent services in the core
representation. These services will be interworked
with the service representations at the existing service
specific networks at the edge of the common core.
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There will be ample room for competition within
the framework despite the harmonised core that will
effectively set the direction of evolution. Vendors
can gain from increase in scale in core technologies.
The number of different network elements will be
reduced, and the competitive arena will move in the
direction of new services, maintaining bridging of
new and existing technologies.

The challenge is to agree on the core technologies.
This is because of the huge invested interest in the
different existing technologies allowing little room
for selecting one as the core and basis for future
development. The principal candidate technologies
are the 3G cellular technologies and the IETF defined
Internet technology. A good solution would probably
be to select the best of breed from these candidates
and to agree the following key characteristics and
solutions for the new core architecture:

• Multimedia service architecture (e.g. SIP)
• Mobility management scheme for global (macro)

mobility
• Core set of codecs
• IP bearer service with QoS control mechanism (e.g.

DiffServ)
• Core VPN solution
• Common multicast mechanisms and protocols
• Naming and addressing without overloading the

semantics of IP addresses
• Core Authentication Authorisation and Accounting

(AAA)
• Core API for bearer access (enabling application

portability).

A discussion of these points applied as components in
a service-oriented architecture can be found in [19].

One important point is that most of the above func-
tionality is readily available. The major challenge
will therefore be to agree on a choice for the target
architecture. Agreeing on such a selection together
with an open approach can be expected to create a
very innovative and competitive market for global
service production, benefitting the end-users, opera-
tors and vendors by increasing the overall revenue in
telecommunications.

6.3  IETF core architecture

The IETF based alternative core approach is shown in
Figure 9. Here Mobile IP is chosen for global mobil-
ity management (i.e. macro mobility). The UMTS is
merely considered to be an access technology, on the
level of a wireless local area network, with a MAP
based local mobility management.

6.4  3G GRX-based core architecture

A competing alternative for the core is the GPRS/
GRX backbone as shown in Figure 9 and expanded
in Figure 10. (The GPRS architecture with IMS is
briefly described in Appendix A.) The GPRS Roam-
ing Exchange (GRX) [20] is built on a private or pub-
lic IP backbone and transports GPRS roaming traffic
via the GPRS Tunnelling Protocol (GTP) [21]
between the visited and the home PLMN (Public
Land Mobile Network). A GRX Service Provider
(operator) provides of a set of routers with links con-
necting to the GPRS networks and links connecting
to other GRX nodes for peering. The GRX service
provider thereby acts as a hub. There is no need for
a GPRS operator to establish a dedicated connection
to each roaming partner; instead the GPRS operator
establishes a connection to the GRX. This allows
easier implementation of new roaming relations and
rapid time to market for new operators. An alternative
is therefore to apply an enhanced GRX backbone as
the common converged core.

When the GGSN (Gateway GPRS Support Node) and
the SGSN (Serving GPRS Support Node) are located
in different networks, they may be interconnected via
the IP based Gp interface. This interface provides
similar functionality to that of the Gn interface
(shown in Figure A1 in Appendix A), however it usu-
ally includes extra security functionality based on

Figure 8  Target core for service innovation
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mutual agreements between operators. The Gp Inter-
face connects PLMNs together. Gp must support
appropriate routing and security protocols to enable
an end user to access its home services from any of
its home PLMN’s roaming partners. Many GPRS

operators/carriers have abstracted these functions
through the GRX (Figure 10). This function is typi-
cally provided by a 3rd party IP network offering
VPN (Virtual Private Network) service that connects
all the roaming partners together. The GRX service

Figure 9  IETF based core alternative

Figure 10  GRX/GPRS based logical core alternative
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provider handles aspects of routing and security
between the GPRS networks. The GRX may addi-
tionally operate DNS and ENUM services.

The role of the Agent (Figure 10) is to facilitate inter-
working and interoperability from both a technical
and commercial perspective, key functions include:

• Contract brokering – access to multiple
operators/providers via a single agreement;

• Service control and interworking (e.g. for the
Internet);

• Accounting and settlement – a single partner for
inter-network accounting;

• Mobility management for end systems roaming
outside the 3G-domain (e.g. GTP/MAP and Mobile
IP interworking);

• IP packet transport (control plane and user plane) –
with the prerequisite QoS.

The GRX specifications [20] now state that the GRX
shall also support the conversational class of services:

• Max Delay 20 ms
• Max Jitter 5 ms
• Packet Loss 0.5 %
• SDU Error Ratio 10-6

This makes the GRX backbone well suited for e.g.
VoIP and conversational applications.

The Agent depicted in Figure 10 is purely logical,
and does not indicate relaying of user plane traffic
at a central point. GPRS network 2 and 3 are shown
without interworking and service infrastructure.
These networks apply the interworking infrastructure
and service infrastructure as offered by the Agent.
(The Agent represents the home network for sub-
scribers of GPRS 2 and GPRS 3.)

This hosting offered by the Agent may be utilised as
follows:

• Common service production for all operators;
• Common service production for all affiliates of

e.g. a multinational operator;
• Hosting of services for third party service

providers.

In the basic GRX network only SGSNs and GGSNs
implement the GTP protocol. No other systems need
to be aware of GTP. The implications of interworking
at the GTP level (i.e. for the Agent functionality)

needs further investigation, but is outside the scope
of this presentation.

Subscriber identification is of significant commercial
importance, and is a key aspect of the architecture.
Operators of GSM/GPRS based cellular networks are
mostly in favour of applying the SIM-card for this
purpose. However, alternatives are needed as FMC
and VoIP also require non-SIM capable user equip-
ment access to the common core as a minimum for
use of the basic voice service.

6.5  Administrative operations support

systems

It is claimed that one of the most important aspects of
the proposed harmonization, by introducing the IMS
service overlay, is to give operators the opportunity to
clean up and take control over the plethora of existing
and partly incompatible administrative operations
support systems. This has the potential of signifi-
cantly reducing the operational and capital expendi-
ture. How this is to be achieved in practice needs
further study. However, introduction of a new set of
administrative support systems integrated with the
IMS, spanning the functionality ranging from CRM,
via Order to Billing is an interesting but ambitious
option. Such a new system might prove commercially
viable if based on common harmonised data defini-
tions.

7  Conclusions

Interoperability between the different voice services
has to be ensured in order to maximize the value of
the next generation IP based voice and multimedia
services both for the end users, and for the industry as
a whole. This presentation has shown that this inter-
working for 3GPP based systems is exceedingly com-
plex. It is therefore proposed to define a new archi-
tecture for the core network. This core architecture
will both simplify the interworking, and act as target
architecture for future development. However, it can
be difficult to standardise this architecture because
of conflict of interests between the involved industry
players. Operators may therefore protect their inter-
ests by choosing their internal core, and benefit from
reduced complexity and minimising duplication of
network and service development. The technologies
not selected as core may be phased out as the core
implements the capabilities and capacity to take over
the service production. IMS for Fixed Mobile Con-
vergence is the first implementation step, but there
are still multiple issues, like target topology, naming
and addressing, global and localized mobility man-
agement etc., that are to be clarified before the full
core network can be implemented. The proposed core
architecture is also a tool for migration, and in princi-
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ple allows adoption of the best solutions from each
of the existing mobile and fixed technologies for the
core. This is possible while still maintaining the
opportunity and flexibility for innovation in services
and in access technologies.

The ETSI TISPAN work can be viewed as a first step
by standardising the common core overlay technol-
ogy. However, as explained, much more than an
FMC version of the IMS needs to be settled. The con-
flicts lie in the zone between the 3G and the IETF
solutions. This represents a major challenge when it
comes to selecting the core. Uniting the forces to
arrive at a common core by selecting the best alter-
natives would in the long run benefit most parties.

The 3GPP has now started the work to construct a
new IP based mobile system (AIP NGN) taking the
3GPP system as a starting point. Modifications are
planned in order to arrive at a less complex system
targeted to the future communication demands. Sup-
port of seamless mobility between heterogeneous
access networks is a highly stated requirement. The
3GPP is expecting the standardization work to be
completed by mid-2007. The new recommendations
that will be produced will hopefully realize a harmo-
nized architecture with a common core as suggested
here.

The proposed core with an IMS overlay is anticipated
to give operators the opportunity to clean up and take
control over the plethora of administrative operations
support systems thereby reducing the operational and
capital expenditure. However, this needs further
investigation.
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Appendix A: 

3GPP reference architecture

The 3GPP reference architecture [1] with SIP inter-
faces and service control is shown in Figure A1.
The following gives a brief sketch of the functional
components and their interrelationships. This part
is included to show how the VoIP and multimedia
functionality fits together in the context of 3G.

Functional components

BGCF (Breakout Gateway Control Function) selects
the network to which breakout of a call or session is
to occur (e.g. to PSTN or other network).

• CSCF (Call Session Control Function) SIP based
control function composed of Proxy CSCF (P-
CSCF), Serving CSCF (S-CSCF) and Interrogating
CSCF (I-CSCF). These functions are implemented
as SIP servers and can incorporate the following
functionality:
- Proxy server is a server application that handles

and may forward SIP requests;
- Redirect server is a server application that re-

directs SIP requests;
- Registrar is a server that only accepts REGIS-

TER requests (typically co-located with a proxy
or redirect server).

• DNS (Domain Name System – not shown in the
figure) is used e.g. by the CSCF to resolve the IP
addresses of IMS entities; E.164 numbers (ENUM
DNS) and domain names.

• Customised Applications for Mobile network
Enhanced Logic (CAMEL) see IM-SSF below.

• HSS (Home Subscriber Server) is responsible for
storing user-related information: user identifiers,
numbers, addresses, security policies, location, and
user and service profiles. HSS includes all legacy
HLR interfaces and functions. (In short: HSS =
HLR + AAA)

• I-CSCF (Interrogating-CSCF) is the contact point
with external networks. Also during registration or
session establishment I-CSCF is used to find the
correct S-CSCF applying information from the
HSS. A THIG (Topology Hiding Inter-network
Gateway) function within I-CSCF may be option-
ally utilized to hide the internal structure of opera-
tor’s IMS network. The I-CSCF (internal THIG)
functionality shall make it possible to restrict the
following information from being passed outside of
an operator’s network: exact number of S-CSCFs,
capabilities of S-CSCFs, or capacity of the network.

• IM-MGW (IP Multimedia – Media Gateway)
IM-MGW is used for PSTN or CS-domain inter-
connection. Is controlled by the MGCF.

• IP Multimedia – Service Switching Function
(IM-SSF) is an IN type of application server the
purpose of which is to host the Customised Appli-
cations for Mobile network Enhanced Logic
(CAMEL) network features (i.e. trigger detection
points, CAMEL Service Switching Finite State
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Machine, etc.) and to interface to Camel Applica-
tion Part (CAP) as specified in 3GPP TS 29.078
[7].

• MGCF (Media Gateway Control Function) is
used to control IM-MGW, and it converts legacy
signalling protocols to SIP signalling.

• MRF (Multimedia Resource Function) performs
multiparty call and multimedia conferencing func-
tions. The MRF consists of two parts MRFC (Mul-
timedia Resource Function Controller) and MRFP
(Multimedia Resource Function Processor).

• OSA service capability server (OSA SCS) offers
access to the IMS for the OSA Application Server.
This provides a standardized way for third party
secure access to the IM subsystem.

• P-CSCF (Proxy-CSCF) is the first contact point for
the User Equipment (UE) within the IMS. The Pol-
icy Decision Function (PDF) is a logical entity of
the P-CSCF, which manages resource control for
the GGSN. The main function performed by the
P-CSCF is forwarding of the SIP messages from
the UE to other CSCFs and vice versa.

• S-CSCF (Serving-CSCF) performs the session and
services control for the end point. The main func-
tions performed by S-CSCF are registration, ses-
sion control for registered end points and inter-
action with service platforms (e.g application
servers). S-CSCF is always situated in the home
network, even in the roaming situation and when
the services of the visited network are used. Thus
the subscriber is always registered by S-CSCF of
the home network for the purpose of charging and
HSS access.
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Figure A1  3GPP architecture with SIP and service control (IMS)
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• SIP Application Servers (AS) may host and exe-
cute services. The SIP Application Server may
influence and impact on the SIP session on behalf
of the end systems, depending on the services.

• SLF (Subscription Locator Function) is used to
find the serving HSS. The SLF is not required in a
single-HSS environment. SLF is queried during the
Registration and Session Setup to get the address of
the HSS maintaining the subscriber specific data.
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Introduction

Wireless Local Area Networks (WLANs) have be-
come very popular in recent years. The most popular
technology is based on IEEE Standard 802.11 [1].
802.11-based WLANs are often considered as a wire-
less extension to the Ethernet standardised in IEEE
Standard 802.3 [2]. WLAN is used both as an alterna-
tive and a complement to wired LAN.

With the increasing popularity of IP technology, real-
time applications such as interactive two-way voice
and multimedia over IP have become popular. A nat-
ural evolution of voice over IP is voice over WLAN
(VoWLAN).

Like VoIP the growth of the VoWLAN market has
been slower than analysts predicted 1-2 years ago.
Still it is predicted that the market will take off soon.
The main hurdles to VoWLAN seem to be

• Security issues
• WLAN QoS mechanisms
• Handset availability.

New standards on security and WLAN QoS will gradu-
ally remove these hurdles. VoWLAN handsets and
VoIP software for PDAs with WLAN capability are
already available, but few have standardised QoS
functionality implemented so far. The WLAN Access
Points are potential bottlenecks for VoWLAN net-
works, and strategies for VoWLAN network manage-
ment need to be addressed before deploying VoWLAN.

Another issue is the integration of 3GPP systems and
WLANs. The data transmission capacity of a WLAN
is greater than that of a 3GPP connection. Conse-
quently, WLAN access to IP networks/Internet offers
better data throughput than 3GPP access: Where
available users prefer WLAN access to 3GPP data
access. A feasibility study carried out within the
3GPP project [3] describes six 3GPP-WLAN inter-
working scenarios.

802.11 standard

Basic mechanisms

IEEE adapted Standard 802.11 [1], which standard-
ised a WLAN technology in 1997. The standard was
revised in 1999. Later, several supplements and
amendments to the standard have been issued, and
there is ongoing work on new supplements and
amendments. The standard defines two modes of
operation;

• Ad hoc mode, where the stations communicate
with each other;

• Infrastructure mode, where an Access Point pro-
vides access to another network that may be fixed.

The standard defies the MAC (Medium Access Con-
trol) and physical characteristics. At present three
physical layer options are standardised:

• IEEE Standard 802.11b [4]. This is the technology
that has widest deployment today (end 2005). The
theoretical capacity of 802.11b is 11 Mbit/s and the
radio frequency band used is 2.4 GHz. The stan-
dard specifies the use of Complementary Code
Keying (CCK) Modulation.

• A high bit-rate alternative to this standard is speci-
fied in IEEE Standard 802.11a [5]. The theoretical
capacity of IEEE 802.11a is 54 Mbit/s. The devices
operate in the 5 GHz frequency band using Orthog-
onal Frequency Division Multiplexing (OFDM)
technology. The use of the 5 GHz frequency band
in Europe caused some problems with regulatory
requirements and interference with other services.
To overcome this problem, an amended version of
IEEE 802.11a, IEEE Standard 802.11h [6] was
developed. In Norway (and a number of other
European countries), the IEEE 802.11a/h systems
can only be used indoors.

Voice over WLAN (VoWLAN) – A wireless voice alternative?

T R O N D  U L S E T H  A N D  P A A L  E N G E L S T A D

Voice over WLAN (VoWLAN) is a natural evolution of VoIP. It is also a potential supplement or a

potential competitor to 3G mobile systems. This article presents an overview of WLAN technologies

and the issues that are relevant for voice communication over WLAN. The basic IEEE 802.11 mecha-

nisms are described, as well as new security and QoS mechanisms recently being standardised by

IEEE. Handover issues are addressed. A review of available papers on real-time communication over

WLAN highlights the challenges to VoWLAN. There is also a short discussion on 3G-VoWLAN inter-

working. Finally user equipment aspects and the market potentials are discussed.Trond Ulseth is
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• A high bitrate alternative based on transmission
on the 2.4 GHz radio frequency band is defined in
IEEE Standard 802.11g [7]. The OFDM technol-
ogy is also specified in IEEE 802.11g, and the
maximum theoretical bit-rate is 54 Mbit/s. For
backward compatibility with 802.11b devices, the
standard also specifies support of CCK modulation.

It is important to note that the capacity indicated is
the theoretical capacity. In a WLAN network the
actual throughput will depend on

• The radio transmission environment;

• The characteristics of the information to be trans-
mitted (i.e. packet size);

• The number of transmitters active.

The actual throughput will therefore be lower than
the maximum rate indicated.

802.11b and 802.11g devices can co-exist. Several
scenarios are possible:

• IEEE 802.11g only. When the Access Point (AP)
and all clients support 802.11g, communication
occurs at highest possible rate.

• IEEE 802.11g Access Point, mixed clients. When
the AP supports IEEE 802.11g and there is a
mixture of 802.11g and 802.11b clients, the AP
instructs the 802.11g clients to use a protection
mechanism. The consequence is a reduced through-
put, but the throughput for the 802.11g clients is
still higher than that for 802.11b clients.

• IEEE 802.11b Access Point, IEEE 802.11g clients.
The clients will operate in IEEE 802.11b mode.

To manage communication in a mixed b/g environ-
ment, protection mechanisms are described in IEEE
Standard 802.11g [7]. The principle is to use short
messages sent in 802.11b format:

• Request to Send (RTS)/Clear to Send (CTS)
messages;

• CTS-to-shelf mechanism where only a Clear to
Send message is sent to clear the air.

IEEE has recently initiated work on a new high-speed
WLAN standard identified as IEEE Standard

802.11n. It will probably work in the 2.4 GHz fre-
quency band. The transmission capacity is expected
to be 2-4 times that of 802.11a/g. An optimistic
workplan indicates approval of the standard late
2006.

DCF (Distribution Coordination Function) is the
mandatory 802.11 access control function. The DCF
uses CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance). Before transmitting, the end-
point senses the radio channels to determine if an-
other end-point is transmitting on the same radio
channel. The basic DCF signal flow is illustrated in
Figure 1. If the radio channel has been sensed idle
for a period equal to

DIFS + BackoffTimer

where

DIFS is defined in Table 2,

BackoffTimer = Random() * SlotTime,

Random() is a pseudorandom number drawn from a
uniform distribution over the interval [0, CW]. CW
shall be within the range

CWmin ≤ CW ≤ CWmax

CWmin , CWmax and SlotTime depend on the physical
characteristics. They are described in Table 1. The
parameters for IEEE 802.11g depend on the working
mode, the default SlotTime is 20 µs, but 9 µs is used
when all stations of the BSS1) support 802.11g.

Figure 1  DCF method signal flow

CWmin CWmax SlotTime

IEEE 802.11a, g 15 1023 9 µs2)

IEEE 802.11b 31 1023 20 µs

Table 1  Physical medium dependent parameters of
IEEE 802.11 WLAN

1) BSS – Basic Service Set. A set of stations controlled by a single coordination function.
2) For IEEE 802.11g the SlotTime is 20 µs unless all stations in the BSS support the high-speed mode.

DIFS Backoff

Payload

SIFS

ACK

DIFS
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The CW parameter shall initially be chosen in the
range [0, CWmin]. After every unsuccessful transmis-
sion attempt the CW parameter is doubled until the
value of CWmax is exceeded. The CW parameter then
remains at this value until it is reset. The CW para-
meter is reset after each successful transmission.

Each received MSDU (MAC Service Data Unit)
requires an ACK message. The time interval between
the MSDU and the ACK, and the ACK and the next
MSDU shall be equal to SIFS. Two carrier detection
mechanisms are identified in [1]:

• Physical mechanism
• Virtual mechanism.

The physical mechanism is described in each relevant
supplement [4], [5] and [7]. The virtual mechanism is
based on the use of a Duration/ID field to create an
internal timer, the Network Allocation Vector
(NAV). The Duration/ID field is present in directed
frames and in the optional RTS/CTS frames.

When a packet is not received correctly, the MAC
layer retransmits the lost packet. Several attempts
might be carried out. The default number of retrans-
missions specified in IEEE Standard 802.11 is 7 for
data packets and 4 for RTS packets.

The DCF has no priority mechanism and can be con-
sidered as a best effort service. It is found to have

poor performance under heavy and unbalanced load
conditions [8].

The PCF (Point Coordination Function) is an optional
access method. This method uses a Point Coordinator
(PC). The PC shall operate at the Access Point to
determine which end-point currently has the right to
transmit. The operation is essentially that of polling
where the PC is performing the role of polling mas-
ter. The PCF method signal flow is illustrated in
Figure 2.

The PCF provides mechanisms for prioritised access
to the wireless medium. Two time intervals, CFP
(Contention-Free Period) and CP (Contention Period)
are defined. A CFP and the following CP forms a
superframe. A superframe must include a CP that is
long enough to allow at least one MSDU delivery.
During CFP the PCF is used for accessing the
medium, while DCF is used during CP. When in CFP
mode the CP senses the wireless medium for a period
PIFS which is shorter than DIFS but longer than
SIFS. If the medium is free, the transmission is initi-
ated. The PC will thus have priority over clients that
operate in DCF mode, but does not disturb transmis-
sion of ACK frames.

A superframe starts with a beacon management frame
transmitted by the AP. Based on this frame all other
devices update their NAV. The PC now controls the
wireless medium. All clients identified in the CP
polling list will then be polled. The PC asks the client
to transmit pending frames. Pending frames to the
actual client will be included in the polling frame.
The client shall acknowledge the successful receipt
of the poll and any data. If no response is received
within the time interval PIFS (from end of data sent
by PC), the next client on the polling list is polled.
Therefore no idle period longer than PIFS occurs
during PCF.

When the PCF period expires or all the clients on the
polling list have been polled, a CF-End frame is sent.
The Contention period using DCF as described in the
previous section is then initiated. When CP has ex-
pired, a new superframe starts. The CP maintains a

Figure 2  PCF method signal flow

PIFS

Beacon

SIFS

CF End

SIFS SIFS

D1 + Poll

U1 + ACK

D2 + Poll

SIFS SIFS

U2 + ACK

Contention-free period

Contention

period

(DCF)

DIFS DCF Interframe Space. DIFS = SIFS + 2xSlotTime

PIFS PCF Interframe Space. PIFS = SIFS + SlotTime

SIFS Short Interframe Space. Is 16 µs for IEEE 802.11a and 10 µs for

IEEE 802.11b/g

EIFS Extended Interframe Space. EIFS = SIFS + tACK + tPreamble+

tPLCPHeader+ DIFS

SlotTime Depends on the physical medium, is 20 µs for IEEE 802.11b and

9 µs for IEEE 802.11a. For IEEE 802.11g the SlotTime is 20 µs except

that an optional 9 µs SlotTime may be used when all stations in the

BSS consist of high-speed (non 802.11b) stations.

Table 2  Time intervals defined in the IEEE 802.11[1] standard
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polling list based on the responses to a contention-
free poll.

In the IEEE 802.11 [1] standard a number of time
intervals are defined. For clarity these intervals are
defined in Table 2.

In addition to the payload there are several headers
and control packets that influence the throughput of
a WLAN connection. An overview of these headers
is presented in Table 3.

For speed adaptation all PHY headers are sent with
a rate of 1 Mbit/s when using CCK modulation or
6 Mbit/s when using the OFDM technology. The
consequence is that the header related delay is
192 µs (CCK modulation) or 60 µs (OFDM).

QoS extensions

The IEEE Standard 802.11e amendment was intro-
duced to support QoS on the 802.11 MAC layer [9].
The basis of 802.11e is the Hybrid Coordination
Function (HCF), which is the enabler for QoS sup-
port. HCF has two medium access mechanisms;
Enhanced Distributed Channel Access (EDCA) and
HCF Controlled Channel Access (HCCA). EDCA is
used for contention access, while HCCA is for conten-
tion-free access controlled by polling from the access
point. These relationships are shown in Figure 3.

To understand the principal differences between
EDCA and HCCA, one may draw the analogy to IP
level DiffServ and IntServ. EDCA, like DiffServ,
divides traffic into traffic classes and provides priori-
tised, qualitative, and relative differentiation between
the traffic classes without providing any hard guaran-
tees. On the other hand, HCCA (like IntServ) can
handle traffic on a per-application level and provides
parameterised, quantitative and “guaranteed” differ-
entiation. Although the “guarantees” of HCCA are
harder than those of EDCA, it is always difficult to
talk about guarantees when dealing with the inher-
ently unreliable 802.11 medium.

In the following, we will summarize the main charac-
teristics of EDCA and HCCA, and finally turn our
attention to other features of 802.11e for QoS support
and for improving performance in general.

EDCA

EDCA is an improvement of the DCF medium access
mechanism of the base 802.11 specification in Figure
3. It is therefore also referred to as Enhanced DCF

(EDCF). With legacy 802.11 (i.e. without 802.11e),
the DCF provides per-station channel access and the
post-backoff mechanism of 802.11 ensures fairness
between each station. This means that if many sta-
tions associate and communicate over an AP, they
will all get an approximately equal share of the chan-
nel bandwidth. This fairness property is in some ways
a very compelling feature of DCF, but not if QoS is
to be supported. Another drawback of DCF in terms
of QoS is that it specifies the use of only one single
transmission queue per station, limiting the opportu-
nities for QoS differentiation even further. With
802.11e, EDCF addresses those two shortcomings
of DCF. First, EDCF introduces the possibility of
“unfairness”; i.e. that some traffic classes get a higher
share of the channel capacity. Second, the traffic
classes are split into separate queues.

IEEE Standard 802.1D [10] provides guidance on the
mapping of user priorities into eight different traffic
classes. However, one has decided that differentiation
between four groups of traffic will be sufficient for
802.11e. 802.11e therefore introduces four classes,
also known as Access Categories (ACs), and a trans-

Figure 3  Relation between HCCA and EDCA of
802.11e HCF, and relation to PCF and DCF of
legacy 802.11

3) In IPv4 the headers are 40 bytes; in IPv6 the headers are 60 bytes.
4) The CF poll frame may or may not contain data.

Headers and control frames Size (Bytes)

PHY header 24

MAC header 34

Voice packet headers (RTP/UDP/IP) 40/603)

RTS 20

CTS 14

ACK 14

CF Poll 344)

CF End 20

CF End + ACK 20

Table 3  WLAN headers and control frames

802.11e HCF

Legacy

PCF

Legacy DCF

HCCA EDCA
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mission queue associated with each AC on each sta-
tion. Figure 4 shows how the aforementioned eight
user priorities should be mapped to the four ACs.

EDCF gives different priority to each AC by provid-
ing different channel access parameters as shown in
Table 4. Since each transmission queue accesses the
channel more or less independently from the three
other transmission queues and with a different set of
access parameters, the differentiation between the
ACs are ensured. In Table 4, we see that Voice-over-
WLAN traffic is assigned the highest priority.

The traffic class differentiation of EDCF is based
on assigning different access parameters to different
ACs. First and foremost, a high-priority AC is
assigned a minimum contention window that is lower
than (or at worst equal to) that of a lower-priority AC.
At a lightly loaded (or “unsaturated”) medium, the
post-backoff of the high-priority AC will normally be
smaller than the post-backoff of a low-priority AC,
resulting in an average higher share of the channel
capacity. Moreover, as the channel gets more con-
gested (or “saturated”), the high-priority AC will on

average have to refrain from the channel for a shorter
period of time than what the low priority AC has to.
In other words, while the contention window is fixed
without 802.11e, now it is set differently for each
AC. Using queue scheduling as an analogy, one may
compare differentiation based on contention windows
with Weighted Fair Queuing, because of the statisti-
cal nature of the weighted backoff process.

Table 4 shows that IEEE recommends a very small
minimum contention window for Voice-over-WLAN
traffic. The voice traffic gets the highest priority and
the delay and jitter due to random access is minimized.

Another important parameter setting is the Arbitrary
Interframe Space (AIFS) value, measured as a Short
Interframe Space (SIFS) plus an AIFSN number of
timeslots. In other words, AIFS is a modification of
the DIFS of 802.11. While DIFS uses SIFS plus two
additional timeslots, AIFS allows for the use of more
than two timeslots. Normally the highest priority
AC(s) will be assigned an AIFS that is equal to DIFS,
while lower priority ACs are assigned a larger AIFS.
In general, a high-priority AC is assigned an AIFSN
that is lower than (or at worst equal to) the AIFSN of
a lower-priority AC. The most important effect of the
AIFSN setting is that the high-priority AC normally
will be able to start earlier than a low priority AC to
decrement the backoff counter after having been
interrupted by a transmission on the channel. At a
highly loaded channel where the decrementing of the
backoff counter will be interrupted by packet trans-
missions a large number of times, the backoff count-
down of the high-priority AC will occur at a higher
average speed than that of the lower-priority AC. As
the wireless medium gets more and more congested,
the average number of empty timeslots between the
frames transmitted by the higher-priority ACs might
be lower than the AIFSN value of the low-priority
AC. At this point, the AC will not be able to decre-
ment its backoff counter, and all packets will finally
be dropped instead of being transmitted. This is
referred to as “starvation”. Using queue scheduling as
an analogy, one observes that this kind of differentia-
tion can be compared with priority queuing, due to
this starvation property.

Table 4 shows that IEEE recommends the smallest
possible AIFS value (equal to DIFS) for Voice-over-
WLAN. This translates into faster access to the chan-
nel due to faster average backoff countdown rate. It
also means that the chances of Voice-over-WLAN
traffic to experience starvation are minimized.

Other differentiation parameters that may be adjusted
in 802.11e (and which are also explicitly or implicitly
included in the model proposed below) are the retry

Figure 4  Recommended mappings of User Priorities to 802.11D traffic
classes and to 802.11e Access Categories (ACs)

Table 4  Recommended (default) parameter settings for 802.11e when
used in combination with 802.11g

AC[3] AC[2] AC[1] AC[0]

AIFSN 2 2 3 7

CWmin 3 7 15 15

CWmax 15 32 1023 1023

Retry limit

(long/short) 7/4 7/4 7/4 7/4

(UP - same as Designation Category (Informative)

02.1D user (AC)

priority)

lowest 1 BK AC_BK Background

2 - AC_BK Background

0 BE AC_BE Best effort

3 EE AC_BE Best effort

4 CL AC_VI Video

5 VI AC_VI Video

6 VO AC_VO Voice

highest 7 NC AC_VO Voice
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limit (i.e. how many times a packet is attempted to be
transmitted before it is dropped), the maximum con-
tention window and the TXOP-limit, namely the
maximum length of a “transmission opportunity”.

In 802.11e Transmission Opportunity (TXOP) is
introduced. While in legacy 802.11 the channel is
accessed on a per-frame basis, in 802.11e stations
contend for time intervals (TXOPs) where the node is
allowed to transmit. The key idea is that short frames,
such as Voice-over-WLAN packets, would get an
unfairly low share of the channel bandwidth if access
were on a per-frame basis. With 802.11e, a QoS Sta-
tion (QSTA) may for example fill a TXOP with a
series of shorter packets, and will not have to contend
for the channel for each packet separately.

Another benefit of the TXOP is that QSTAs that are
sending on a low bit-rate will not keep the channel
busy any longer than stations sending at higher bit
rates. The transmission interval that is assigned to a
transmission is fixed, and it is up to the QSTA to fill
the TXOP with packets or packet fragments.

Although Table 4 listed the recommended parameter
values for each AC, the access point (also referred to
as “QAP” in 802.11e) may adjust these dynamically.
Each periodically transmitted beacon frame may
include an Information Element containing these set-
tings. The other stations (also referred to as “QSTAs”
in 802.11e) overhear the Beacon and set the access
parameters accordingly. The beacon frame also con-
tains information about the number of stations in the
BSS, channel utilization and available capacity for
the channel and QoS capabilities that are supported
at this QAP.

Despite the fact that 802.11e introduces a separate
transmission queue per AC, and despite the fact that
each AC accesses the channel with different access
parameters and with a separate state, it should be
noted that access to the channel is not entirely inde-
pendent. The problem arises when two ACs on a
QSTA attempt to access the channel at the same time.
802.11e solves this conflict by allowing the AC of the
highest priority to be transmitted while the other AC
is going through the backoff procedure as if it experi-
enced a collision on the wireless channel. In other
words, there is a separate contention-based mecha-
nism occurring between the transmission queues on
each station before packets are transmitted on the
wireless medium. This internal conflict resolution
mechanism is taken care of by a module called the
Virtual Collision Handler as depicted in Figure 5.

HCCA

Just like EDCA is the 802.11e improvement of
legacy DCF, HCCA is the 802.11e counterpart of
legacy PCF, see Figure 3. Like PCF, HCCA is based
on polling. Since an access point (QAP) must be in
charge of the polling, HCCA is only possible in an
Infrastructure BSS (referred to as QBSS in 802.11e).

HCCA is possible by allocating some parts of the
super-frame to polling. In fact, the super-frame con-
cept of 802.11e is the same as that of 802.11, except
for the use of TXOPs. The frame starts with a beacon
that announces the length of the Contention Period
(CP) and Contention-Free Period (CPF). HCCA does
not suffer from the same problem as PCF with unpre-
dictable beacon delays, because the QSTAs are not
allowed to transmit at the time when the beacon
frame should be transmitted. The last frame before
the beacon frame must be short enough to finish
before the beacon frame.

HCCA is used alone in the CPF but also in CP
together with EDCF. Controlled channel access is
used in periods called Controlled Access Periods
(CAP) where polling is done by the HC. Controlled
Contention Intervals (CCI) may also occur in the
CAP where stations only contend for the medium
for requesting new TXOPs. The stations can request
the TXOPs by sending a special reservation request
frame to the HC during this period. By having the
highest priority, the HC can allocate TXOP to itself
whenever it has a frame to send. The HC waits for
the medium to be idle for a PIFS interval of time and

Figure 5  Virtual Collision Handler

AIFS[0]

BO[O]

AIFS[1]

BO[1]

AIFS[2]

BO[2]

AIFS[3]

BO[3]

Virtual collision handler

Access categories

0 1 2 3
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then gives itself a TXOP without entering the backoff
procedure. In this way the HC has priority over any
other AC or 802.11 station. In the CP period the sta-
tions use the EDCF mechanisms to get TXOPs, but
can also be polled by the HC where they get a TXOP
and can deliver as many MSDUs as fit into to the
time allocated by the TXOP. In the CFP period, sta-
tions cannot contend for the medium by using EDCF
but can only be polled by the HC.

HCCA might be useful for Voice-over-WLAN traffic,
especially when the traffic load on the WLAN is high.
It requires an appropriate scheduling mechanism
implemented for the polling. The algorithm is imple-
mentation specific and not covered by the standard.

Other features of 802.11e

Contention Free Bursting and Block ACKs in a TXOP

As mentioned earlier 802.11e allows for sending mul-
tiple MSDUs during the TXOP if they fit in the time
available. This is called Contention Free Bursting
(CFB).

Another improvement is that in 802.11e multiple
MSDUs can be transmitted in a row without being
acknowledged separately. Instead, all the frames are
acknowledged with a single ACK. This gives better
performance under good channel conditions. The
delay from having to acknowledge every MSDU
before sending the next is avoided. Block ACKs can
be sent either by the end of the TXOP of the transmit-
ted MSDUs or in a later TXOP.

Direct Link Protocol for direct communication

between QSTAs

With legacy 802.11 STAs, communication between
two STAs belonging to the same BSS relays via the
AP. Hence, more than twice as much of the channel
capacity is required as compared to direct communi-
cation. With the Direct Link Protocol (DLP), two
802.11e QSTAs can use the AP to negotiate a direct
link between them without having to send traffic via
the QAP. However, we believe that the usefulness of
this mechanism might be limited for many applica-
tions of Voice-over-WLAN traffic. For IP telephony
over WLAN, for example, the communicating parties
will often be physically located so close together that
they might not need to speak on the phone.

Security

The wireless link gives potential attackers an easy
access to the transport medium. Security is therefore
a challenge to WLANs. WEP (Wired Equivalent
Privacy) is a security mechanism specified in IEEE
802.11 [1]. The intention is to provide a security level
equivalent to that of a wired LAN. The encryption
algorithm used is the RC4 algorithm, a symmetric

algorithm developed in 1987. The standard specifies
a 40 bits key. Several suppliers have also imple-
mented a 128 bits key. Although WEP provides secu-
rity improvements compared with no mechanism,
several weaknesses have been discovered. The WEP
user authentication solution is also considered insuffi-
cient.

IEEE Standard 802.11i [11] has recently been app-
roved by IEEE. In addition to data encryption, the
standard provides improved authentication and autho-
rization capabilities. The standard specifies two data
encryption mechanisms:

• TKIP (Temporal Key Integrity Protocol). This
mechanism is also known as WPA (WiFi Alliance).

• CCMP (Counter mode with CBC-MAC Protocol).
This mechanism is also known as WPA2 (WiFi
Alliance).

TKIP is considered as a first step towards more robust
security solutions. While TKIP uses the RC4 encryp-
tion algorithm, CCMP uses the AES (Advanced
Encryption Standard) algorithm. AES is a new, strong
symmetric encryption algorithm. The key is 128 bits.

There are specified authentication and access control
procedures for the WLAN. This mechanism only
gives the user access to the authentication server prior
to authentication. All other traffic is stopped at the
Access Point. The authentication occurs when a client
first joins a network. Then, periodically, authentica-
tion recurs to verify that the client has not been sub-
verted or spoofed. Although these mechanisms, par-
ticularly those specified in IEEE Standard 802.11i
[11] (or WPA/WPA2), provide protection to attackers
on the radio access, they are not problem free for
VoWLAN users. One cryptographic related problem
is increased media link delay. Investigations made by
Barbieri et al. [12] address these issues. The focus of
these investigations is an IPSec implementation. It is
however clear that the problems are independent of
the security protocols used.

The cryptographic engine may be a bottleneck, par-
ticularly when there is a mixture of real-time traffic
and non real-time traffic, which usually is the case for
Access Points. The design of the QoS and crypto
mechanism need to be aligned. Another issue is the
increased overhead which requires more processing
(and increased delay) in the network elements.

Security issues for VoIP protocols are addressed in
[18]. The mechanisms identified may solve the
VoWLAN security problems, but the problems
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related to the use of the WLAN security mechanisms
(i.e. WEP or 802.11i mechanisms) remain unsolved.

Handover and roaming

One of the WLAN mobility related problems is seam-
less handover and roaming. Before discussing these
issues it could be useful to clarify the terminology.
The 3rd Generation Partnership Project (3GPP) has
published a report where the terminology used within
the project is documented [13]. In this report there are
two descriptions of Handover:

The transfer of a user’s connection from one radio
channel to another (can be the same or different
cell).

Or,

The process in which the radio access network
changes the radio transmitters or radio access
mode or radio system used to provide the bearer
services, while maintaining a defined bearer ser-
vice QoS.

The description of Roaming is,

The ability for a user to function in a serving net-
work different from the home network. The serving
network could be a shared network operated by
two or more network operator.

These descriptions are not always followed, the term
roaming is often used to describe handover. Roaming
as described above involves two service providers.
The access control mechanisms may be more compli-
cated than those of handover. Roaming issues will
not be addressed in this paper.

When a WLAN client is operating in infrastructure
mode it will try to associate with an Access Point
(AP) in its vicinity. Each AP constitutes a basic
service set (BSS) and all the traffic to and from the
clients will go via the AP. To cover a larger area,
multiple Access Points can be connected via a distri-
bution system (DS) to form an extended service set
(ESS). When a client is moving out of the coverage
area (cell) of one AP it can reassociate with another
AP (within the same ESS). This is handover.

The new Access Point may support different tech-
nologies, e.g. Access Point 1 could support 802.11b
only while Access Point 2 may support 802.11a only.
In this case there is a technology change involved.
This handover scenario is often described as Vertical

handover, while handover from e.g. one 802.11b
Access Point to another 802.11b Access Point often
is described as Horizontal handover.

Descriptions of the handover process are given in
[14] and [15]. During the handover, management
frames are exchanged between the mobile station and
the AP. A WLAN client cannot associate with two
Access Points at the same time. The consequence is
that the communication will be interrupted during the
handover period, and voice packets are delayed or lost.

A trial-use standard [16] describes recommended
practices for implementation of an Inter-Access
Point Protocol (IAPP) on a Distribution System (DS).
Aironet, Lucent Technologies, and Digital Ocean
jointly developed the Inter-Access Point Protocol
(IAPP). Among other things, IAPP extends multi-
vendor interoperability to the roaming function. It
addresses roaming within a single ESS and between
two or more ESSs. The 802.11 standard [1] describes
two scanning methods to identify APs within the ESS:

• Passive scanning
• Active scanning.

A station using Passive scanning switches to the first
channel allowed by the regulatory domain and waits
for Beacon5) frames. If the station receives a Beacon
frame, it measures the Signal-to-Noise Ratio and
stores additional Access Point information. After a
specific time, the station switches to the next channel
until every channel is scanned. To speed up this pro-
cess the non-overlapping channels may be scanned.
This alternative is called Fast passive scanning.

When using Active scanning the station attempts to
find the network by transmitting probe frames. The
station moves to the first channel and waits for the
Probe Delay Timer to expire. If an incoming frame
is detected, the channel is in use and will be probed.
The purpose of this scanning procedure is to find
every BSS that the station can join.

Like passive scanning the non-overlapping channels
may be scanned to speed up the process (Fast active
scanning). Simulations of handover between two
802.11b Access Points and using the IAPP protocol
have shown that when normal passive scanning is
used, the handover delay is more than 600 ms [14].
The normal active scanning procedure is faster, [14]
indicates it is in the range between 110 ms and 160
ms depending on the number of stations within the

5) A Beacon frame is a frame the Access Point sends periodically to announce its presence and relay information.
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BSS, while the delay of the fast active scanning pro-
cedure may be in the range between 25 and 30 ms.

Practical experiment results reported by Mishra et al.
[15] indicate however that these figures may be opti-
mistic. The experiments were carried out on networks
using Access Points from two manufacturers using
three different PCMCIA cards on the same PC. The
handover was repeated several times. Large delay
variations were observed. The results and standard
deviations are illustrated in Figure 6.

It can be concluded that there are large variations
between stations. Even the best combination reported
causes loss of two – three 20 ms packets, which is
perceptible. 

IEEE is currently working on a new standard, IEEE
802.11r. The current workplan indicates publication
of the new standard in 2007. One of the goals of the
standard is to eliminate perceptible disconnections
during handover. Although Roaming is not discussed
in this paper, it is worth mentioning that an industry
group is working on a roaming protocol, International
Roaming Access Protocol (IRAP) [17]. ETSI has
decided to use this protocol in the work on standards
for Next Generation Networks.

Real-time communication over

WLAN

The basic mechanisms and quality issues for real-
time communication over an IP network are dis-
cussed in [18] and [19]. Voice (and real-time inter-
active multimedia) communication is delay sensitive.
For that reason voice packets are sent with short
intervals, usually 20 ms. The packets are small,
between 60 bytes and 200 bytes, depending on the
speech coding algorithm chosen, when using IPv4.
On the other hand, typical data packets are 1400 –
1500 bytes.

As explained in the section describing the basic IEEE
802.11 mechanisms, there need to be an idle period
equal to DIFS + BackoffTimer before a new station
can start transmission. The minimum average value
of this interval is 360 µs for 802.11b and 101.5 µs for
802.11a. In addition to the payload, each packet also
contains PHY headers that are transmitted at a low
bitrate, the delay introduced by these is 192 µs when
using CCK (802.11b) and 60 µs when using OFDM.

The transmitting time of a 200 bytes voice packet is
approximately 150 µs when the link rate is 11 Mbit/s
and approximately 30 µs when the link rate is
54 Mbit/s. Compared with the sum of the DCF carrier-
sense period and the time used to transmit the PHY
headers, the payload transmission may be less than one
third of the total time used to transmit a packet. The
consequence is that voice communications over WLAN
has a large overhead. This is illustrated by Aranz et al.
[20] who have measured the throughput of UDP-based
transport over an 802.11b WLAN. The measurements
are carried out under high communication link (radio)
SNR and low (<10 dB) communication link SNR.
Other parameters that are varied are the packet size
and the WLAN transmission speed. The measurement
results for the 11 Mbit/s and 5.5 Mbit/s modes are
described in Figure 7. These results illustrate the effect
of the overhead, transmission rate and carrier to noise
ratio on the throughput. It is also illustrated that lower
transmission rates may be beneficial when the radio
transmission conditions are unfavourable. However
this effect is not large for typical voice packets.

The throughput dependence of packet size means that
the number of simultaneous voice connections in-
creases when the packet interval (and the packet size)
increases. Figure 8 (802.11b) and Figure 9 (802.11a)
based on simulations reported by Garg and Kappes
[21] illustrate this effect.

The simulation results also show that for packet inter-
vals of 40 ms or less the choice of speech coding
algorithm only has a small effect on the number of
voice connections over a WLAN. The figures also

Figure 6  Handover delay reported by Mishra et al. [15]

Figure 7  802.11b WLAN throughput measured by Arranz et al.
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indicate that the maximum number of voice connec-
tions over an 802.11a WLAN is about five times
higher than the maximum number when transmitting
over an 802.11b WLAN. Due to possible co-exis-
tence with 802.11b clients the capacity of an 802.11g
WLAN is less than an 802.11a WLAN. Results pre-
sented by Doufexi et al. [22] show that for 1500 bytes
packets and high Carrier to Noise ratio (CNR) in the
54 Mbit/s mode, the throughput of 802.11a is approx-
imately 26 Mbit/s while the throughput when using
802.11g is 17 Mbit/s.

On the other hand, the coverage of 802.11g is better
than 802.11a, which means that at the same distance
from the Access Point, an 802.11g system may be
able to operate in a higher data rate mode than an
802.11a system.

Coupechoux et al. [23] have assessed the maximum
number of simultaneous voice calls as a function of the
distance between the Access Point (AP) and the client
when different speech coding algorithms are used. The
WLAN used in the simulations is 802.11b. The results
are described in Figure 10. The packet intervals are
different for the three codecs; 10 ms for G.711[24],
20 ms for GSM EFR [25] and 30 ms for G.723.1 [26].

It is found that on average, the human voice has a
speech activity factor of about 42 %. There are pauses
between sentences and words with no speech in either
direction. Also voice communication is usually half-
duplex; i.e. one person is silent while the other speaks.
One can take advantage of these two characteristics to
save bandwidth by halting the transmission of cells
during these silent periods. This is known as Voice
Activity Detection (VAD) or silence suppression.

Implementing VAD/Silence suppression may be ben-
eficial in bottleneck scenarios such as VoWLAN.
However, there are problems and limitations. If it is
not operating correctly, it can decrease the intelligi-
bility of voice signals and overall conversation qual-
ity. When the first utterance is detected after a silence
period, it has to switch on transmission quickly in
order to avoid loss of information that can make it
difficult to understand what is said.

Another important parameter is the hangover time,
i.e. the period from silence detection until transmis-
sion is stopped. The hangover time should be short in
order to improve the efficiency, but it should be long
enough to ensure that transmission of low-energy
parts of the speech are not stopped. Hums or short
utterances like Okay, Yes and so on will reduce the
advantage of silence suppression.

Simulations have been carried out where the average
data transmission rate is a variable parameter [27].
The voice codec used was ITU-T Recommendation
G.711, the packet intervals were 10 ms, and silence

Figure 8  Maximum number of VoIP connections using IEEE 802.11b
and different packet intervals

Figure 9  Maximum number of VoIP connections using IEEE 802.11a
and different packet intervals

Figure 10  Number of simultaneous connections vs. distance between
AP and client, 802.11b
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suppression was implemented. The parameter used
to define the voice capacity is packet loss equal to
or less than 2 %.

Without data traffic an 802.11b WLAN without any
voice prioritisation mechanism can support 10 simul-
taneous voice calls. When 1 Mbit/s additional data
traffic is originated in the fixed network and sent to
the wireless station the number of simultaneous voice
calls is seven. Increasing the data traffic to 2 Mbit/s
reduces the number of simultaneous calls to five,
while 4 Mbit/s data traffic precludes any voice call
due to downlink congestion on the WLAN.

The WLAN related delay for voice packet of 200
bytes or lessis small, typically 2 ms, when the traffic
is below the maximum capacity of the WLAN.

A Proxim White Paper [28] illustrates the impact of a
mixture of voice and data traffic on the access delay.
The CDF (Cumulative Distribution Function) of the
access delay for three traffic scenarios is illustrated in
Figure 11. The scenarios are:

1 A wireless channel is fully loaded with voice traffic;

2 50 Mbit/s data traffic generated by five additional
users;

3 Same data traffic as item 2, and the number of
voice users is reduced.

The WLAN infrastructure is IEEE 802.11a, and the
voice codec bit-rate is 64 kbit/s with 20 ms packet
intervals. For a voice only scenario the access delay for
90 % of the packets is less than 10 ms. When data traf-
fic is added, the median delay is about 15 ms, and the
maximum delay is approx. 200 ms. When the number
of voice users is reduced, the performance in terms of
median delay improves, but the maximum delay is still

above 100 ms. Figure 11 also shows that the delay vari-
ations (the jitter) increase when data traffic is added.

It is clear that the Access Point is a bottleneck; when
there are N stations transmitting the Access Point must
access the wireless medium N times for every time
each station accesses the wireless medium. The
optional PCF mechanism may reduce this problem.
Köpsel and Wolisz [29] have evaluated the suitability
of the DCF and PCF mechanisms for the transmission
of interactive real-time voice. The simulations assume
a traffic mix consisting of 15 % real-time traffic and
85 % best-effort traffic. The voice packets are 200
bytes and the packet intervals are 20 ms. The simula-
tions show that the maximum available throughput for
DCF mode is about 83 % of the channel bandwidth,
while the maximum available throughput for PCF
mode is 87–89 % of the channel bandwidth.

The voice capacity of a 2 Mbit/s IEEE 802.11 WLAN
is 12 when working in DCF mode and 15 when work-
ing in PCF mode. There are a lot of other studies on the
use of PCF in a VoWLAN scenario. However,
although some of these indicate that there might be a
capacity improvement, almost no commercial WLAN
product has this option implemented. The use of PCF is
therefore more an academic issue than a real life issue.

3G voice and VoWLAN –

Competitors or partners?

The data communication capacity of the 3rd Genera-
tion mobile system is limited. Where available
WLAN access may improve the data communication
capabilities. The complementary use of WLAN is
considered as an extension of 3G data services.

A feasibility study carried out within the 3GPP pro-
ject [3] describes six 3GPP-WLAN interworking sce-
narios. Table 5 presents these scenarios and related
capabilities. The scope of this study is not limited to
data communication, and includes the whole range of
3G services.

The scenarios most relevant to VoWLAN are the
packet-based real-time services of 3G, i.e. scenarios 3, 4
and 5 of Table 5. The scenario extends the 3G IMS ser-
vices to the WLAN; it is however a matter of implemen-
tation whether all services or a subset of the services are
provided. Scenario 3 does not provide service continu-
ity. When a user changes access (e.g. from 3G to
WLAN), the sessions need to be re-established. Sce-
nario 4 allows the services to survive a change of access
between WLAN and 3G systems, but the change of
access may be noticeable to the user. In the fifth sce-
nario aspects such as data loss and break time during the

Figure 11  Delay Cumulative Distribution Function IEEE 802.11a
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switch between access technologies are similar to the
interruption perceived during an internal 3G handover.

However, these functionalities will hardly be imple-
mented on a short term. Compared with the increased
data communication capacity VoWLAN-3G inter-
working does not provide any technical advantage to
the user, the only possible advantage could be eco-
nomic (i.e. cheaper connection).

User equipment

An increasing number of laptop PCs and PDAs now
have WLAN support in its standard configuration.
Like VoIP over fixed IP networks solutions for
VoWLAN applications can be based on software
client implemented on these devices.

There are however limitations related to the use of
PCs as voice clients. The reliability of a PC and its
software has not yet reached that of a telephone. A
strong argument for using VoWLAN is mobility. A
laptop PC is mobile, but it is not very convenient to
use it as a mobile telephone device.

The PDAs may be a better alternative, but tests car-
ried out indicate that some PDAs may have perfor-
mance problems and do not fully meet the real-time
requirements of voice communication. The problem
may not necessarily be the PDA itself, but the Oper-
ating System.

WLAN telephones have been on the market for more
than five years. The most successful supplier seems to
be Spectralink, which had 70 % of the market in 2002.

The company has established partnership with several
other suppliers such as Avaya. It is important to note
that Spectralink offers a proprietary QoS solution. The
solution requires that Spectralink supplies both the
handset and the Access Point. One market segment
they address is Healthcare. The Spectralink products
are ITU-T Recommendation H.323 compliant.

Another H.323-based WLAN telephone that has been
on the market for quite a while is Symbol NetVision
Phone. However, Symbol has recently announced
that this product is discontinued. This is probably
linked to an introduction of a new family of devices
called Enterprise Digital Assistant (EDA). These
devices have WLAN access and integrated VoIP
functionality.

There are now companies in the Far East offering
801.11b-based handsets at less than 200 $. Most
VoWLAN handsets support WEP security, and a few
handsets support WPA/WPA2 security. As already
indicated Spectralink offers a proprietary QoS solu-
tion. There are also handset or PDA soft clients that
claim conformance with the WiFi Alliance WMM
standard, the forerunner of IEEE 802.11e. Some sup-
pliers are also claiming that their product is prepared
for support of QoS by a software upgrade.

It is expected that the number of VoWLAN handsets
will increase rapidly. Broadcom has introduced a chip-
set solution for the development of a wireless VoIP
handset that will support voice and data applications
(web browsing, email, and instant messaging) within
an 802.11g WLAN environment. The chips include
integrated support for advanced security and QoS.

Scenarios Scenario 1: Scenario 2: Scenario 3: Scenario 4: Scenario 5: Scenario 6

Common 3GPP system Access to Service Seamless Access to

billing and based 3GPP system continuity services 3GPP system

Service and customer access control PS based CS based

operational capabilities care and charging services services

Common billing X X X X X X

Common customer care X X X X X X

3GPP system based Access Control X X X X X

3GPP system based Access Charging X X X X X

Access to 3GPP system PS based X X X X

services from WLAN

Service Continuity X X X

Seamless Service Continuity X X

Access to 3GPP system CS based X

Services with seamless mobility

Table 5  3G-WLAN Scenarios and capabilities identified by 3GPP [3]
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Texas delivers a WLAN IP Phone Solution and des-
cribes a reference implementation. It is believed that
this would contribute to cheaper VoWLAN handsets.
This trend is strengthened by the TIA/EIA decision to
develop a standard for VoWLAN [30].

It is also predicted that future mobile devices will
support multiple wireless standards [31]. An obvious
combination is 3G and WLAN. The main benefit of a
3G/WLAN device is the increased data communica-
tion capacity when accessing a WLAN. The benefits
for voice are less obvious, but use scenarios where a
voice call is made simultaneously with data commu-
nication is an example where the users may benefit
from VoWLAN. Market analysts have indicated that
by 2009, roughly 30 % worldwide of all cellular
voice devices will have some type of WLAN, and
roughly 18 % of cellular voice devices will incorpo-
rate WLAN designed to carry voice [32].

The future – 

Will VoWLAN be a success (factor)?

Voice over WLAN is based on two independent tech-
nologies:

• Wireless LAN
• Voice over IP.

The success of these two technologies is the first con-
dition for the success of VoWLAN. In spite of secu-
rity shortcomings, WLAN has already been a success,
both in the enterprise market and the residential mar-
ket. There is an increasing number of VoIP service
providers. In Norway most of the ISPs offer a VoIP
service. There are also companies such as Vonage in
the US and Telio in Norway that provide a VoIP ser-
vice independent of the ISP. Although the number of
VoIP customers is small (a few per cent) compared to
the number of PSTN customers, it is increasing. VoIP
can hardly be declared a success at the time being
(end 2005), but there are strong indications that the
future is bright.

The conditions above have to be met but are not suf-
ficient for the success of VoWLAN. Other important
elements are

• WLAN QoS availability and the adaptation of the
WLAN technology to voice applications;

• Available security and access control mechanisms;
• Available handsets at an acceptable price;
• Usability aspects.

The new QoS and security standards discussed in this
paper are well under way. The Wi-Fi Alliance has
introduced certification programs for both QoS

(WMM) and security (WPA/WPA2). However,
although the standards provide the mechanisms for
good implementations, there are several aspects to
be considered before a product can be considered to
fully meet the user requirements.

Available handsets at an acceptable price are expected
in the near future; chip manufacturers are introducing
VoWLAN chipsets that include integrated support for
advanced security and QoS. This will help reduce the
cost of VoWLAN handsets. However, although prices
are declining, analysts are not expecting prices to dip
below $300 until 2007 in the US market. As a matter
of fact there are indications that the analysts have been
too pessimistic when making this estimate, handsets
costing less than $200 are available today, albeit with-
out QoS support and with security mechanisms that
are not as specified in IEEE 802.11i.

The usability is linked to security solutions and how
an acceptable QoS is obtained. Mobility is assessed
as one of the key drivers. By providing VoWLAN
technology to health-care workers, for example, hos-
pitals can improve the productivity of doctors and
nurses, ensuring they spend time with patients instead
of running to retrieve messages. Other market seg-
ments that have been highlighted are education, man-
ufacturing plants and retail stores. A common aspect
of these market segments is the mobility of the staff.
Analysts predict an exponential growth of VoWLAN
devices the next four years. A factor that may influ-
ence the growth is the services offered by mobile
operators to enterprises. In Norway the mobile opera-
tors offer a subscription scheme where the communi-
cation between the employees is not charged. The
scheme weakens the arguments for a VoWLAN
enterprise network.

Although most of the analyses have focused on the
business market and large companies in particular,
there are indications that the growth of the residential
market could be larger. One potential obstacle to the
VoWLAN success in the enterprise and hotspot mar-
kets is the limited capacity of the 2.4 GHz frequency
band. In this band there are only three non-overlap-
ping channels. Using 802.11g or the coming 802.11n
increases the capacity of the network, but for enter-
prise networks this is a potential problem. Using the
5 GHz band may solve this problem, but there are
restrictions on open air use, and the area that is cov-
ered by a 5 GHz Access Point is less than the cover-
age area of a 2.4 GHz Access Point. This is probably
a small problem for the residential market.

As prices decrease, it is predicted that more dual-
mode WLAN/cellular handsets will reach the market,
enabling enterprise users and consumers to roam
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across wireless home networks, the corporate wire-
less LAN, public WLAN hotspots and mobile net-
works. This may bring both opportunities and threats
for the mobile operators. 

To conclude, VoWLAN as a supplement to the fixed
network VoIP installation will be a success in the res-
idential market. There are more question marks about
the enterprise market where there may be both technical
and commercial obstacles to the success of VoWLAN.
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1  Introduction

The Internet is commonly described with great enthu-
siasm, pointing to the high growth in number of
users/servers connected and the traffic carried. More-
over, one can recognize that several of the solutions
and protocols developed by one of the central bodies,
the Internet Engineering Task Force (IETF), have
been adopted in system architectures developed by
other bodies. This may also be seen as an acknowl-
edgement of these solutions. From this follows
that IP-based solutions would find their positions
widened; emerging in systems having little to do
with IP and Internet so far.

A fundamental requirement for this to take place,
however, is that the users are pleased with the func-
tionality and service levels presented – for the wide
range of services and corresponding applications that
appear. QoS-related mechanisms are aiming for just
this: to maintain the service levels in accordance with
the levels that are to be expected. Examples of ser-
vice level parameters are session set-up time, avail-
ability, information transfer time, and so forth.
Importance of the different parameters varies for the
different services and how these services are used.

Returning to the genuine Internet design, so-called
single-class best-effort service was the sole model
present. Although being a simple model – all user
requests are treated in the same manner – it is not
able to match the wide spectre of applications seen.
As long as most of the private users applied e-mail,
browsing and file-sharing, there were commonly low
requirements on performance parameters beyond
throughput; perhaps except dependability parameters.
With the emergence of voice and video, and other
so-called real-time services, the importance of other
parameters grows. This strengthens requirements
on QoS mechanisms to ensure that end-users see
the proper service levels.

An additional challenge for the commercial service
offering is that several providers are commonly

involved. One example is a user starting a Video-on-
Demand (VoD) service; where different companies
deliver i) the access network, ii) the core/transport
network, iii) the video server part, and, iv) the pay-
ment and customer aspects. Another example is
shown in Figure 1. Here a user may, with the same
handset, be utilising different access networks – say
private WLAN over DSL, 3G and public WLAN dur-
ing the same session with a voice call being handed
over between these access networks. IP would be a
common bearer protocol for this configuration to
work smoothly. These configurations imply that the
QoS has to be maintained across the corresponding
domains or systems. Hence, mechanisms must be
devised to take care of the multi-provider environ-
ments.

IP capabilities are introduced in steadily more
devices, for example, power utility reader, TV sets,
remote loggers. This adds to the range of applications
and the traffic characteristics meeting the network.
The convergence trend is also strong these days
allowing for communicating between these devices,
and providing consistent user interfaces across differ-
ent access types, see Figure 1. The fairly low cost of
introducing WLAN into a device means that such
access points can be attached to different public net-
works enabling seamless user experiences.

Chapter 2 gives an overall discussion of QoS princi-
ples. Multimedia services are briefly presented in the
subsequent chapter with the main emphasis on traffic
and QoS characteristics. QoS mechanisms are pre-
sented in Chapter 4, prior to outlining multi-provider
aspects in Chapter 5.

2  QoS – never ending story?

2.1  Overall

In order to provide and configure the network
resources it is vital for a network operator to assess
characteristics of services to be provided. This also

MMoIP – Quality of service in multi-provider settings
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includes QoS requirements of services. Besides used
as input when designing systems, guidelines on con-
ditions to place in Service Level Agreements are
obtained.

Figure 2 shows four technical areas related to QoS
mechanisms:

• Service Level Agreements; addressing relations
between two entities in the service provision chain;

• Admission control/conditioning commonly applied
at the border of a domain to answer whether more
traffic can be admitted and verify that the admitted
traffic confirms to announced characteristics;

• Scheduling and resource management configuring
the different resource types and handling the pack-
ets/traffic classes;

• Signalling/service interfaces between entities to
inform the other on change of traffic conditions or
QoS requirements.

All these types have to be present in a commercially
operating network to be able to ensure service levels.
Note that aspects of monitoring are attached to all of
these.

QoS should be discussed in view of every facet of ser-
vice provision, including the relations between a user
and a provider. In fact this is where several of the
existing IP QoS-related discussions are somewhat
narrow – not including all essential phases of the ser-
vice provision. Besides the strictly technical aspects
related to IP packet flows, the more human-related
aspects would in most cases be even more important.

Hence, in addition to examining the IP packet trans-
port service more user-centred services must be con-
sidered, such as a videoconference, multimedia appli-
cation sharing, etc. Moreover, the overall customer
relation must also be taken into account.

2.2  QoS – definition

As a basic approach to the QoS topic some funda-
mental results have been elaborated jointly with
other European operators (ref. EURESCOM P806,
[EU.P806]). The results have been published at
different conferences and also provided one of the
main fundaments for ITU-T Recommendation E.860,
[E.860]. The scope and motivation for that work was
to solve the “generic QoS understanding” in a multi-
provider environment also considering the multi-ser-Figure 2  Four technical element categories for QoS

Figure 1  Using the same handset to access services through different access networks – striving for seamless
and consistent user experiences
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vice and multi-technology setting. Hence, a rather
fundamental and generalized interpretation of QoS
was needed. In fact the definition chosen – QoS =
degree of conformance of the service delivered to a
user by a provider, with an agreement between them
– brings the quality understanding and management
for internet/telecommunication in alignment with
other industries. It also straightens the confusion
between service levels / service classes and QoS.
Working in a commercial environment it is important
to arrive at a clear interpretation of such essential
terms as QoS.

Another important element in describing service
characteristics is defining components of services. At
a higher level, a service that a user is facing would
likely consist of a number of components – each with
its specific characteristics. Addressing this area in an
efficient manner, a framework for composing ser-
vices is asked for. The full-blown provider situation
has to cover all aspects from advertising and market-
ing to operation and customer complaint handling.
However, one mostly focuses on the network- and
operational-related aspects.

One example of composition is a multimedia session
that could well be composed of a video component,
an audio component and a number of data compo-
nents. Again, each of these components could have
different characteristics. An end-user would fre-
quently relate to the composite behaviour of the
components, which make up the complete service.

2.3  Brief on parameter types and

mechanisms

Some support for estimating service characteristics is
found in publications, including standardisation docu-
ments, e.g. 3GPP and ITU. A main challenge seems
to be not finding relevant material, but rather to pre-
sent the requirements in a systematic manner. Typical
QoS requirements can be divided into:

• delay-related
• loss-related
• dependability-related.

All these have to be considered, although the third
area is less frequently covered in standardisation
documents. One example is ITU-T Recommendation
Y.1541, ref. [Y.1541] where the following para-
meters are specified:

• IP packet transfer delay
• IP packet delay variation
• IP packet loss ratio
• IP packet error ratio.

Parameterisation of service components is then possi-
ble, both considering usage situations as well as how
the services are implemented. In some cases no strict
bounds are given for services, hence allowing flexibil-
ity in the service delivery. An example is the through-
put provided for a TCP session. For dimensioning
purposes the application/usage of such services must
be considered, that is taking into account that some
minimum service levels are commonly expected.

Taking on the user perspective, there is less interest
for details of implementation. Assessing proper per-
formance levels asks for further insight into how
users experience the services. According to [G.1010]
the parameters should comply with:

• Taking into account all aspects of the service from
the users’ point of view;

• Focusing on user-perceivable effects, rather than
their causes within a network;

• Independent of specific network architecture or
technology;

• Objectively or subjectively measured at the service
access point;

• Easily related to network performance parameters;

• Assured to a user by the service provider, e.g.
through Service Level Agreement.

Note that in a multi-provider environment, a given
provider may be a user of services delivered by
another provider.

In order to ensure IP service levels, the general groups
shown in Figure 2 have to be further defined and allo-
cated to different elements as illustrated in Figure 3.

2.4  QoS; why – or why not?

In view of the great commercial interests in IP ser-
vices, it is natural to raise the question of why the
QoS aspects have not been fully deployed already.
Some of the arguments for this are:

• The QoS mechanisms are too complex: as
described above, functionality is needed in user
devices, applications, network elements, support
systems, and so forth. This can be considered as a
major step, challenging the technical capabilities
as well as operational competence. Performance of
equipment may also be severely degraded when the
mechanisms are activated.
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• Too costly: looking at equipment prices the differ-
ences between supporting a single best-effort class
and supporting full-fledged QoS mechanisms are
still quite big. Besides the equipment costs, opera-
tional procedures and insight into how to tune the
parameters have to be taken into account.

• No actual need for ensured service levels: the Inter-
net has been running quite well without the mecha-
nisms described above.

• Simply adding more capacity (“throwing band-
width at the problem”): in case a performance
bottleneck appears, the capacity can be increased
until the degradation issues dissolve.

• Similar services to all, mimicking some social fair-
ness principles.

The presence of multimedia services as well as
increased commercial pressure on the IP-based
services, however, go against these factors:

• Customer and application plurality manifested.
A simple technical example is the presence of two
transport protocols; TCP and UDP. Although both
are carried by IP they imply quite different
behaviour on the traffic characteristics.

• IP transport capability became business mission
critical. Imagine a travel agency or broker basing

almost all its operation on IP-based services (voice
and Web), being out of service for some time
would likely also imply being out of business.

• Commercial interests entered (how to increase your
margins?): how to provide ensured end-to-end ser-
vice levels with cost and quality which customers
are prepared to buy?

• Equipment matured and insight gained on how to
utilise the mechanisms and tune parameters in
order to achieve the service operation levels. Cost-
wise such solutions compete well with the adding-
more-bandwidth-approach for several of the bottle-
neck cases as shown by a few examples later.

Devising an evaluation of QoS mechanisms the over-
all situation should be looked into. That is, informa-
tion transfer, control/management, business issues
must be detailed – assessing both “benefits” and
“expenses”.

3  Multimedia-over-IP

3.1  Overall

As shown in Figure 4 quite a few elements may be
involved in a multimedia session. Two central aspects
are the user data transfer and the service control.
Different implementations of these exist; two main
groups characterised by whether the network is

Figure 3  Illustration of IP QoS mechanisms in different elements
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involved in service control. For several applications
only the end-points/-terminals are aware of the multi-
media session, leaving the network out of the control
loop. A result is that service differentiation and
ensured services may be challenging. However, this
is a very common situation so far. There is quite a lot
of interest on the providers’ side to get involved in
the service control allowing for a wider range of ser-
vice offerings. This also implies that service control
mechanisms must be introduced, where initiatives
such as ETSI-TISPAN come in handy ([Ross06]).

There are several ways of grouping media streams,
one being volume-strict versus time-strict. The for-
mer refers to media components where the volume is
fixed (e.g. file transfers), while the latter refers to ses-
sions having clear start and end instances where vol-
ume to transfer is more flexible (such as voice con-
versations). These also have different requirements
on QoS parameters; commonly the former having
stricter loss requirements while the latter having
stricter delay requirements. Dependability require-
ments are present for all types.

3.2  Source models and characteristics

Models and characteristics should be devised for all
traffic flows in a multimedia session. Illustrations of
source models for voice, video and data are depicted
in Figure 5. The IP packet arrivals from a source
depend on the source behaviour and the coding/
handling in the end-systems.

For example for voice, activation of silence suppres-
sion can avoid transmission during pauses. In this
way, an on-off traffic pattern is generated, where the
peak rate remains unchanged but the mean rate is
smaller. Typically the mean rate is reduced to less
than 50 %. Rather than for single sources, the reduc-
tion of the mean bit rate by silence suppression can
then be exploited for an aggregation of many voice
sources due to the statistical multiplexing effect.

A codec is the unit transforming between analogue
and digital format. Several codecs have been defined
for voice [Ulse06]. Besides resulting in different
bandwidth requirements on the IP layer, they have
also different packet characteristics in terms of packet
lengths and arrival processes.

Commonly, there is a trade-off between low bit rate
and low delay of a codec. This comes from overhead
added from protocol headers. Although all coding
delays are in the tolerable range for the conversa-
tional service class, this is only a single delay compo-
nent, which adds to propagation and queueing delays.

Similarly as for voice, video codecs decide how the
frames are generated. For some codecs frames of video
arrive at regular intervals determined by the number
of frames per second. Each frame is decomposed into
a fixed number of slices, each transmitted as a single
packet. Encoding delay at the video encoder intro-
duces delay intervals between the packets of a frame.

Figure 4  Illustration of elements involved in multimedia-over-IP session
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A de-jitter buffer window at the receiver is used to
restore a continuous display of video streaming data.

Similarities between voice and video characterisation
are evident, with packet generation processes heavily
influenced by codec engaged. However, different
advance video codec schemes introduce more differ-
ences. MPEG coding of video causes traffic variability
on several time scales including periodically changing
rates in predefined groups of pictures (GoP) with
frames at different compression levels, where each
GoP has the length of usually less than a second, then:

• Variable intensity of motion within a scene impacts
the redundancy versus coding gain in subsequent
pictures causing short range dependency with cor-
relation in the time scale of seconds up to minutes;

• Variability of the compression gain in different
scenes on a larger time scale introducing long
range dependency of the traffic rates.

Figure 6 shows variability of real time video traffic
for Jurassic Park for 7500 GoPs of a 1.5 hour trace.
Due to coding and different efficiency of compres-
sion depending on the motion in scenes, there is no

Figure 5  Illustration of source models
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unique value or range for the parameters of video
traffic. Video source rates may vary from several
Gb/s in HDTV down to 64 kbit/s with a high com-
pression ratio.

For both voice and video, one would define different
parameter values for different service types. Exam-
ples of service types are:

• Conversation, between a number of parties in “real
time”;

• Messaging, referring to a sender initiating an audio/
video message to be (eventually) delivered to a set
of receivers; and

• Streaming, referring to downloading an audio/
video sequence.

There is a wide range of data applications, some
describing a human user while others have a machine
as trigger. Browsing is an example of the former
where a user “clicks-and-downloads” a number of
objects due to activated links. Transferring e-mails
between servers is an example of the latter. Other
data applications send still images, interactive games,
instant messaging, transfer bulk data, and payment/
point-of-sale. Naturally, these do have different
source characteristics. Key parameters for data appli-
cations are size of files to be transferred, initiation
rate of sessions, and think time between transfers
within a session.

When human users are behind the application, on-off
traffic is commonly observed. Examples are web
browsing and other interactive applications with data
transfer for requests and response in opposite direc-
tions.

3.3  QoS requirements

For video telephony and conferencing, the delay
requirement is about the same as for voice telephony
and conferences. These are commonly indicated by
MOS and R-values, ref. [Ulse06]. Regarding video a
medium level of tolerance for errors in pixel and the
corresponding bit representations can be assumed,
since changes in no more than 1/1000 of the pixels
on a screen are hardly perceptible. When coding and
compression are applied, there is less failure tolerance
in transmission, since corrupted or lost data can affect
a large number of pixels after decoding at the receiver.

Video streaming does not impose strict timing
requirements like the conversational applications
with the exception of immediate delivery of live
events. It is a one-way transmission from a server
to the user or a broadcasting service for many users.

Then the streaming traffic can be temporarily stored
in buffers of usual size in routers and at the receiver.
This in order to avoid data loss in short overload peri-
ods and for a play-out of video data independent of
traffic fluctuation due to coding of frames at different
rates within a group of pictures (GoP).

User experience is also influenced by the presentation
device, such as HDTV screen, PC screen or mobile
handset. This further complicates the challenge of
estimated requested QoS levels.

There are multiple ways of implementing the transfer
service, both in the network, but perhaps even more
in the terminal equipment. For the latter, there are
factors affecting the user perceived quality, like:

• Information coding applied;
• Packetisation efficiency, including how many

information pieces are put into the same packet;
• Silence/no-change/no-activity suppression;
• Error-concealment methods;
• Codec-tandem performance.

One may say that the bit rate per session is a measure
for the efficiency. Basically this efficiency can be
increased by:

• Using low bit rate coding schemes;
• Increasing the packet lengths (less overhead com-

pared to the payload);
• Multiplexing information from several sessions

into the same set of packets;
• Compressing headers, e.g. for the combination of

IP/UDP/RTP;
• Suppressing silence/no-change/no-activity periods.

The overall QoS requirements for data applications
are related to impatience time as well as requirements
on loss ratios. Commonly transport protocols and
applications are able to detect loss of transfers, so
these add more to the overall completion time. Still
there are built-in timers, which often trigger re-trans-
missions, session initiation or session release.

Figure 6  Variability of real time video traffic

GoP No.:      1000          2000          3000         4000          5000          6000         7000

Traffic Rate [Mbit/s]:

2.5

2.0

1.0

ISSN 0085-7130 © Telenor ASA 2006



104 Telektronikk 1.2006

Besides the “in-conversation” QoS parameters, user
requirements are also present for session establish-
ment and release. To some extent these may resemble
the ones associated with classical telephone call han-
dling. Parameters are defined by ITU-T Recommen-
dation E.721 [E.721] as:

• Pre-selection delay
• Post-selection delay
• Answer signal delay
• Call release delay
• Probability of end-to-end blocking.

In the same recommendation, target values are also
given, depending on the number of domains tra-
versed, such as local, toll and international. For delay
parameters the target values are given for mean val-
ues and the 95 % quantile. Most of these can be gen-
eralised for other application types as well.

Another important factor is the availability of transfer
service. This does not only depend on links being
operational, but also on all servers being on-line, such
as the DNS server.

At an abstract level, similar parameters may also be
described for data applications. One example is the
time from clicking on a link until the first object of
that page appears.

4  QoS mechanisms – system tools

4.1  Overall

In order to support transport of real-time traffic flows
over an IP network, one must be able to handle:

• Timing and synchronisation of and between indi-
vidual samples of traffic flows for the same appli-
cations;

• Effects of packets being lost;
• Effects of packets being delayed;
• Packets arriving in a different order at the receiver

from how they were sent;
• Multiple traffic flows and different types of traffic

flows;
• Monitoring and flow control.

As illustrated in Figure 7 a set of different mecha-
nisms come to play when ensuring the service levels.
Several of these are briefly described in this chapter.
Note that some of these may be optional depending
on the configuration and the overall solution for traf-
fic handling.

Typically different mechanisms are used for the dif-
ferent network portions, such as access and core net-
works. On the border between network domains, bor-
der (or edge) capabilities are implemented. The ser-
vices provided by a network domain refer to the phe-
nomena observed at the border, also referred to as
service demarcation point. Here, additional mecha-
nisms are commonly implemented such as to monitor
that the SLA conditions are met and alternatively
enforce those conditions.

4.2  Traffic classes

Different regimes have been presented for defining
traffic classes. One of these has been elaborated for
UMTS (ref. [22.105]), as summarized in Table 1.
These can be compared with the service types
described above for voice, video and data. Four
classes have been defined for UMTS: 

i) Conversational – connecting peers or groups of
human end-users who expect an unnoticeable low
delay and thus have strict real time demands;

Figure 7  Illustration of features related to service level guarantees (by the network)

request/response (flow

characteristics, etc.)

initiator

Classifying

Policing

Shaping

Monitoring

Buffer

management Scheduling

Signalling

Resource management

(resource state

overview

Admission control

Routing

Policy data (user,

application, network ,etc.)

request/response (flow

characteristics, etc.)

Timing/

synchronisation

Information-

reconstruction

Monitoring

Multiple

traffic flows

Congestion

management

ISSN 0085-7130 © Telenor ASA 2006



105Telektronikk 1.2006

ii) Streaming – intended for one-way transport of
voice, audio or video data which is listened to
or looked at by a human at the destination. The
delay constraint is not strictly real time but may
differ in the range of some seconds to minutes,
but the time relation of the video or audio has to
be preserved from the sender to the receiver side;

iii) Interactive – assumes machine or human end
users to request data from remote equipment as a
server. The class does not introduce real time con-
straints but expects data to be delivered error-free
or at a negligible error rate;

iv) Background – addresses transfers between
machines with large delay tolerance allowing for
bandwidth reduction or interruption in favour of
other traffic at high load. Again, the data transfer
is expected in assured mode avoiding errors in the
data.

In principle, the QoS requirements from the users’
view are the same regardless of whether communica-
tion systems are wired or wireless. However, several
factors may lead to different expecations or percep-
tions of the service level. Examples are noise in the
user environment, awareness of technical restrictions
and capabilities of the end-device.

Indications of performance targets are given in sev-
eral sources, such as [G.1010] and [22.105]. Note that
different assumptions may well be laid down, result-
ing in different values. Typical services are audio,
video and data. The different target values inspire for
realising a set of service classes in an IP-based net-
work. Differentiated Services (DiffServ) is promoted
as a service architecture supporting a scaleable way
to achieve relative service and QoS levels in an IP
network. DiffServ operates on aggregated flows by
dividing the traffic flows into a set of classes.

DiffServ uses a particular implementation of the IP
version 4 Type of Service (ToS) header field. This
field is now called the DiffServ field, consisting of 8
bits, out of which 6 bits are available for current use
and two are reserved for future use. The 6 bits define
the DiffServ Code Point (DSCP), which identifies a
Per-Hop Behaviour (PHB). The PHB indicates the
way packets shall be handled in the routers and can
be set and reset in any DiffServ capable node, also
referred to as marking the IP packet.

ITU-T Recommendation Y.1541 outlines a potential
mapping between IP QoS classes and the IP DiffServ
classes. An abstract of this is given in Table 2. As
commercial IP-based networks have evolved to sup-
port guarantees lower than the values shown, it would
be expected that more stringent classes are offered.

Traffic types from different applications would then
be related with the service classes. However, in sev-
eral commercial cases, the user category is also taken
into account when this mapping is done. In this man-
ner different voice classes, for example, could be
defined, e.g. depending on the pricing of the different
voice service classes. Therefore, both application
requirement and user group are looked at (Figure 8).

One example is illustrated in Figure 9, where two
user groups are present: i) residential users, and, ii)
visiting users. The distinction between the residential
and visiting users is essential for the Open Access
Network, OAN (ref. [Øste05]) concept where the
main idea is to offer excess capacity to visiting users
and where it is assumed that the visitor only to a
small extent shall influence the network performance
of the residential user.

Due to the access technology currently available, the
possible bottlenecks in the typical OAN configuration
are foreseen at mainly two places in the network:

Traffic class Conversational Streaming Interactive Background

Quality of Stringent and low Preserve time Preserve payload Preserve payload

service delay; relation (variation) content; content;

demands Relaxed error and between Relaxed timing Delay tolerance for

noise tolerance information entities constraints hours or days

Traffic Bidirectional or One way or broadcast Request response Automated data

pattern & multicast real time continuous streaming pattern for download without

environment data delivery information retrieval human interaction

Applications Telephony Video on demand, Web browsing, human Peer-to-peer downloads;

(GSM, UMTS, VoIP), Internet radio communication file transfer; email; SMS

Video conference & television to servers; polling;

distributed processes

Table 1  Traffic and service classes defined for UMTS [22.105]
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Figure 8  Identifying traffic class by considering
both service/application and user group

Figure 9  The Open Access Network Concept of making surplus capacity of residential access subscriber lines
available to (casually passing) visiting users

IP DiffServ class Y.1541 IP IP packet IP packet IP packet IP packet

QoS class transfer delay delay variation loss ratio error ratio

EF, Expedited Class 0 100 ms 50 ms 10-3 10-4

Forwarding

Class 1 400 ms 50 ms 10-3 10-4

AF, Assured Class 2 100 ms Unspecified 10-3 10-4

Forwarding

Class 3 400 ms Unspecified 10-3 10-4

Class 4 1 s Unspecified 10-3 10-4

Default Class 5 Unspecified Unspecified Unspecified Unspecified

Table 2 Mapping IP DiffServ classes and ITU-T Recommendation Y.1541 IP QoS classes (note that several of
the values are under further study)

Service

User group

Traffic class

Residential User

Residential User capacity

Broadband access line

Surplus capacity offered

to Visiting Users

Visiting User

RGW

Public network

• Radio link between UE (User Equipment) and
RGW (Residential Gateway);

• Access line between RGW and the public network.

A main challenge in the OAN concept is that both the
residential and visiting users will compete for rather
limited WLAN resources as well as the capacity of a
rather slow access line (xDSL).

4.3  Differentiation

Having defined a set of traffic classes allows for util-
ising differentiation mechanisms. The overall objec-
tive of differentiation is to achieve higher resource
utilisation as traffic classes with stricter requirements
get preferential treatment. Still requirements of all
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traffic classes should be met. Differentiation can be
done according to several parameters, three being
packet delay, packet loss and service dependability.
Only the first is discussed here.

The situation arising on the access line is illustrated
in Figure 10. The different traffic classes may be
mapped into service classes as they are recognised by
the nodes at the two ends of the access line. For the
residential these nodes would commonly be the resi-
dential gateway and the service edge router (edge
router). Different traffic classes may also be defined
in the core network and in the customer network.

As depicted in Figure 11, three basic operations must
be done for efficient differentiation on delay to take
place: i) classifying packets, ii) buffering packets into
proper queues, and, iii) scheduling individual packets
for transmission.

In order to achieve differentiation in practice, the
proper mechanisms have to be activated and the load
has to be controlled. As the load varies during the
day, this may place additional requirements on the
traffic handling mechanisms.

Referring to the OAN concept, see Figure 9, there are
some important questions to be raised for multiplex-
ing on the xDSL line. If we take the current capacity
for typical xDSL the upstream capacity is limited to
less than one Mbit/s. This rather limited capacity has

to be shared between both the residential user and the
visiting users. The performance of the xDSL part will
therefore have a large impact on the QoS as seen by
an OAN user. One possible approach to differentiate
among users could be to apply the DiffServ classifi-
cation model and simply make the QoS differentia-
tion on the IP level, i.e. the scheduling is done com-
pletely on the IP level. This approach may have some
negative implications for the QoS for real time traffic
due to the fact that the delay and jitter may increase
because of highly variable sizes of the IP packets for
real time traffic and data (elastic) traffic.

It should be emphasised that the QoS perspective for
a service is an end-to-end basis, so the QoS seen by
a user (end-to-end) will to a large extent be deter-
mined by the performance of the link (or network ele-
ment) that appears to be the bottleneck. In the OAN
concept with a well-dimensioned core, the presum-
able bottlenecks will either be the WLAN part or the
access line (xDSL).

The effect of introducing several priority classes for
QoS differentiation is not obviously effective espe-
cially if two classes have more or less the same
requirements. With two classes, where the higher one
is for real time traffic and the lower for elastic traffic,
it is possible to give guarantees for delay quantiles by
keeping the corresponding load strictly less than an
upper limit. To divide the capacity between residen-
tial and visitor the loads from each of these classes

Figure 10  Organising a number of classes on the access line

Figure 11  Functional components for supporting differentiation
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have to be limited as well as the sum. It turns out that
a three level scheduling scheme gives delay quantiles
for the medium priority traffic that is more sensitive
to load variations in the high priority traffic. How-
ever, by controlling the high and medium priority
loads in the range 0.3 – 0.4, the difference between a
two-level and a three-level scheduling configuration
is limited.

As traffic of different types is multiplexed on a link,
this may cause delay and jitter issues. One cause for
jitter is the variation in the packet lengths for the dif-
ferent traffic types. While typical real time traffic like
voice will emit packets of a small fixed size, the typi-
cal data application may generate packets that are
quite long. Due to this variation in packet size be-
tween different applications the queueing delay for
typical real time applications may increase over the
limit where degradation is inevitable. This negative
multiplexing effect will add for each router along the
path from the sender to the receiver. However, for
high capacity links this queueing delay will be more
or less negligible, leaving the main delay contribution
to low capacity links in the access network. 

The main observations are that IP multiplexing for
high capacity links such as STM-4 (622 Mbit/s) or
higher should not cause any particular problems for
real time traffic such as telephony. The jitter is well
limited below 2.0 ms for up to 13 hops. As a result
one may conclude that the buffers needed to restore a
constant bit stream in the gateways could be limited
to only a few ms. The same result will also be valid

for STM-1 (155 Mbit/s) links but with a minor
increase in the jitter (as seen from Figure 12). How-
ever, it should be mentioned that internal capacity
limitations inside the gateways could limit the
throughput and can therefore cause some additional
queueing delay, for instance due to limited processor
capacity. If a 2 Mbit/s link, however, is used all along
the path, jitter may be significant. This is seen from
the graph in Figure 12 showing maximum relative
load (between 0 and 1 – vertical axis) allowed on the
link in order to avoid a guarantee level (up to 1 – hor-
izontal axis) being exceeded for different delay values.

Another illustration is found in ITU-T Recommenda-
tion Y.1541, see Figure 13. This shows the allowed
link load of the delay-sensitive traffic flow as a func-
tion of number of hops for requirements on different
delay quantiles.

The terms in the Service Level Specification (SLS)
are checked at the border of the domain, e.g. in an
edge router. In case the appropriate DSCP value has
not been inserted in the packet, this has to be done,
based on various combinations of information in the
packet. This information may include the IP packet
header as well as the header of the transport protocol.
Additional information may also be used, like the
interface on which the packet arrived on. This means
that a Multi-Field (MF) classifier and marker would
be activated in the first DiffServ-capable router in the
domain. Then, the packet has got its DSCP. Charac-
teristics of a flow (aggregate) will then be monitored
to see whether the packet is forwarded directly (con-

Figure 12  Illustration of service level guarantee that can be used for a 10 hop path
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ditions in the SLS are obeyed), being dropped, re-
marked or shaped. A logical relation between the dif-
ferent functions is illustrated in Figure 14.

Assuming that a traffic mixture is present in the net-
work, i.e. traffic flows having different requirements
on delay/jitter, it can be shown that having mecha-
nisms for separate treatment of the traffic classes
allows for better utilisation of the link capacities,
compared to when only a single class is supported.
This is at the expense of fairly increased processing
complexity. The software/buffering/processing cost
is balanced against the link cost. The termination
boards should also be counted into the link cost. In
addition to the functional blocks, the traffic handling
must be able to operate on individual DiffServ
groups, like buffering/queueing discipline, and so
forth.

Having a traffic mixture, e.g. voice and web surfing,
the traffic class with the tightest performance require-
ments may decide the link/bandwidth needed. For
example, the delay and jitter requirements for the
voice traffic may limit the utilisation of a link. This
is illustrated in Figure 15. Two traffic classes are
assumed; class 1 having a much stricter requirement
on delay than class 2. As the load on the link in-
creases, the delay restriction on class 1 is faced, say
at load ρs. In case the two classes are separated, a
higher link load is accepted before the delay restric-
tion is faced.

Hence, when DiffServ is introduced, the traffic
classes can be separated. This may allow for an
increased link utilisation compared to best effort,
while still meeting the delay/jitter requirements for
the class with the tightest performance requirements.

4.4  Admission control

Admission control is a preventive traffic control that
aims to admit an arriving new traffic source if and
only if its quality of service as well as that of the
already accepted sources is guaranteed. The admis-
sion control procedure should also ensure a high util-
isation of network resources through efficient statisti-
cal multiplexing.

Running an application, a number of flows might
result. An example is a multimedia application cover-
ing voice, video, file transfers, interaction control,
etc. All these flows should be served in order for the

Figure 13  The (1 – 10-3) quantile of the overall delay for different levels of variation-sensitive traffic (vertical
axis) and for different numbers of router hops (horizontal axis), from [Y.1541]

Figure 14  Logical view of traffic conditioning in a DiffServ node
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Figure 15  Illustration of increased link utilization by differentiation between traffic flows
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application to be run in a satisfactory manner. Hence,
the term session is introduced. A session is a continu-
ous period of activity during which a user generates
a set of flows (elastic or streaming type).

It should be noted that the session term is seen with
varying interpretations, like a SIP session, an FTP
session, an HTTP session, and so forth. This relates
to media supported (voice, video, data). Usually, the
admission control acts on the flow level, not taking
into account effects on the session level. An argument
may be that an application, in case a flow is not
accepted, may retry the transfer and then leave that
operation to the end-system/application. Hence, the
network would not need to be enhanced with capabil-
ities enabling grouping of flows into sessions. For
some services and users, however, the service portfo-
lio (and the SLA conditions) may refer to phenomena
on the session level. This is not covered here as any
correlation between those levels might be estimated
by monitoring/measuring, e.g. for verifying the SLA
conditions.

The overall objectives of having admission control
are to:

• Ensure that the existing traffic flows still receive
adequate service levels when additional traffic
flows are introduced;

• Provide appropriate feedback/advise to a user/
application when initiating a session that this ses-
sion (or traffic flow) may well receive too low
service performance;

• Enable differentiation between traffic flows, in-
cluding applications and users in accordance with
policy and subscription/user profile;

• Balance ensured service provision (with effective
guarantees on performance levels) and efficient
utilisation of network resources.

These objectives will not be equally weighed inde-
pendent of the scope of discussion. For instance, from
a user perspective, less interest could be placed on the
network utilisation issue.

Integrating elastic and real-time traffic on the same
resource units may allow for increased efficiency.
By giving priority to the real-time flows, they could
experience a resource that is almost loaded as if they
were the only active flows. Then, elastic flows could
be served whenever the resource is not used by the
real-time flows. However, this may introduce long
delays for the elastic flows during some periods. An
approach is to restrict the load from the real-time
flows, ensuring that some capacity is available for
the elastic flows.

As mentioned earlier, executing the admission control
algorithm would basically provide an answer whether
to accept or reject a request for serving a traffic flow.
In principle the answer could also be to accept but on
certain conditions, like some characteristics of the
existing flows having to be changed/renegotiated.

Then, in order for the algorithm to arrive at that deci-
sion, a number of inputs have to be available. Hence,
the algorithms may differ in terms of which inputs
that are needed/taken into account. Furthermore, the
algorithms may also differ in terms of which answers
that are possible (only accept or reject, or more subtle
outputs). An illustration of inputs and outputs is
given in Figure 16.

For the admission algorithm various scopes and prin-
ciples could be taken, like:
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• Which time scale is considered: Is only the current
situation taken into account or is a more future-
oriented approach followed? Is the decision to be
based also on historic/trend information? An exam-
ple is that a traffic flow accompanied by low rev-
enue could be rejected even if sufficient capacity is
available if there is a high probability that a flow
accompanied by higher revenue had to be rejected
later on.

• What level of “gambling” is used for guaranteeing
the service level? Rather loose thresholds have to

be used if strict guarantees are given, while tighter
thresholds (and even overbooking) could be used
when a more “gambling”-like attitude is taken on.

4.5  Resource reservation, dependability/

resilience differentiation

An idea behind the principle of capacity reservation
and controlling traffic load is to avoid SLA condi-
tions / QoS expectations being violated. Breaching an
SLA condition may ask for exercising discount/
refund schemes, reputation impairments, and so forth.
That is, this can be considered as an expense side to

Implementing admission control

RSVP-based

As a general signalling protocol, RSVP may carry most of the data needed for admission control, including

characteristics of the traffic flow as well as information about the users/port numbers.

Initiating the RSVP messages by the end-systems, the traffic handling mechanisms may be co-ordinated

dynamically along the relevant data path. In some places this is referred to as dynamic topology-aware

admission control.

RSVP is used by an end-system to request specific service levels from the network for particular traffic flows.

Routers also apply RSVP to forward requests to all nodes along the path(s) of the flows and to establish and

maintain state to provide the requested service. Hence, RSVP requests will generally result in resources being

reserved in each node along the path. RSVP allows users to obtain preferential access to network resources

under the control of an admission control mechanism. Such admission control is often based on user or application

identity, however, it is also valuable for providing the ability for per-session admission control. In order to allow for

per-session admission control, it is necessary to provide a mechanism for ensuring that an RSVP request from an

end-system has been properly authorized before allowing the reservation of resources. In order to meet this

requirement, there must be information in the RSVP message which may be used to verify the validity of the RSVP

request. An example is to have an authorization element assigned to the user, which can be inserted in the RSVP

messages.

Policy and Bandwidth Broker-based

Policy and Bandwidth Broker (BB) are described in later sections. Although RSVP supports the ability to convey

requests allowing for resource reservations, an essential feature may be missing. This feature is the ability of

network managers and service providers to monitor, control, and enforce the use of network resources and

services based on policies derived from criteria such as the identity of users and applications, traffic/bandwidth

requirements, security considerations, and time of day/week. A framework for policy-based control over admission

control is described in [RFC2753].

Implicit admission control / Local probing

The local probing approach relies on generating test packets (probes) to check whether or not a new traffic flow

can be set up. The probes may be generated by the end-systems. In case several service classes are offered, it is

to be decided if the probes should be sent in the same class as the following traffic flow or in another class (e.g. the

lower service class). Hence, the local probing may be suitable for DiffServ. An advantage of this method is that no

changes are needed in the routers not generating probes. This has also been referred to as distributed admission

control, see e.g. [Kell00].

Probing results may also be based on marking (e.g. using ECN) or monitoring errored packet arrivals (e.g. using

RTP/RTCP) of ongoing traffic flows. Hence, information on the marking tells the admission control algorithm

whether or not a new traffic flow with certain characteristics can be served.

A common feature with implicit admission control is that no per-flow state information is needed, which also may

be run in the end-systems. However, remembering the connectionless nature of IP, and if the routers are not

taking part in the control, it may be uncertain if all packets in the traffic flow actually traverse the same path.

This means that some mid-flow packets may well experience other conditions that the information estimated

from probes if they are transferred on another path.

The different schemes for admission control may be combined. For example, an implicit admission control may be

used in the access network (between the terminal/host and the edge router) while other schemes are used in other

parts of the network.
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be avoided, which can be balanced against the
increased complexity needed. In principle, all these
aspects could be quantified in order to examine to
what extent introducing these mechanisms would be
worthwhile.

When reserving capacity for a flow (or flow aggre-
gate) a setup/signalling protocol can be used. One
option is to apply management-related procedures for
this purpose, implying that the management system
could interact with the routers instead of signalling
being exchanged directly between routers. In addi-
tion, a combination of management and signalling
procedures may also work, for example when com-
bining the action with policy matters, bandwidth
brokers, and so forth.

The so-called scalability issue implies that reserva-
tion for individual flows is not realistic in the core
network where lots of flows are present. On the other
hand, for the access line, resources could be reserved,
e.g. during an active session.

In a network different resource types may exist,
including processors and links. These could well be
set up with different dependability schemes. On the

node/processor level, load-sharing, hot-standby, com-
mon spare and so forth, are applied. That is, configu-
rations such as N + 1, 1 + 1, 1 : 1, etc. are used. A key
feature is to define triggers for when a switch-over
should take place, that is, which events can take place
before a resource unit is declared as unusable.

Regarding links there are commonly a set of layers,
say running IP over MPLS over an optical layer, ref.
[Jens03]. The dependability has to be tuned across
these layers for an efficient operation. Some exam-
ples of these options are outlined in Table 3.

The characteristics of the different recovery models are:

• Protection switching: The alternative path is pre-
established and pre-reserved (pre-provisioned).
Hence, the shortest traffic disruption is achieved.
Two main groups are 1 + 1 and 1 : 1. In the former
packets are forwarded simultaneously on working
and protection path. When the working path fails,
the downstream node simply selects packets from
the alternative path. For 1 : 1, packets are for-
warded on a predefined path in case of failure on
the working path. When no failure is present, the
alternative path may carry other traffic flows.

Characteristics

new flow

Characteristics

existing flows

Load situation

measure
User policy

matters Resource

policy matters

admission control

algorithm

Reject
Accept on

conditions
Accept

Time scale:

• short term

• long term

• historic/trends

Guarantee level:

• strict guarantee

• “gambling”

Figure 16  Input and output candidates for the admission control algorithm

Recovery model Protection switching Restoration (MPLS rerouting) (IP) rerouting

Resource allocation Pre-reserved Reserved on-demand

Resource use Dedicated resources Shared resources Extra traffic allowed

Path setup Pre-established Pre-qualified Established on-demand

Recovery scope Local repair Global repair Alternate Multi-layer Conc. prot. domain

egress pair repair

Recovery trigger Automatic inputs (internal signals) External commands (OAM signalling)

Table 3  Examples of recovery options
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However, these flows must be pre-emptible as they
should be dropped if the alternative path is needed
for the protected traffic.

• Restoration (MPLS rerouting): The recovery path
is established on-demand after detecting a failure.
As it takes a while to calculate new routes, signal
them and configure the relevant mechanisms, this
may take considerably longer than protection
switching.

• IP rerouting: Ordinary routing protocol and
exchange principles are utilised for identifying
alternative paths.

These dependability mechanisms are introduced to
assist in complying with the service levels. In addi-
tion to the basic up and down states of a resource, dif-
ferentiation during failure situation is an area of much
interest. Differentiation criteria could be service types
like video, voice and data, or customer types. One
way is to map these service types into logical trunks,
e.g. MPLS paths. These could then be given different
resilience schemes.

4.6  Monitoring

Managing any network or service provision, defining
and following an adequate set of performance indica-
tors is a necessity. Such indicators are typically used
in order to assess the “health condition” of the opera-
tion and service delivery. In general both technical
and financial indicators will be used, in addition to
others, e.g. reputation. However, technical-related
ones are the main topic here. Again, these could be
divided into separate parts, for example referring to
different portions of a system and different phases of
the service provision.

Monitoring traffic flows, resource utilisation and
service levels has been an activity for quite a few
decades. Still there seems to be some striving to find
the proper balance between achieving an adequate
picture of conditions in the system and not spending
too much resources on monitoring. One centralised
approach is to monitor servers and common network
resources. This may save some monitoring equip-
ment, although too many averaging operations might
hide problematic portions. A fully distributed app-
roach is to have monitoring agents installed in user
devices, although a management challenge would
then be seen together with the “trust level” between
the user and the provider.

Considering the multi-service, multi-technology,
multi-provider situation, the monitoring challenge
will grow further. A specific objective is to apply the
monitoring results to trigger certain actions, either

by the operator/provider or by the user. Multiple
purposes could be defined, both on enhancing the
capacity (or re-configuring the available capacity)
or restricting the traffic load (admission control,
policing, charging, etc.).

• In order to reach a situation where users and
providers of IP services have a common under-
standing of performance of the network, a set of
harmonised IP performance metrics has been
devised.

A series of RFCs has been issues for specific per-
formance metrics:

- RFC 2330 Framework for IP Performance
Metrics, IPPM

- RFC 2678 IPPM Metrics for Measuring
Connectivity

- RFC 2679 A One-Way Delay Metric for IPPM
- RFC 2680 A One-Way Packet Loss Metric for

IPPM
- RFC 2681 A Round-Trip Delay Metric for IPPM

Performance parameters related to forwarding of IP
packets have also been described in ITU-T, see e.g.
[Y.1540] and [Y.1541]. These include IP packet delay
variation, IP packet error ratio, IP packet loss ratio, IP
packet transfer reference event, IP packet throughput,
IP packet transfer delay, and spurious packet ratio.

The Real-time Traffic Flow Measurement (RTFM)
Working Group has described a measurement archi-
tecture to provide a method for gathering traffic flow
information, see [RFC2722]. The model proposed is
based on the concepts of meters and traffic flows
given as:

• Meters observe packets as they pass by a single
point on their way through the network and classify
them into certain groups. For each such group a
meter will accumulate certain attributes (such as
number of packets and bytes). These metered traf-
fic groups may correspond to a user, a host system,
a network, a particular transport address (e.g. a
port), etc. Meters are placed at measurement points
and selectively record network activity as directed
by its configuration settings. Meters can also aggre-
gate, transform and further process the recorded
activity before the data is stored.

• Traffic flow is said to be a logical entity equivalent
to a call or connection. A flow is a portion of traffic
that belongs to one of the metered traffic groups
mentioned above. Attribute values (source/destina-
tion addresses, number of packets, etc.) associated
with a flow are aggregate quantities reflecting
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events that take place. Flows are stored in the
meter’s flow table.

A traffic meter has a set of rules which specify the
flows of interest. One way to identify a flow is by
stating values of its address attributes.

As well as flows and meters, the traffic model mea-
surement includes managers (to configure and control
meters), meter readers (to transport recorded data
from meter to analysis applications), and analysis
applications (to process the data from meter readings
so as to produce whatever reports are required).

4.7  Policy management and control

Emerging trends include policy-based implementa-
tions as observed in documents by 3GPP, ETSI-
TISPAN and others. Then, policy control and exe-
cution points are defined. This could support the
dynamics by adapting policy rules for traffic han-
dling. The policy rules state which network/traffic
situations are considered when appropriate actions
are defined. This also supports user/application-
dependent rulings. The two-stage set-up process
would become the core in this concept. A result is
that admission control and SLA conditions can be
followed with greater granularity.

Policy can be considered as a set of principles for
usage of resources, given by business considerations.
That is, the business decisions are translated into
statements relevant for the usage of resources in the
network.

The semantics of a policy rule is a conditional imper-
ative statement in the form

if <condition> then <action>

Thus, applying a rule means to evaluate its condition
(matching the rule), and, depending on the outcome
of that, either execute the action or not. Policy rules
may be nested.

Policy-based network management would provide a
centralised platform for network managers for defin-
ing and distributing network policies to enforcement
points throughout a network. In a typical policy-
based framework, see Figure 17, the network man-
ager edits policies through a policy entry console.
Those policies are then stored in a policy repository.
When requested, a policy server (Policy Decision
Point) retrieves policies from the repository and
makes policy decisions that are communicated, e.g.
applying Common Open Policy Service (COPS), to
the relevant network points. Those network points,
like routers, switches and firewalls, enforce the policy
decisions in the network. COPS is a query and
response TCP-based protocol that could be used for
exchanging information between Policy Decision
Point (PDP) and Policy Enforcement Point (PEP).

An example of a policy is 

i) if “traffic flow within profile X” then “mark
packet with DSCP = AF1”;

ii) if “traffic flow out of profile X and within profile
Y” then “mark packet with DSCP = AF2”;

iii) if “traffic flow out of profile Y” then “drop
packet”;

where profile X can mean rate is less or equal to
64 kbit/s, and profile Y can mean rate is less or
equal to 128 kbit/s.

The IETF Policy Working Group standardises the
basic framework of policy-based management system
for IP networks. It focuses on representing, managing
and sharing policies in a vendor independent, inter-
operable and scalable manner.

The Policy WG co-ordinates the development of the
QoS schema with the Policy Information Base (PIB)
and the Management Information Base (MIB) being
developed in the DiffServ WG as well as with exten-
sions to the COPS being developed by the Resource
Allocation Protocol (RAP) WG.

Policy rules must be represented as data structures
so they can be stored and retrieved. To address this
issue, the IETF Policy Working Group has defined
the Policy Framework Core Information Model, which
defines a high-level set of object-oriented classes that
can be used for general policy representation.Figure 17  Example of Policy Framework components and protocols
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5  Interconnecting domains

Even within the administration of one operator a
number of domains may be defined. One reason for
this can be that different flow granularities are re-
quested. For example, on the access link of a house-
hold the capacity is commonly restricted and there-
fore performance and even admission guidelines on
individual flows can be implemented. This would not
be feasible in a core network where traffic related to
millions of users is flowing.

An access link may thereby be supported by resource
reservation, policing, packet priorities and other fea-
tures as described in the previous chapter. In a core
network DiffServ, in combination with MPLS, would
likely be implemented. Combining a tighter regime
and DiffServ can bring some benefits compared to
“simple” DiffServ. One example is that admission
control can be applied at the border of the DiffServ
domain. Explicit signalling per flow allows for
admission control such that the flows in each traffic
class receive the service level expected. Voice con-
versations are examples where admission control
could be fruitful to ensure that the ongoing conversa-
tions get the service level and additional conversa-
tions are rejected in case there are not sufficient net-
work resources.

Schematically, a multi-domain path can be illustrated
as in Figure 18. Note that this shows a point-to-point
configuration, also referred to as a “pipe model”
where the two end-points are given. Such an illustra-
tion could be used for defining a hypothetical refer-
ence connection. This can be assumed for allocating
service level degradation to the different network seg-
ments. On the other hand, the allowed degradation
may also be negotiated pair-wise between the
providers in the chain on commercial terms.

The different QoS parameters can be accumulated
along a path in different manners. For example, a
mean delay parameter is additive; contribution from
each segment can be added. For calculating loss ratio,
error ratio and availability, a multiplication is com-
monly applied. Delay variation is often estimated by
convoluting, see e.g. ITU-T Recommendation Y.1541
amd. 2.

When explicit signalling per flow is used, policy-
based control, e.g. per user and per application can be
introduced in a more dynamic way. Moreover, if the
router in the network is doing the packet marking sig-
nalling can be used to convey the information to the
router on which DiffServ class to apply for each flow.
This would particularly be useful in case IPSec is
applied if the IP addresses and port numbers are not
statically assigned to DiffServ classes.

5.1  User’s rights – AAA functionality

When providing a service commercially and different
service levels are used, they have to be supported by
corresponding AAA (Authentication, Authorisation,
Accounting) functionality. Accounting can be seen as
included in the service provisioning process (called
integrated accounting) or it can be offered as a sepa-
rate service (called discrete accounting). In the for-
mer the accounting is coupled to a specific service,
collecting relevant information by using service spe-
cific entities.

For getting access to a service, the user sends a ser-
vice request to the AAA server. This checks the
authorisation of the user and, assuming access is
granted, forwards the necessary information to the
relevant server. This server finds the information
relevant for configuration of the network resources
(service equipment) and distributes this information

Figure 18  Reference path illustration from ITU-T Recommendation Y.1541
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to the network nodes. In case of DiffServ, the
accounting system, QoS control and Bandwidth
Broker are noted.

In ETSI-TISPAN, these actions are initiated by the
Network Attachment Subsystem, NASS, ref. [ETSI-
282001]. NASS provides the following functionalities:

• Dynamic provisioning of IP addresses and other
terminal configuration parameters;

• Authentication taking place at the IP layer, prior to
or during the address allocation procedure;

• Authorisation of network access based on user pro-
files;

• Access network configuration based on user pro-
files;

• Location management taking place at the IP layer.

In order to carry out its tasks, the NASS interacts
with the HSS, which is a core element for storing
user data, ref. [Ross06].

5.2  Managing resources

Returning to the ETSI-TISPAN reference architec-
ture, the resource and admission control functionality
(RACS) contains mechanisms for

• Admission control, including checking authoriza-
tion based on user profiles held in the access net-
work attachment subsystem, on operator specific
policy rules and on resource availability;

• Gate control, including network address and port
translation, priority packet marking.

In the same architecture, a Border Gateway Function
(BGF) provides the interface between two IP-trans-
port domains. A BGF may reside at the boundary
between an access network and the customer
premises equipment, between an access network and
a core network or between two core networks. It sup-
ports one or more of the following functionalities:

• Opening and closing gates (i.e. packets filtering
depending on “IP address / port”);

• Allocation and translation of IP addresses and port
numbers (NAPT);

• Interworking between IPv4 and IPv6 networks
(NAPT-PT);

• Topology hiding;
• Hosted NAT traversal;
• Packet marking for outgoing traffic;

• Resource allocation and bandwidth reservation for
upstream and downstream traffic;

• Policing of incoming traffic;
• Antispoofing of IP addresses;
• Usage metering.

As noted above the RACS applies a policy concept,
see Section 4.7. The components are similar to the
ones depicted in Figure 17. The Bandwidth Broker
(BB) concept is similar to a Policy Decision Point
(PDP) in the sense that it makes decisions regarding
bandwidth provisioning. However, bandwidth bro-
kers tend to operate at a higher level than PDPs.
PDPs are typically connected to a (small) number of
PEPs within an administrative domain. They tend to
be topology-aware as a result of their role, e.g. in the
RSVP admission control process. Bandwidth Brokers
are aimed more at the interfaces between domains.

A BB refers to an abstraction that automates the admis-
sion control decisions for service requests in a network
domain. This means that it is responsible for keeping
track of the current allocation of reserved traffic, it is
configured with policies that define which traffic flows
belong to which traffic classes, and it interprets new
requests in the light of these policies and the current
bandwidth usage. In this sense, a BB can be considered
as a special type of policy server that is responsible for
those related policies for a network domain. A BB is not
necessarily a policy manager but policy management
and bandwidth brokering will need to work together in
providing integrated policy services and admission con-
trol. Another important function of a BB is to configure
network devices according to admitted QoS requests.

In the intra-domain case, the BB manages the re-
sources based on the SLA/SLS that has been agreed
upon between domains. One or more protocols are
used to exchange information between a host and a
BB, and a BB and a router.

In the inter-domain case, the BB is also responsible
for managing inter-domain communication with BBs
in neighbouring networks. This is to co-ordinate
SLAs across boundaries. In order to co-ordinate
bandwidth assignments across domains, a single
inter-domain BB protocol must exist.

Figure 19 shows a sample network configuration. It
consists of three domains AS1, AS2, and AS3 with a
BB for each one (BB1, BB2 and BB3). The SLAs/
SLSs are placed between AS1 and AS2, and between
AS2 and AS3. A user can be either an end-system or
an application that requests bandwidth.

The Bandwidth Broker makes decisions based on the
network topology and the network traffic characteris-
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Figure 20  Some of the relevant data for managing
SLAs and QoS
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tics. The network topology consists of a description
of all available network resources: nodes, links, link
metrics, physical link capacities, e.g. link capacity
that can be allocated, resource class (gold links, links
only to be used for premium customers), etc. The net-
work traffic characteristics are expressed as a set of
traffic trunks which mainly express a bandwidth
requirement between core edge nodes. This informa-
tion is supplied by the policy manager, which is a
storage of committed SLAs/SLSs.

5.3  SLA/SLS negotiation

Having the capability to establish SLAs rapidly,
accurately and automatically is a significant contri-
bution to the efficiency of a provider. This becomes
even more important when the number of services
and customers grows. Having adequate SLA-related
mechanisms is therefore considered as a competitive
edge by the providers/operators. As there are also
dependencies between the providers, the SLAs need
to be present throughout the set of providers
involved, not only towards the end-customer.

Handling QoS and SLA in an efficient manner intro-
duces a number of challenges; a few aspects are illus-
trated in Figure 20. Several non-technical aspects will
also be included in an agreement between the actors.
In addition to the data transfer related aspects, issues
like customer support and service provisioning will
often be covered.

The SLA template is used to capture a set of Service
Level Objectives for a service. A Service Level
Objective is a representation of the guaranteed level
of service offered. It defines an individual objective
for example in terms of service metric, threshold val-
ues and tolerances. A service metric could be related
to the entire service bundle, to a service element or
to a single service interface, but is always related to
something visible to the customer. Hence, the QoS
requirements described for voice, video and data ear-
lier come into play.

The technical part of an SLA is called a Service
Level Specification, SLS, although the actual rela-
tions between SLAs and SLSs can be more involved.
A service can be said to be provided to a customer by
a provider. Prior to the service delivery, negotiation
would commonly take place.

The components of an SLS can be grouped as (note
that this assumes DiffServ-based services):

• Common unit: Describes the terms of offering the
service, e.g. identifying the provider, customer, ser-
vice type, etc. The period of validity is a central
component.

• Topology unit: Describes the nature and number of
end-points, further divided into one Service Access
Point, SAP, sub-unit and a number of graph sub-
units. The SAP sub-unit gives a list of end-points
that specify the topology (like hose, pipe or fun-
nel). The end-points can for instance be given by
IP addresses. The graph sub-unit gives a list of
sources and destinations and how these are related.
Unidirectional and bidirectional relations may be
described.

• QoS related unit: Describes the traffic flows and the
service differentiation provided. Quantitative and
qualitative service levels may be given for some or
all parts of the topology unit. This unit may further
be divided into: i) scope – giving the topology unit
(graph sub-unit or end-point) relevant, ii) traffic
descriptor – describing the traffic flows (including

Figure 19  Communication among Bandwidth Brokers
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DiffServ class, port numbers, protocol information
and specification of lower layer), iii) load descriptor
– giving the quantity of offered traffic, e.g. given by
leaky bucket parameters, as well as treatment of
excess of out-of-profile traffic, iv) QoS parameters
– delay, jitter and loss of traffic flow.

• Monitoring unit: Defines a set of parameters that
are to be collected and reported between the cus-
tomer and provider. The structure might be similar
to the QoS-related unit.

6  Concluding remarks

Is introducing IP QoS worth while? QoS-related
mechanisms imply a more efficient network and
wider spectre of service portfolio. Hence, savings
on the cost of network resources as well as potential
additional revenues are within the reach by imple-
menting such mechanisms.

There is a trend towards multiple applications on IP
networks covering all components of a multimedia
application. In the long run, this requires that QoS-
related mechanisms are smoothly operated and thus
being a motivation for this paper. Considering a
multi-provider environment this becomes more chal-
lenging. Industry initiatives, e.g. IPSphere, have been
started to address these issues. Hence, reflecting on
the motivation and effort, it seems to be more a ques-
tion of how fast the concerned IP QoS-related mech-
anisms need to be introduced.
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Introduction

The customers of a VoIP service have expectations to
the speech quality. These expectations are based on
the experiences made when making telephone calls
over the present circuit-switched network (PSTN/
ISDN). However, the success of mobile systems
offering a lower quality than fixed network systems
shows that the users may accept quality degradations
if there are other benefits (e.g. mobility). On the other
hand, the introduction of the GSM Enhanced Full Rate
Codec indicates that there is a demand for a quality
that at least is similar to that of the fixed network.

In the beginning VoIP had a reputation for being
cheap and of low speech quality. The low speech
quality may be acceptable to enthusiasts in the initial
phase, but is hardly acceptable on a longer term. 

This article presents an overview of how speech qual-
ity is measured or assessed and factors that are influ-
encing the user perceived speech quality. Finally, an
attempt is made to answer the basic question ‘Is the
VoIP speech quality better (or poorer) than the PSTN
speech quality?’.

How to measure speech quality?

The term speech quality usually means the subjective
quality of a conversation. Speech quality can be mea-
sured using subjective tests where test persons rate
the quality of a communication link. The subjective
tests can be

• Conversational tests where two test persons com-
municate with each other;

• Listening tests where test persons listen to speech
signals processed by the system under test.

Listening tests are simpler to carry out, but there are
aspects that cannot be tested by using listening tests,
e.g. the effects of delay.

A five-point scale is often used to rate the speech
quality. A commonly used description for this scale
can be found in Table 1. Some tests are carried out
using a slide (e.g. on a PC) that gives a continuous
scale. However, the quality description used is not
changed.

To obtain an acceptable accuracy, a number of test
persons have to participate in a subjective test pro-
gram. The average of all test persons’ results is calcu-
lated. Statistical analysis is also carried out in order
to estimate the accuracy of the results.

Another approach is to compare the original (refer-
ence) signal and the processed signal. This approach
is called Degradation Category Rating (DCR), while
the method described above is called Absolute Cate-
gory Rating (ACR). An example description for a
DCR MOS scale rating is presented in Table 2.

Subjective tests are resource demanding. A lot of
effort has been spent on developing models that

VoIP speech quality – Better than PSTN?

T R O N D  U L S E T H  A N D  F I N N  S T A F S N E S

As VoIP moves from being an interesting (and cheap) application for enthusiasts to a public service for

everybody, the speech quality requirements will be of increasing importance. There are a number of

factors that contribute to the user perceived speech quality. Voice over a packet network may intro-

duce new degradations such as packet loss, and increase other degradations such as delay. On the

other hand VoIP simplifies the use of wideband (7 kHz bandwidth) codecs offering improved speech

quality compared to narrowband (3.1 kHz bandwidth) codecs. Methods to determine the user
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connection are discussed. Finally, it is concluded that assuming identical speech coding algorithms

VoIP introduces degradations compared to PSTN/ISDN. However, the possibility to implement wide-

band codecs may give an opportunity for improved speech quality compared to PSTN/ISDN.
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Svært God 5 Excellent
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Table 1  A five point MOS scale with Norwegian and
English descriptions
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makes it possible to calculate the speech quality
based on measurements of objective parameters.

For telephony CCITT (now ITU-T) developed an
algorithm for calculating the loudness rating for tele-
phone sets; ITU-T Recommendation P.79 [1]. This
recommendation is important for the telephony trans-
mission planning in analogue networks. It is also
used to specify the sensitivity of telephone sets used
in an all-digital network (ISDN). The sensitivity
requirements to an ISDN telephone set could be used
to specify the sensitivity of a VoIP terminal.

Another standard that describes a method for predict-
ing the subjective quality of narrow-band handset
telephony and narrow-band speech codecs is ITU-T
Recommendation P.862 [2], which specifies the
PESQ (Perceptual Evaluation of Speech Quality)
algorithm. PESQ compares the degraded speech with
the reference speech and computes an objective MOS
value in a 5-point scale.

Both these calculation algorithms address specific
parts of a voice connection and do not include effects
such as end-to-end delay. An algorithm that addresses
the user perceived quality of an end-to-end connec-
tion, including end-to-end delay, is the E-model [3].
The calculation algorithm was developed by ETSI

[4]. The work was presented to ITU-T SG 12, which
adopted it and published it as ITU-T Recommenda-
tion G.107 [3]. It has been improved and extended by
ITU-T SG12. Degradations related to communication
over packet networks (e.g. packet loss) have been
added. The model calculates a rating factor (R factor),

R = R0 – Is – Id – Ie-eff + A

where
R0 is related to the signal-to-noise ratio;

Is is related to impairments such as loudness ratings
and quantization;

Id is related to delay;

Ie-eff is related to impairments caused by low
bitrate codecs;

A is an advantage factor.

The advantage factor is used to take account for user
advantages such as mobility.

The present version of the E-model is restricted to
narrowband speech communication. There is cur-
rently work on extending the algorithm to include
wideband speech communication.

ITU-T Recommendation G.109 [5] describes the rela-
tions between the R factor, user satisfaction and the
ACR MOS rating; see Table 3.

Characteristics that influence the

user perception of speech quality

The characteristics that influence user perceived
speech quality are illustrated in Figure 1. These are
• Speech coding algorithm
• Delay and jitter
• Packet loss
• Echo
• Terminal characteristics (e.g. jitterbuffer, frequency

response, noise).

The network related degradations are
• Packet loss
• Delay
• Jitter.

The effects of these degradations on the user per-
ceived quality depends on the application/terminal.
As an example, a good jitter buffer implementation
may ensure minimal additional packet loss caused by
jitter buffer overflow and at the same time minimiz-
ing the delay added by the jitter buffer.

Description Rating

Inaudible 5

Audible but not annoying 4

Slightly annoying 3

Annoying 2

Very annoying 1

Table 2  DCR MOS scale description

R factor User satisfaction ACR MOS rating

(lower limit)

90 to 100 Very satisfied 4.34

80 to 90 Satisfied 4.03

70 to 80 Some users dissatisfied 3.60

60 to 70 Many users dissatisfied 3.10

50 to 60 Nearly all users dissatisfied 2.58

0 to 50 Not recommended

Table 3  Relations between the R factor, user satisfaction and the ACR
MOS rating
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Speech coding algorithms

Speech is an analogue signal. To transport speech
over a digital network (e.g. a packet-switched net-
work) the analogue signal needs to be converted to
digital form. The Nyquist theorem states that to cor-
rectly reproduce a digitised signal, the sampling rate
has to be more than twice the highest frequency of
the signal to be digitised. Furthermore, the speech
dynamic range for good voice reproduction requires
an analogue-to-digital converter having 13 or 14 bits.
Transmission links both in fixed networks and in
wireless networks often have a limited capacity. It is
therefore necessary to encode the digitised signal to
a format that requires lower transmission capacity
by implementing a speech codec.

A list of speech codecs for conversational applica-
tions is presented in Table 4. Most of these codecs are
based on an 8 kHz sampling rate, which means that
the maximum speech bandwidth that can be transmit-
ted is close to 4 kHz. Telephone bandwidth is usually
somewhat less, 300 – 3400 Hz. Speech transmitted on
such a channel is often characterized as narrowband
speech.

There is also a group of speech coding algorithms
that are based on 16 kHz sampling enabling transmis-
sion of speech signals covering the frequency band
from 50 – 7000 Hz. These codecs are often charac-
terised as wideband codecs, and use a 16 bit A/D con-
verter. The dynamic range of these codecs is there-
fore larger than the dynamic range of the narrowband
codecs. ITU-T has recently published a 14 kHz exten-
sion of ITU-T Recommendation G.722.1 [6].

In addition to codecs dedicated for speech there are
algorithms standardised by other standards organisa-
tion such as ISO (International Standards Organiza-
tion) that covers a wider frequency band than 7 kHz.
These algorithms are designed for audio signals that
include music, and are outside the scope of this article.
Speech codecs are often divided into three classes:

• waveform codecs
• source codecs
• hybrid codecs.

Waveform codecs attempt, without using any knowl-
edge of how the signal to be coded was generated, to
produce a reconstructed signal whose waveform is as
close as possible to the original. This means that in
theory they should be signal independent and work
well with non-speech signals. An example is the codec
standardised in ITU-T Recommendation G.711 [7],
presently the most widely used codec in PSTN/ISDN.
This codec uses a non-linear quantizer, giving a 40 %
reduction in bitrate compared to a linear quantizer.

Another techniqu to reduce the required bit rate is to
transmit the difference compared with the previous
sample instead of the actual sample. This technique is
called delta modulation or differential PCM (DPCM).
This technique may be further enhanced by predicting
the value of the next sample from the previous sam-
ples and transmit the difference between the predicted
value and the actual sampled value (ADPCM).

The input speech signal may also be split into a num-
ber of frequency bands, or sub-bands, and each is
coded independently. This is called Sub-band coding.
An example is the codec defined in ITU-T Recom-
mendation G.722 [8] where the 7 kHz frequency band
is divided into two sub-bands, which are coded inde-
pendent of each other.

Source codecs operate using a model of how the
source was generated, and attempt to extract, from
the signal being coded, the parameters of the model.
An example is Linear Predictive Coding (LPC).
Coders using this technique require very low bitrate,
but the quality is usually not good enough for public
telecommunication applications.

Hybrid codecs attempt to fill the gap between wave-
form and source codecs. Although other forms of
hybrid codecs exist, the most successful and com-
monly used are time domain Analysis-by-Synthesis
(AbS) codecs. Such coders use the same linear pre-
diction filter model of the vocal tract as found in LPC
vocoders. However, instead of applying a simple two-
state, voiced/unvoiced model to find the necessary
input to this filter, the excitation signal is chosen by
attempting to match the reconstructed speech wave-
form as closely as possible to the original speech
waveform. Examples are Multi-Pulse Excited (MPE)
codecs and Code-Excited Linear Predictive (CELP)
codecs.

Figure 1  Characterisitcs influencing user perceived voice quality
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There are some speech codecs developed by Global
IP Sound, a Swedish-American company that pro-
vides embedded speech processing solutions for real-
time communications on packet networks [9]. Among
their products are four speech codecs that are more
robust to packet loss than the codecs standardized by

ITU-T and 3GPP/ETSI. One of these, iLBC, is stan-
dardized by IETF [10]. The product portfolio of the
company also includes wideband codecs. One of
these, iPCM-wb, may interwork with one of the nar-
rowband codecs offered, Enhanced G.7112). It is thus
possible to set up a connection between a terminal

1) Frame size is the speech time interval the codec uses in the encoding process. In addition to this interval there might be a look ahead
interval that is used to improve the robustness against packet loss (in conjunction with Packet Loss Concealment).

2) The term Enhanced G.711 is misleading. The codec cannot interwork with G.711 codecs.

Name Bit rate Sampling Frame size1) Remarks

(kbit/s) rate (kHz) (ms)

Narrowband codecs

ITU-T G.711 [7] 64 8 Sample Two companding characteristics, A-law (Europe)

(0.125) and µ-law (North America and Japan) 

PLC look ahead: 3.75 ms

ITU-T G.723.1 [14] 5.3/6.3 8 30 High rate option:  Multipulse Maximum Likelihood

Quantization (MP-MLQ) Low rate coder option:

Algebraic-Code-Excited Linear-Prediction (ACELP)

Look ahead: 7.5 ms

ITU-T G.726 [15] 16, 24, 32 and 8 Sample ADPCM

40 kbit/s (0.125)

ITU-T G.728 [16] 16 8 0.625 Low Delay CELP

ITU-T G.729 [11] 8 8 10 ACELP

Look ahead: 5 ms

3GPP/ETSI AMR [17] variable 8 20 ACELP

Supports: 4.75, 5.15, 5.9, 6.7, 7.4, 7.95, 10.2 and 12.2 kbit/s

The 12.2 kbit/s option is equivalent to the GSM EFR

(Enhanced Full Rate) codec

IETF RFC 3951 [10] (iLBC) 13.3/15.2 8 30/20 A Global IP Sound (GIPS) developed codec using a

block-independent linear-predictive coding (LPC).

Robust to packet loss

GIPS G.711 Enhanched [9] Variable, 8 Not specified Proprietary solution. Robust to packet loss

average (sample?)

64 kbit/s 

or less

Wideband codecs

ITU-T G.722 [8] 48, 56 and 64 16 Sample Two sub-bands are coded independently using

(0.0625) ADPCM

ITU-T G.722.1 [6] 24 and 32 16 20 Modulated Lapped Transform (MLT) 

Look ahead: 20 ms

Annex C specifies a 14 kHz mode (32 kHz sampling

frequency) transmitting at 24, 32 and 48 kbit/s

3GPP/ETSI AMR-WB [18] Variable 16 20 ACELP

(ITU-T G.722.2) Supports: 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85,

23.05, 23.85 kbit/s

GIPS iPCMwb [9] Variable, 16 Not specified Proprietary solution. Robust to packet loss.

average (sample?) Compatible with GIPS G.711 Enhanched

80 kbit/s

GIPS iSAC [9] Adaptive 16 Not specified Proprietary solution. Robust to packet loss

and variable (sample?)

10–32 kbit/s

Table 4  Speech coding algorithms
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using a wideband codec and a terminal using a nar-
rowband codec.

ITU-T has recently begun work on a wideband exten-
sion to ITU-T Recommendation G.729 [11] allowing
interworking between the narrowband and wideband
modes.

Another interesting possibility is to generate wide-
band speech based on the information received from
a narrowband codec. The first ideas have been pre-
sented [12], [13], but it is likely that a lot of work is
required before a commercial product can be available.

The speech coding degrades the user perceived
speech quality. The amount of degradation is a func-
tion of the compression ratio, but also on the coding
principles used and other implementation aspects.
Figure 2 illustrates the MOS rating of some narrow-
band speech coders [19], [20], [21].

Tandeming of speech codecs (decoding to linear
PCM and encoding again) may cause degradation.
Examples are illustrated in Figure 3 where tandeming
of the AMR codec (at 12.2 kbit/s) causes no signifi-
cant user perceived quality reduction, while tandem-
ing of two G.729 codecs reduces the MOS rating from
3.9 to 3.3.

Another aspect in an environment where different
codecs are used is transcoding. Transcoding usually
causes a significant reduction and should be avoided.
An example is presented in Figure 3 where transcod-
ing from GSM EFR (equivalent to the AMR codec at
12.2 kbit/s) to G.729 reduces the MOS rating to 3.5,
while the ratings of the individual codecs are 4.0
(GSM EFR) and 3.9 (G.729).

There is also a potential for speech quality improve-
ment when using the wideband coding algorithms.
Investigations reported by Raake [22] indicate that
the wideband bandwidth extension quality improve-
ment could be around 1.0 on the MOS scale. The
actual speech codec could reduce this value.

Delay and jitter

The delay sources of a multimedia connection on an
IP network are

• Transmitting terminal delay. The main sources are
the speech processing (codec) and the speech pack-
etization;

• Network delay;

• Receiving terminal delay. The main source is the
receive jitter buffer.

The speech coding related delay depends on whether
the coding algorithm is sample-based or frame-based.
The sample-based algorithms are low-delay algo-
rithms, introducing less than 10 ms delay (usually
3 ms or less). The frame-based algorithms segment
the speech signals into frames that typically are 20 ms
long; however, there are standardised algorithms that
use 10 ms or 30 ms frames.

To reduce the effect of packet loss, Forward Error
Control / Packet Loss Concealment can be used. To
do so some codecs include an extra time window
called look-ahead. The minimum delay introduced
by a frame-based algorithm is

2 x frame size + look-ahead

The duration of a speech packet is flexible. RFC 3551
[23], the IETF Standard that defines the profiles for
the Real Time Protocol (RTP) defined in RFC 3550
[24], recommends a packet duration of 20 ms except
for the ITU-T Recommendation G.723.1 [14] codec.
For G.723.1 30 ms is recommended. This is because
the packet duration has to be a multiple of the coding
algorithm frame size, and the frame size of the
G.723.1 codec is 30 ms. However, the mentioned
values are recommended values, implementers may
choose the value that is best adapted to the applica-

Figure 2  Narrowband speech coders MOS rating

Figure 3  Narrowband speech codecs tandeming MOS rating
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tion. As an example 60 ms packet intervals are often
used in videophone applications because the video
coding delay is larger than the audio coding delay.

If multiple speech frames belonging to a frame-based
algorithm are grouped together into a single packet,
the extra delay will be the duration of one speech
frame for each additional speech frame added to the
packet:

(N + 1) x frame size + look-ahead

where N is the number of speech frames in each
packet.

The core network delay sources are the delay caused
at each router of the network connection and the
propagation delay. TIA/EIA-TSB116 [25] indicates
that the router related delay is approximately 1.5 ms
per hop.

The propagation delay depends on the technology
used. Table A.1/G.114 of ITU-T Recommendation
G.114 [26] presents planning values for calculating
propagation delay for various transmission technolo-
gies.

The access network may be a significant delay con-
tributor, subject to the technology used. As an exam-
ple the delay introduced by ADSL may be more than
10 ms depending on the ADSL link capacity. For
asymmetrical systems the delay upstream is larger
than the delay downstream. For other access tech-
nologies it is likely that the delay is less for compara-
ble bitrates.

As stated in the introduction of this section, the main
delay source at the receiving terminal is the jitter
buffer. Jitter is defined as the delay variation caused
by queuing in network elements or by routing the
packets along different network paths. The speech
packets that are sent from the transmitting terminal

at constant intervals are received at variable intervals.
Packets might even be out of order. This delay varia-
tion needs to be removed and packets need to be
reordered before replaying the audible signal to the
human user. This is achieved by inserting a buffer
(jitter buffer or playout buffer) at the receiving termi-
nal. The function of the jitter buffer is illustrated in
Figure 4.

The jitter buffer size needs to match the amount of
jitter at the receiving terminal. When the jitter buffer
is too short, packets may arrive too late and will be
lost. On the other hand, a long jitter buffer increases
the end-to-end delay perceived by the user.

The jitter buffer size can be fixed or adaptive. In
most scenarios an adaptive jitter buffer is preferable
because the jitter characteristics may depend on the
actual connection and traffic scenario. However,
there are challenges related to adaptive jitter buffers.
It is important that the algorithm detects rapid
changes in the jitter. In most implementations the
adjustment of the jitter buffer size takes place during
pauses in the speech. The consequence is that the jit-
ter buffer size is fixed for each talkspurt. To over-
come this problem there has been a lot of effort on
optimizing the adaptive mechanisms.

A rule of thumb proposes that the jitter buffer should
at least be twice the packet intervals. When an adap-
tive jitter buffer is implemented this value could be
the starting point for an algorithm that reduces or
increases the jitter buffer size according to the
amount of jitter of the incoming packet stream. How-
ever, experiments carried out by Liang et al. [27]
show that it is possible to adjust the playout of each
individual packet by scaling (compressing/expand-
ing) the packets. The packets can be scaled  from 50
% to 200 % of their original size without degrading
sound quality.

The speech coding algorithm packet loss robustness
may also influence the design and size of the jitter
buffer. The average delay caused by jitter can thus be
reduced compared to traditional jitter buffer solu-
tions. GlobalIPSound [9] offers solutions that proba-
bly are based on these principles.

The effects of delay on interactive two-way speech
communication are addressed in ITU-T Recommen-
dation G.114 [26]. The Recommendation states that
it is desirable to keep the delays seen by user applica-
tions as low as possible. Although a few applications
may be slightly affected by end-to-end delays of less
than 150 ms, if delays can be kept below this figure
and there is sufficient echo attenuation, most applica-
tions, both speech and non-speech, will experience

Figure 4  Jitter buffer operation
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essentially transparent interactivity. The upper delay
limit for planning purposes is 400 ms. It is however
recognised that in some exceptional cases (e.g. dou-
ble satellite hops) this limit will be exceeded.

Typical speech communication delay examples are
illustrated in Figure 5. The delay of a voice connec-
tion on a fixed circuit-switched network within
Norway is 25 ms or less. The delay of a connection
between a terminal in the fixed circuit-switched net-
work and a GSM terminal is approximately 100 ms.
The delay introduced by a connection via a geosta-
tionary satellite is approximately 270 ms.

A delay estimate of typical VoIP connections within
Norway could be as shown in Table 5.

Packet loss

Packet loss degrades the perceived speech quality.
The amount of degradation depends on the robustness
of the speech codec, and whether or not protection
mechanisms such as Packet Loss Concealment (PLC)
are implemented. Test results presented to ETSI [28]
illustrate both the degradation caused by packet loss
and the effects of PLC. Figure 6 describes the effects
of packet loss on MOS (Mean Opinion Score) for
some relevant codecs with and without PLC.

The tests described above are made when single
packets are lost with random distribution. In real
networks bursts of packets are quite frequently lost,
not single packets, due to effects such as network
overload, router queuing and radio transmission dis-
turbances. Subject to the size of the burst (number
of consecutive packets lost), burst packet loss may
degrade the speech quality more than single packet
loss. An article by Clark [29] presents a review of the
effect of burst packet loss. The effect is illustrated in
Figure 7. The codec used and the burst generating
method are not identified in the article.

Jiang and Schulzrinne [30] compare packet loss
repair methods and effect on perceived speech quality

under bursty loss. Both calculation results using the
E-model and results from subjective tests are reported.
Most of the tests were carried out using the ITU-T
Recommendation G.729 [11] speech coding algorithm.

The basic loss pattern is specified at 20 ms packet
interval. To generate burst packet loss the Gilbert
model is used. There are indications that this model is
too simple, in ETSI TS 101 329-5 v1.1.1 a four-state
Markov model is suggested. (The Gilbert model is a
two-state model.)

Figure 5  One-way delay examples

Figure 6  Effects of packet loss on speech quality (MOS)3)

Figure 7  Effects of burst packet loss on MOS

G.711 (ms) G.723.1 (ms)

Coding and packetization 20 67.5

Processing 1 ca. 10

Access network (ADSL) 15 15

Core network 20 20

Jitter buffer 40 60

Processing 1 ca. 10

Sum 95 180

Table 5  Delay estimate of a VoIP connection within Norway using
G.711 or G.723.1 codecs

3) Packet intervals are 20 ms for all codecs except for G.723.1. The packet intervals for this codec are 30 ms.
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To correctly simulate the loss pattern at larger packet
intervals, every second event is picked to simulate 40
ms packet intervals, every third event to simulate
60 ms packet intervals and so on. The consequence of
this approach is decreased burstiness when the packet
interval increases.

Two packet loss repair methods were compared;

• Forward Error Correction (FEC);

• Low Bit-rate Redundancy (LBR), where a redun-
dant but lower quality version of the same signal is
transmitted in subsequent packets.

When no packet loss repair mechanism is imple-
mented the test results show that the difference
between the random loss rating and the bursty loss
rating is between 0.2 and 0.4 on a five-point MOS
rating. It is also found that when carrying out listen-
ing tests 40 ms packet interval is rated better than
20 ms packet interval. When carrying out an analysis
of delay effects using the E-model, the conclusion is
that 20 ms and 40 ms packet intervals could be con-
sidered equal, while the performance when using
longer packet intervals is poorer.

Global IP Sound [9] offer solutions that are claimed
to perform better than the mechanisms described
above. The product portfolio includes both speech
coding algorithms that are robust to packet loss, and
a generic robustness enhancement unit that provides
increased packet loss robustness for low bit-rate codec.
The solution predicts neighbouring packets from the
current one at the price of 2.4 kbit/s addition in bit
rate. As long as there is no packet loss, there is no

extra delay. In packet loss scenarios there will be an
extra delay that at maximum is equal to the frame size.

The robustness enhancement unit supports both
Global IP Sound codecs and ITU-T standardised
codecs such as G.723.1 [14] and G.729 [11].

Echo

Echo is the original speech signal reflected back to
the source. The user prefers to hear their own voice;
it is an indication that the telephone is working OK.
This effect is called sidetone. The user prefers a
sidetone that is attenuated 10–15 dB compared to the
input signal. The sidetone is not delayed (delay less
than 5 ms).

In a telephone conversation a talker can sometimes
hear his own voice as a delayed echo. This phe-
nomenon is referred to as talker echo. The effects
of an echo depend on delay and the strength of the
reflected signals.

In traditional analogue telephony the main talker echo
source is the 2/4 wire hybrid. An end-to-end tele-
phone connection over a digital network such as
ISDN or IP network is 4 wire. The non-existence of a
2/4 hybrid does not mean that there is no echo prob-
lem; the echo is generated in the terminal4). There are
two sources;

• the acoustic coupling from the receiver (loud-
speaker) to the microphone of the terminal;

• the electrical coupling between the wires of the
handset cord.

Tests carried out when ISDN telephones were intro-
duced about 15 years ago showed large echo attenua-
tion variations between different handset telephones.
These tests showed that it is possible to design tele-
phone handsets where the echo attenuation is accept-
able without any echo control mechanism imple-
mented for low delay ISDN connections, but short
handsets may require an echo control mechanism.

Headsets are often used with softphone (a PC or PDA
with VoIP software). The echo generated by a head-
set is normally lower than the echo generated by a
handset. When using headsets echo cancellers may
therefore not be required. Hands-free telephones
always require an echo control mechanism.

ITU-T Recommendation G.131 [31] provides guid-
ance on the effect of talker echo. Curves describing

Figure 8  Echo tolerance as a function of one-way
delay

4) Analogue telephone adapters have a 4/2 wire hybrid. The main echo source when using these adapters is the hybrid, not the tele-
phone connected to the adapter.
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the relation between the required Talker Echo Loss
Rating (TELR) and mean one-way delay of the con-
nection are given in the Recommendation. Figure 8
describes the limits for acceptable echo and objec-
tionable echo as a function of one-way delay.

Figure 8 shows that the annoyance caused by echo
increases when the connection delay increases. The
TELR of a VoIP terminal therefore has to be larger than
the TELR of an ISDN terminal. It is therefore likely
that acoustic echo cancellers need to be implemented.

Echo canceller technology is used in mobile handsets,
and can be seen as a mature technology.

Is the VoIP speech quality better

than the PSTN speech quality?

There are VoIP enthusiasts claiming that VoIP speech
quality is better than the speech quality of a PSTN
connection. The statement might be true – and it
might be wrong.

First of all, let us clarify the term PSTN (Public
Switched Telephone Network). This term is usually
associated with the analogue telephone network
where the connection between the end user terminal
(telephone) and the network is analogue. In most net-
works today the speech is digitised at the local
exchange and transported in digital format (PCM
encoded as specified in ITU-T Recommendation
G.711 [7]) to the local exchange to which the remote
user is connected. The digital signal is then converted
to analogue format, and is transported in analogue
format to the remote user.

ISDN is in principle a public switched network too,
however the communication is digital end-to-end;
there is no degradation related to the local loop. The
speech coding algorithm is normally PCM as speci-
fied in ITU-T Recommendation G.711 [7].

Both PSTN and ISDN telephony are limited to
3.1 kHz bandwidth (i.e. narrowband speech). There
is however a possibility to use wideband codecs in
ISDN. This option is not frequently used for tele-
phony, but is popular among ISDN videophone/
videoconference users.

In PSTN there are degradations of the speech signal
at both ends of the communication link in terms of
attenuation and attenuation distortion5). Analogue
terminals compensate for average local loop loss. The
terminal speech signal sensitivity may therefore be

too high or too low, depending on the actual charac-
teristics of the local loop. There is no such degrada-
tion in ISDN, it is digital end-to-end.

As described in this article, the main VoIP degrada-
tion sources relative to telephony in circuit-switched
networks are delay and packet loss. In public net-
works meeting the objectives of ITU-T Recommen-
dation Y.1541 [32], and assuming proper repair
mechanisms are implemented, packet loss does not
contribute to significant speech degradation. Using
the E-model to estimate the quality degradation
caused by pure delay, an increase from 20 ms to
95 ms end-to-end delay corresponds to a MOS reduc-
tion between 0.1 and 0.2 when the echo loss is 55 dB
or more. This echo loss usually requires implementa-
tion of a good acoustic echo canceller. When the echo
loss is 46 dB, a loss that often has been used as a tar-
get for ISDN terminals, the MOS reduction at 95 ms
is approximately 0.7.

Figure 9 presents MOS estimates as a function of
delay for three echo loss conditions. MOS = 3.6 is
often used as a limit for minimum acceptable quality
of a public telephone service.

The user perceived quality of the narrowband speech
coding algorithms that are relevant for VoIP is at best
similar to the quality of ISDN when the IP connection
meets the requirements of ITU-T Recommendation
Y.1541 [32]. This comparison is based on subjective
tests carried out without packet loss. The packet loss
robustness varies, but packet loss will always cause
some speech quality degradation.

In an all-IP voice connection it is straightforward to
use wideband (7 kHz) speech coders offering a qual-
ity that is better than narrowband PSTN/ISDN. How-
ever, the speech quality will not be better than wide-

Figure 9  Estimated MOS as a function of echo loss
and delay

5) The attenuation of a cable in the local loop is frequency dependent. The difference in loss compared to a reference frequency is
attenuation distortion.
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band telephony service in ISDN. For connection to
other networks (e.g. circuit switched PSTN) the pos-
sibility to use wideband speech may not be available.

It can be concluded that VoIP may offer speech qual-
ity equal to or better than the PSTN when all elements
of the VoIP are properly designed. The VoIP speech
quality may also be almost equal to the ISDN speech
quality when similar class of codecs are used, how-
ever the end-to-end delay of a VoIP connection is
always larger than the end-to-end delay of an ISDN
voice connection. However, wideband codecs is an
opportunity to improve the user perceived speech
quality.
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Introduction

VoIP is a technology for producing telephone ser-
vices on IP-based networks. Traditionally, these tele-
phone services have been provided by the public
switched telephone network (PSTN/ISDN), which
has been managed and completely controlled by sin-
gle, national operators in each country in Europe, and
for GSM the situation initially was similar. The risks
were known, and managed.

Since the mid ‘90s this situation has been evolving in
Europe. The national operators still exist, but in addi-
tion second operators, third party vendors, ISPs and
mobile providers (GSM, GPRS, UMTS) are also
interconnecting and providing a multitude of services
such as VoIP, video conferencing, video on demand
etc. This dynamic new situation has given rise to new
threats and risks, which are more complex and unpre-
dictable than for any one service or technology in iso-
lation. This enriched threat model requires extensive
countermeasures in order to be able to deliver ser-
vices of acceptable quality, reliability and security.
In this paper we introduce the security issues inherent
in this new complex situation and address how some
of them can be mitigated.

VoIP caused a lot of excitement towards the end of
the 90s, with the promise of providing a viable tech-
nology for the migration from the monolithic public
switched telephone network (PSTN/ISDN) to next
generation networks, for which telephone services are
produced on an IP-based network. At the turn of the
millennium, it was announced that the IETF’s Ses-
sion Initiation Protocol (SIP) standard would be cho-
sen as the basis for the 3GPP IP multimedia subsys-
tem (IMS). SIP at this point, was still in an early

phase of development. Problems with poor voice
quality for the early Internet-based offerings, along
with the added barrier of cumbersome technology,
e.g., having to phone from the PC made it difficult for
consumers to embrace the new technology, and lead
to slow adoption rate. The immaturity of the emerg-
ing SIP standard contributed largely to the slow down
of the roll out of VoIP services along with uncertainty
in the economic and market related factors, and the
lack of a solid business model.

Today, VoIP is being used everywhere with different
levels of success. Home users may use an Analogue
Terminal Adapter (ATA) to use their legacy POTS
telephone sets and make telephone calls over the
Internet. PC users have a choice of applications that
allow them a rich user experience and address book
facility, and VoIP telephones are available both as
desktop models and cordless handsets using Wi-Fi.
Mobile nomadic users may use their VoIP accounts
wherever they find a broadband Internet connection.

As is usually the case in software and systems devel-
opment, VoIP security has not received sufficient
attention during the development phases and is lag-
ging behind in the deployment.

VoIP security the next challenge

It is important to realize that VoIP still has a minority
of subscribers compared to the PSTN/ISDN and
GSM subscribers. The Norwegian Post and Telecom-
munication Authority (PT) reported in the statistics
for the first half of 2005, a total of 106,500 IP tele-
phony subscribers per 30/06/06 [1].1) While these
numbers indicate a rise in popularity of and interest in
VoIP, the numbers are still insignificant with respect

Security issues in VoIP
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In the past year, numerous service providers, including the incumbent Telenor, have launched VoIP

services in Norway. According to the mainstream media, service providers and users alike stand to

save substantially by migrating to VoIP instead of relying on traditional circuit switched telephony (as

provided in the GSM and PSTN/ISDN networks), and yet the question remains, what about security?

What are the concerns? What are the risks at stake? This article addresses the main security issues

and challenges for VoIP. The main security issues for VoIP are authenticity, privacy, and availability.

We highlight a number of important threats involved, and countermeasures to these threats that

may practically be implemented are discussed. Additionally, implementation considerations regarding

the widespread use of Network Address Translators (NATs) and Firewalls in customer networks, are

addressed.

1) However, it should be noted that there is a large grey area as the numbers of e.g. Skype and Skype out users are unknown.
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VoIP threat model

Telephone fraud and hacking incidents,

a brief historical view

Abuse and misuse of the telephone system is not a
new phenomenon. In this section we present a set of
known threats that are still valid in the VoIP world.

A well-publicized threat is abuse of the service for
the purpose of charging fraud. In the 1960s and 1970s
it was discovered that Captain Crunch cereal give-
aways, small plastic whistles, could be used to gain
access to free telephone calls. By blowing the whistle
into the receiver, the AT&T systems would allow free
calls. This discovery, by amongst others, John “Cap-
tain Crunch” Draper [2], lead to widespread charging
fraud against the company.

During the 1980s, the first so-called hacking inci-
dents began to emerge. In 1988 R.T. Morris intro-
duced the first worm into the Internet, K. Mitnik was
arrested for breaking into the Digital Equipment Cor-
poration, and K. Poulsen was arrested on phone tam-
pering charges, involving jamming of phone calls on
a large scale. During the 1990s, Mitnik frequently
accessed the public telephone network in Las Vegas,
and although he managed his hacking feats due to
technical prowess, he also applied numerous social
engineering techniques to obtain the information he
needed to hack his way into the telephone systems.

The first example of an attack on a telecommunica-
tions system in the USA with implications for
national security was carried out in 1997. A juvenile
hacked into the local exchange that serviced the
Worcester, Massachusetts area and managed to shut
down the PSTN for 600 local users as well as disrupt-
ing the fire, police, and 911 emergency services. The
investigation that followed revealed that the vulnera-
bility that made the attack possible was present in
over 20,000 telephone exchanges across the USA [3].

New threats faced by VoIP

As the Internet and other IP-based networks have
expanded and become widely used, the opportunities
for abuse have also grown. The threats due to expo-
sure to the Internet are far greater than the threats in
the traditional telephony world. This is because geo-
graphical distances (and related long-distance rates)
are never a deterrent. Like any other IP-based appli-
cation, VoIP is vulnerable to the same kinds of
attacks that are widespread across the Internet today.

The IP infrastructure is also considered to be very
brittle. Denial of Service (DoS) attacks against SIP
servers and their supporting DNS/ENUM infrastruc-
ture are easily mounted and difficult to counter orFigure 1  Captain Crunch Whistles

to the number of PSTN/ISDN and GSM mobile tele-
phone subscribers in Norway. Therefore it is too early
to draw any definitive conclusions about VoIP secu-
rity impact at this point.

This article addresses major security issues of VoIP;
charging fraud prevention, protection of privacy, and
availability. Regulatory requirements present chal-
lenges such as providing sufficient protection of the
regulated service from abuse via the non-regulated
VoIP services, and ensuring the availability of regu-
lated services, making this a security issue. Addition-
ally, the widespread use of NATs and Firewalls in
customer networks, although not a direct security
issue, but a related one, presents problems for VoIP.

In this article we give an overview of the threats and
proposed countermeasures while also addressing key
technological issues such as traversing NATs and
Firewalls. Regulatory issues are also addressed as this
clearly relates to the required level of security in the
network. We provide an overview of the state of the
art in standardization and international forums, and
point out important initiatives to watch in 2005/2006.

The remainder of this paper is structured as follows:
We first highlight the security issues surrounding
VoIP, some of these are inherent in the telephone ser-
vice and some are inherent in the use of IP and some
are typical to VoIP. After addressing the security
state of the art for VoIP we address a number of
countermeasures that may be practically employed.
We then address implementation issues regarding the
related topic of NATs and firewalls, devices that were
intended to keep networks secure, but are hampering
the deployment of VoIP. The paper is wrapped up
with an overview of where VoIP security is addressed
in the standards.
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mitigate. Broadband IP networks today are not (yet)
known for their robustness despite the defence legacy
of the Internet.

Primary Goals of VoIP Security

The commercial objectives of any commercial net-
work that impact on security are to ensure profitabil-
ity of the network, availability of the network and
customer confidence. This is to be realized by
addressing the following technical issues.

These commercial objectives break down to the fol-
lowing technical security issues for VoIP; charging
fraud, protection of privacy, and ensuring availability
of the VoIP services. The goals for VoIP should there-
fore aim to reduce these risks by reducing the ability
to mount these attacks and to limit their impact.

We therefore define the following technical objec-
tives for VoIP Security:

• Prevention of masquerade. This means being able
to determine that a user claiming to be Alice is
always Alice, Bob is always Bob, and Bob cannot
pretend to be Alice, and this applies to both mas-
querade of the user and of the system or service. 

• Ensure availability of the VoIP services. By this we
mean that the service must be accessible and usable
on demand by an authorised entity. This is crucial
for e.g. emergency services. In general, a user
expects to be able to place a call and complete the
call without being cut off in the middle.

• Maintain privacy of communication. In many
cases, the parties to a call communicate across

public networks, and mechanisms must be in place
to prevent eavesdropping. Furthermore, the only
delivery points for communication have to be the
legitimate parties to the call.2)

Given these objectives, we first examine the threats
to VoIP, and then describe countermeasures that can
be implemented to reduce the threats to try and meet
these objectives.

Regulatory Issues

The PSTN/ISDN public telephony service is regu-
lated. This means that the state regulatory authorities
set requirements for both the service functionality and
the service quality, and the provider of PSTN/ISDN
services must follow those requirements. In general,
IP-based services are currently not regulated; how-
ever, the situation for IP-based telephony regulation
is currently evolving. This is due to the emerging cat-
egory of IP-based telephony that enables customers to
both receive calls from and terminate calls to the pub-
lic switched telephone network (PSTN) and can there-
fore be categorized as a public telephone service.

The United States Federal Communications Commis-
sion (FCC) voiced in February of 2004 the intent to
begin regulating4) the IP-based services environment
by making the decision to require reporting of major
network outages including signalling systems, and on
May 19, 2005, the FCC announced the decision to
require Interconnect VoIP Providers to provide
enhanced 911 services. Note that the requirement at
this point does not include VoIP soft-phone applica-
tions; however, it is clearly stated that this is a future
goal [4].

Recently, the Norwegian Post and Telecommunica-
tion Authority (PT) published a report explaining
how VoIP applications that are similar to PSTN/
ISDN should be regulated [5]. On the basis of this, it
is natural to expect that PT will follow a similar path
as the FCC.

Regulation means that there are also expectations
about the level of security that is required. The con-
nections to the regulated service must of course be
protected adequately from abuse via the unregulated
service. Ensuring availability of emergency services
is crucial. This means that it is important to be able to
account for the origin of the call, and the accuracy of

2) Lawful intercept obviously is an explicit exception from this goal.
3) However, this is expected to change and regulation is currently being addressed [5]. For more information, see the article in this

issue on VoIP – regulatory aspects from a Norwegian perspective [6].
4) Historically there is a difference in the meaning of regulation between Europe and the USA. In the USA regulation often implies

taxation while in Europe it implies customer protection and equal access.

PSTN/ISDN telephony VoIP

Regulated Service Not regulated in Norway per May

2005.3)

ITU standards dictate stringent ITU H.323 standard and IETF SIP

requirements for reliability, (RFC 3261) both describing an

availability, performance, and delay application protocol but no

performance, reliability or QoS.

Closed signalling network (SS7) Signalling (usually ) over the public

Internet

Table 1  Some differences between VoIP and PSTN/ISDN
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this information must be ensured. It is crucial that the
call is routed correctly to the local emergency service
center, and not routed incorrectly to an emergency
service center 1000 km away. The communication
link must be secured for the duration of the emer-
gency call, and it is important to secure access for the
authorised users, and keep out unauthorised users.

Currently, it is possible to deliver a regulatory-com-
pliant IP-based telephony solution that relies heavily
on the mechanisms used for securing the PSTN/
ISDN, most importantly, the use of the physical line

ID for geographical origin identification. However, a
regime must be in place, and an infrastructure must
be rolled out to enable meeting the future regulatory
requirements for providers of e.g. IP Telephony over
WLAN or any VoIP soft-phone applications.

The security threats to VoIP

A threat to VoIP is defined as a potential cause of an
unwanted incident, such as telephone fraud or loss of
availability of the IP-based telephone service. In this
section, we discuss some of the threats to VoIP. Note

Figure 2  The Emergency service must locate the patient

Figure 3  The communication link must be secured against DoS attacks

Figure 4  It is important to secure access for the authorized users, and keep out non-authorized users
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that this is not intended to be an exhaustive list, but
rather a list of threats that are of importance, and
should be addressed by the VoIP service provider.

We have identified the following threat families:

• Masquerading
• Denial of Service
• Eavesdropping
• Abuse of access

Masquerading

A masquerade is the pretence of an entity to be
another entity. Masquerading can lead to charging
fraud, breach of privacy, and breach of integrity. This
attack can be carried out by hijacking a link after
authentication has been performed, or by eavesdrop-
ping and subsequent replaying of authentication
information.

Using a masquerade attack, an attacker can gain
unauthorised access to VoIP services. An attacker can
steal the identity of a real user and obtain access by
masquerading as the real user. By employing a replay
attack, the attacker can capture the authentication cre-
dentials of an authorised user and replay the authenti-
cation message at a later time to obtain fraudulent
access to a service (and in this case the real user may
be charged for the calls placed by the masquerading
user). In another form of masquerade, an attacker
replaying or masquerading as a service may deceive
the user, so that the service the user intended to
access is then not available.

The simplest form of masquerade is re-use of user-
name and password that were obtained through inter-
ception or social engineering. A more advance ex-
ample of how authentication information can be
obtained for the purpose of masquerade is by reverse
engineering of passwords in the case of SIP digest
authentication [7]. The attacker sends false chal-
lenges5) to the SIP User Agent (UA) in the user’s ter-
minal to generate a list that can be used to crack the
commonly used Message-Digest algorithm 5 (MD5)
[8] cryptographic hash of the password. A Masquer-
ade can then be combined with alteration of data in
order to obtain access to services for the purpose of
fraud or for placing a malicious call.

Denial of Service

A denial of service (DoS) attack is an attack that is
conducted to deliberately cause loss of availability of
a service. We identify DoS attacks at several levels;
transport-level, server level, signalling level.

• Transport level: An IP-level DoS attack may be
carried out by flooding a target, e.g. by ping of
death or Smurf attack [9].

• Server level: Servers may be rendered unusable by
modifying stored information in order to prevent
authorised users from accessing the service.

• Signalling level: At the SIP level one may overload
the SIP server with too many (possibly invalid)
messages, thus making it unavailable to handle
legitimate SIP messages. Unauthorised users may
also create over-usage problems having an over-
load effect and this way degrade the quality of ser-
vice for the authorised users.

An example of an unwanted incident caused by a
DoS attack is disruption of network services, e.g. col-
lapse of the entire SIP signalling network. There are
also several examples of DoS attacks conducted by
misuse of call forwarding services.

Most of the generic IP and Internet-related attacks are
well known and we do not discuss them in more
detail here. In this section we further elaborate on
attacks specific to the SIP protocol. We identify sev-
eral kinds of attacks that are viable against SIP.

• A DoS attack on a call can be carried out by send-
ing spoofed SIP “bye” messages, to tear down the
call, to the UAs participating in the SIP call.

• All of the participating entities (UA, proxy,
FW/NAT, Media Gateway) that process SIP sig-
nalling are susceptible to DoS attacks by simply
flooding the target with “register” or “invite” pack-
ets. Simple tests carried out on vulnerability to this
type of attack have shown that most SIP implemen-
tations are vulnerable to this type of attack.

• SIP is also very susceptible to overloading the
server with illegal SIP messages. The free form
text-based structure of SIP ensures that any entity
aiming to receive a SIP message must investigate
the entire SIP message before it may deem it to be
valid or invalid as important information related to
the validity of the message may appear anywhere
in the message.

Eavesdropping

Eavesdropping on signalling or media is a threat
whereby an attacker finds a way to copy legitimate
messages between the targets. This threat is a threat
to privacy; an attacker can gain information in an
unauthorised manner such as obtaining personal

5) The attacker is able to choose the nonce, making cryptanalysis easier.
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information about the origin and destination of the
call, overhearing a supposedly private conversation
or intercepting personal information such as a tele-
phone-bank customer’s account number and PIN
(used for conducting bank transactions over the tele-
phone) can be captured and misused.6)

This attack is easily mounted for e.g. VoIP traffic
over WLAN or other shared infrastructures. This is
a real threat as there are packet-sniffers readily avail-
able with built in codecs which can be used for eaves-
dropping on VoIP.

As an extension to this threat one may consider
manipulation of legitimate communication. Using
information gained by eavesdropping on the sig-
nalling, an attacker can manipulate fields in the data
stream and make VoIP calls for the purpose of fraud
or to place malicious calls or inject their own speech
to make the other party seem to say certain things
they did not intend.

This threat is very likely in VoIP as SIP messages
and media streams may be encrypted (i.e. the stan-
dards that allow for this exist) but in practice are
always sent unencrypted to ensure interoperability
or ease of debugging the network.

Abuse of access

Abuse of access is a threat where malicious users/
programs abuse their access to the system. Abuse of
access can take all kinds of forms. We can identify
access to the system by a malicious user and access
by a malicious program on interfaces exposed by the
system.

Abuse of access is not a threat unique to VoIP.
Microsoft Outlook, for instance, exposes an applica-
tion programming interface (API) that allows other
programs to access the user’s address book and send
emails. When Microsoft introduced this feature along
with the ability to run programs attached to emails
directly without user intervention, email viruses,
unknown until then, were invented overnight.7)

In VoIP we see this threat re-surface in several forms.
One form is abuse of click-to-dial services, where
companies will call back users via the regular phone
system. This service is usually offered through a web-
page where anyone can enter any phone number. This
is very much open to abuse and has resulted in many
companies discontinuing this option.

Another example of abuse of access is for instance
the Skype application. The Skype client application
presents an API to other applications allowing them
to initiate calls and insert events in existing calls.
This API is protected by an access control mecha-
nism where users are asked if they want to allow the
application to control the Skype Client. Such access
control is known not to be fool-proof, the simplest
way to thwart it is to lure users to accept this control
similar to luring users to click on certain links in
emails. The Skype API is very powerful and allows a
third-party application to control all the aspects of the
Skype client. Several bugs have already been found
in this API, and been subsequently fixed by Skype.
The first Skype Trojan has already been found loose
on the Internet [10], and experts generally are expect-
ing the first Skype virus to appear soon.

VoIP security – State of the Art

Given these known threats, how does the VoIP ser-
vice provider determine what the risks are? A risk
analysis must be conducted. Critical risks are those
that are relatively easy to carry out and which break
the system in a way that destroys the viability of the
system for the user or the provider. Soft phones are
particularly vulnerable to e.g. fraud as the risk that
an attacker gains control over a PC/terminal over the
Internet is substantial. VoIP can be eavesdropped on
if an attacker gains access to the residential network.
Softphone clients based on mobile terminals or on
personal computers are much more vulnerable to
attacks than dedicated hardware telephones or ana-
logue terminal adapter (ATA) configurations. This is
because the softphone client is an application running
on a computer operating system and is therefore vul-
nerable to the same attacks as any software applica-
tion as well as being vulnerable to problems due to
other attacks on the PC or mobile terminal such as
viruses.

It is up to the VoIP service provider to assess the
risks and determine the level of security required for
adequate protection.

The current situation for securing VoIP services
deployed in fixed networks still relies in part on phys-
ical security. For authentication, however, the ana-
logue terminal adapter (ATA) is often authenticated
by MAC address or some sort of proprietary code
contained in the ATA, and the SIP UA username and
password is then passed to the SIP server, for authen-

6) In Norway, banks have already made the transition to employing one time password solutions for conducting bank transactions over
the telephone, and this commendable advancement is now being adopted elsewhere.

7) Note that this threat is not new to Microsoft applications, introduction of a powerful scripting language (that later became Visual
Basic) in Microsoft Word around 1990 was the origin of word-processing viruses.
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tication as standardised in SIP. The physical address/
line Id is used for providing the geographical location
for e.g. emergency services.

Although equipment with support for the protection
of SIP signalling (SIPS) is available in the Norwegian
market, it is generally not in use. The SIP signalling
passes in clear text. For ADSL customers connected
using an ATA adapter, this means no increase in risk
over traditional PSTN/ISDN. However, for calls
transported at least in part across WLAN networks,
the risk of eavesdropping is real.

The case for securing VoIP in the nomadicity cases
is different, in particular there are challenges in the
nomadicity cases for emergency services provision-
ing. The challenge of providing the 112 emergency
service in the nomadicity case is routing the call to
the nearest emergency service and obtaining the accu-
rate geographic origin of the call. Currently, it is pos-
sible to obtain dispensation from the regulation
requirements (of e.g. identification of geographical
origin) for the nomadicity case.

For VoIP applications deployed in 3G mobile net-
works, the USIM is used as the basis for securing IP-
based multi-media services. This USIM is a remov-
able smartcard chip outwardly similar to the SIM
card in today’s GSM cellular handsets; however
inside, it is very much more advanced. The USIM
security functions are exploited for IMS authentica-
tion as well as for integrity protection of the IMS SIP
signalling.

Considering the above description we can conclude
that deployed VoIP security is weaker than the secu-
rity provided in the traditional PSTN/ISDN telephony
world. Table 2 gives an overview. Although tradi-
tional POTS handsets are very simple and VoIP
handsets are much more complex, intercepting a
POTS call or impersonating a POTS caller is much
more difficult because one needs to be able to have

physical access to the wire pair that is authorized to
make these calls. In the VoIP world one can imper-
sonate a user by logging in from any IP address on
the Internet.

Besides the problems with the infrastructure the gen-
eral problem for VoIP is that user terminals cannot be
assumed to be tamper proof and thus login credentials
(today typically a username/password combination)
may be stolen from the terminal to mount an imper-
sonation attack or to place calls on somebody else’s
cost. To counter this, such VoIP user terminals
should contain a tamper proof hardware token to
safely protect user data and authentication and
encryption keys as is the case in 2G and 3G based
services. However, at this point, the competitive
climate for IP-based services indicates that the costs
are prohibitive.

Threat analysis

In ETSI STF 292 (see the section in this paper on
ETSI TISPAN) we have executed a Threat Vulnera-
bility and Risk Analysis (TVRA) of a VoIP deploy-
ment using the session initiation protocol (SIP) and
the telephone number resolution system called
Enhanced Number (ENUM). The analysis was con-
ducted using the method for systematically analyzing
threats, vulnerabilities and risks developed by the
STF 292. The method involves a systematic identi-
fication of assets and threats and weaknesses, and
weighting these to classify the risks.

Target of Evaluation

The target of evaluation (TOE) is a generic standards
compliant VoIP deployment, assuming standards-
based implementations of SIP and ENUM without
deployment specific non-standard security features,
as publishing an analysis of a real deployment would
be inappropriate. As signalling protocol SIP [11] was
chosen and ENUM [12] was chosen for number reso-
lution and routing as many service providers are con-

PSTN/ISDN telephony VoIP

Authentication Based on physical line ID, caller ID Based on logical ID, Username and password8)

Confidentiality Physical security Encryption techniques

Integrity Physical security Encryption techniques

Availability Physical security/physical access control, Network/Service access control, DoS protection

including a separate SS7 signalling network measures such as Intrusion Detection Systems (IDS)

Table 2  Differences in how security countermeasures are applied

8) Possibility for PKI-based in the future (Verisign, etc.). For 3GPP IMS, VoIP service access is username/password based; however,
access to the IMS is based on the 3GPP mechanisms [13].
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Figure 5  Example VoIP deployment

9) Which is unlimited for servers accessible through the Internet.
10) Impact is high when all or most of the users of the service provider find their service disrupted, low when only one user is affected.

sidering the combination of these technologies for
their deployments.

The deployment architecture is depicted in Figure 5.
The figure shows 2 end-user domains from which
users are able to make VoIP calls. The end-user ter-
minals either have direct access to the ENUM servers
(for instance if they double as the service provider’s
DNS servers) or just the SIP servers have access to
the ENUM servers, the latter case is called Infrastruc-
ture ENUM. The SIP servers are reachable for their
customers, if these customers need access to the VoIP
network while travelling, the servers may be accessi-
ble from the whole of the Internet.

TVRA interim results

The final results of this analysis are due to be pub-
lished by ETSI in 2006. However the interim situa-
tion at time of writing is that 50 assets have been
identified (both physical assets such as servers and
routers and logical assets such as data elements and
information in data storage), 15 kinds of threats have
been identified, 85 vulnerabilities have been classi-
fied, of which 24 lead to critical risks. For this analy-
sis, by critical risks, we mean those for which any
connected VoIP user (for a VoIP Internet deployment
this means anyone on the Internet) is capable of
attacking the VoIP infrastructure such that it impacts
many users, causing substantial losses of service
availability or enabling massive fraudulent use of
services without requiring expertise to do so.

A summary of some of these critical risks found is
given in Table 3. The table shows the assets (logical

assets in physical assets), the type of vulnerability the
risk applies to, the threat that may impact this vulner-
ability, the expertise level necessary to execute the
threat, the level of access necessary9) and the time
necessary to mount the attack. This results in a com-
puted likelihood, which combined with the impact10)

when the threat comes true results in the stated un-
wanted incident.

Each of the threats listed in Table 3 can lead to partial
or total loss of service availability. The threats in-
volving manipulation of credentials can also lead to
consumer data security breaches. The resulting major
unwanted incidents for the service provider are loss
of reputation, loss of revenue, and in the case of con-
sumer data security breaches, legal issues.

Examples of successful attack scenarios are; sending
malformed messages to overload SIP servers, over-
loading ENUM/DNS servers by sending many
requests, and poisoning ENUM servers into giving
the wrong results to other users. Most of these attacks
are not new to the Internet. However, by bringing
telephony to the Internet one inherits the Internet’s
threats.

Countermeasures

In this section, we describe countermeasures that
can be deployed in order to reduce the possibility for
misuse by protecting the vulnerabilities that can be
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(home or enterprise)
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ROOT server
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infrastructure
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LEAF server

Service

provider
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exploited. Essentially, these countermeasures include
authentication and authorization of user, integrity
protection of signalling messages, and privacy protec-
tion of signalling and/or media. More challenging,
a means for providing denial of service protection
needs to be identified.

The eavesdropping threat applies to signalling data
such as authentication information, information about
the subscriber ID, or the phone number of the called
party. For protection of these various assets the rec-
ommended countermeasure is that encryption of user

communication and signalling be applied for outgoing
and incoming calls and possibly to the media as well.

To prevent an attacker from registering and using
someone else’s subscriber-id and authentication
information in order to make free calls or even mali-
cious calls, sufficient protection of the authentication
information should be provided. For example, in 2G
and 3G networks, the subscriber information and
authentication keys are safely protected on the USIM
card.

Asset Vulnerability Threat Threat Expertise Access Time Likeli- Impact Unwanted

Family Description hood incidents

Call state IN SIP Illegal message Closing of Denial of Layman Unnecessary <== Likely High Loss of service

or other session content sessions service or unlimited 1 day availability

server access

Call state IN SIP Illegal Overload of Denial of Layman Unnecessary <== Likely High Loss of service

or other session message communi- service or unlimited 1 day availability

server format cation access

Data in transit IN Limited trans- Overload of Denial of Layman Unnecessary <== Likely High Loss of service

link to ENUM leaf port/processing communi- service or unlimited 1 week availability

server capacity cation access

ENUM query IN SIP Limited trans- Overload of Denial of Proficient Moderate <== Possible High Loss of service

or other session port/processing communi- service 1 week availability

server capacity cation

Server keys IN Accessible Credential Manipula- Expert Easy <== Possible High 1. Loss of service

Leaf server credentials manipula- tion 1 month availability

tion 2. Data security

breaches

DNS records IN Writable cache Cache Manipula- Expert Easy <== Possible High 1. Loss of service

Leaf server poisoning tion 1 week availability

2. Data security

breaches

Signature on Writable data Credential Manipula- Expert Easy <== Possible High 1. Loss of service

NAPTR IN records manipula- tion 1 month availability

Leaf server tion 2. Data security

breaches

NAPTR record IN Writable data Data mani- Manipula- Layman Moderate <== Possible High 1. Loss of service

enum core server records pulation tion 1 month availability

2. Data security

breaches

Data in transit IN Limited trans- overload of Denial of Layman Moderate <== 1 Possible High Loss of service

router for enum port/processing communi- service month availability

core server capacity cation

Data in transit IN Limited trans- Overload of Denial of Layman Moderate <== Possible High Loss of service

router for enum port/processing communi- service 1 month availability

leaf server capacity cation

Data in transit IN Limited trans- Overload of Denial of Layman Easy <== Likely Medium Loss of service

link from access port/processing communi- service 1 month availability

net to service net capacity cation

Data in transit IN Limited trans- Overload of Denial of Layman Easy <== likely Medium Local loss of service

router in access port/processing communi- service 1 month availability

net capacity cation

User credentials Accessible Theft of Inter- Layman Moderate <== Likely Medium Data security

in database IN credentials crendentials ception 1 week breaches

Authentication

store (database)

Table 3  24 critical risks found to date
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For protection against loss of availability of the VoIP
service, the situation is more complicated. Some pro-
tection can be applied by introducing redundancy and
service replication. As unauthorised use of resources
can lead to loss of availability for VoIP users, access
control mechanisms should be implemented. Addi-
tionally, techniques for incident prevention such as
Intrusion Detection Systems (IDS) can be used to dis-
cover incidents such as denial of service attacks lead-
ing to loss of availability of the VoIP service. Indeed,
leading IDS vendors are marketing solutions for
intrusion prevention designed to protect against
attacks targeted at VoIP networks [14]. Strong
authentication can mitigate the threat of DoS due
to spoofed “bye” packets (as described above).

In order to mitigate the security, availability and pri-
vacy risks associated with ENUM, Infrastructure
ENUM is being created. In infrastructure ENUM the
ENUM data is not published in DNS servers that may
be queried from the Internet but the servers and hence
the information is only reachable by the SIP servers
of the service provider.

The countermeasures addressed in this section will
go some way to alleviate some of the security issues
in VoIP, however they will not address them all.
STF292 is currently extending its TVRA analysis
with the impact of countermeasures. Interim results
show a similar picture, countermeasures and careful
deployment do have an impact but in some cases
security may only b brought to sufficient levels by
protocol redesign.

Security related issue for VoIP

– Handling NAT and Firewalls

One of the challenges facing a VoIP service provider
is the widespread use of Network Address Transla-
tion (NAT) functionality and firewalls in devices

such as Internet Routers in the subscriber residential
network. NATs and firewalls are typically employed
to address generic networking security issues of
access control and topology hiding.

However these NATs and firewalls cause issues
while deploying VoIP as they make it difficult for
incoming calls to be received by a terminal behind
the NAT or firewall. Both can also have a detrimental
effect on QoS. The main problem is that NAT only
handles outgoing connections, which means essen-
tially, that incoming calls will be dropped by the
NAT unless a solution is applied. Furthermore, the
end-to-end SIP messaging between the clients (SIP
User Agents) contains details of the private IP
addresses and ports that the User Agents intend to use
for media flows. The problem when there is a NAT
between two such endpoints is that the User Agent
attempts to use these private addresses and port num-
bers to send/receive media, and the connection fails,
as these cannot be routed in the public address space.

VoIP protocols are designed in such a way that the
signalling is handled by one protocol, and another
handles the media. To make matters worse, the port
on which the media is sent is chosen randomly. For
these protocols to pass through a firewall, the specific
static and the range of dynamic ports must be opened
for all traffic. If the firewall is set to open up for any
port in this range, this means a huge vulnerability
which would not be good firewall policy.

There are several different proposals for working
around the NAT (and Firewall) problem. In this paper
we present five solutions. The task at hand for this
work around solutions is to discover the public IP
address and port that is used by the NAT, and keep
the binding valid so that it can be used for incoming
and outgoing calls.

Figure 6  NAT breaks the end-to-end media flow
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Most of these proposals achieve this by creating a
binding (RTP over UDP) to the SIP server that is held
open over UDP.

While this solution is satisfactory, there are some
threats associated with it; in some cases, it may be pos-
sible to fake packets which cause the terminal to ring
out even though the subscriber is not there, or worse,
can send a “bye” causing the call to be disrupted.

STUN

STUN is the acronym for “Simple Traversal of User
Datagram Protocol (UDP) Through Network Address
Translators (NATs)”, the NAT traversal solution
specified in the IETF RFC3489 [15]. STUN allows
entities behind a NAT to first discover the presence
of a NAT and the type of NAT, and then to learn the
address bindings allocated by the NAT. STUN is a
simple client-server protocol. The STUN client asks
the STUN server to determine the external IP address
and port of NAT, and the NAT binding is subsequent-
ly refreshed (kept open) by STUN messages. The
STUN client then sends a call request to the SIP
proxy containing the public address and port of the
NAT. Some drawbacks of this solution are that it can
only be used with some NATs that open predictable
ports on subsequent mappings. This renders the infor-
mation provided by the STUN server useless for initi-
ating communication to other addresses than the
STUN server address. The NATs that do support
STUN are vulnerable to port scans, and it does not
support TCP based SIP devices. As such STUN uti-
lizes a security weakness in existing NATs, which
hopefully will be solved soon by the vendors of these
devices.

IGD

The increasingly popular UPnP [16] Internet Gate-
way Device (IGD) protocol, when implemented in a
NAT router, allows a terminal or PC behind that
router to explicitly request IP ports to be routed to it.
This allows a SIP User Agent to send the correct sig-
nalling as if it had the router’s public IP address to
itself. This approach in itself is functional but also
a big security risk. When a PC may request ports to
itself to be opened this allows a virus entering the
system by other means (e.g. email) to open a port to
itself so the computer becomes controllable from the
Internet by a remote hacker. This proposed approach
is therefore also of questionable merit.

ALG, B2BUA and SBC

This section deals with three very similar concepts,
which unfortunately have radically different names.
What they all have in common is that an application-
aware element is joined with a packet or media for-
warding engine so that this engine can receive direc-

tions from the application element on which flows to
let pass and which not to, while the application ele-
ment may learn from the packet engine which IP
address ports to use on the outgoing flows.

The first concept addressed in this fashion is the
Application Level Gateway (ALG). The ALG is a
function embedded in the NAT or firewall typically
at the customer premises that understands (in this
case) the VoIP protocol used. This ALG may use its
closeness to the NAT function to synchronize the port
mapping and to place the correct media ports and
addresses in the outward signalling. When the same
function is placed in the network of a service provider
it is called a Back to Back User Agent (B2BUA) or
Session Border Controller (SBC). With the B2BUA,
two user agents are placed back to back in a device
between the client (user agent) and the SIP proxy,
taking what is traditionally a SIP end-to-end call
and mediating it through a central SIP server. The
B2BUA communicates with the packet forwarding
engine that relays the media traffic. The primary
function is to replace private addresses with public
routable addresses so that the media can be routed
through the networks (both public and private) to
reach the client devices. The B2BUA enables service
providers to maintain call state from beginning to
completion of the call.

The Session Border Controller (SBC) performs the
same functions as above and is also typically an
entity enforcing the access policy of the service
provider, hence the word “controller” in the name.
Session Border Controllers typically perform a thor-
ough inspection of the messages they pass through
and have knowledge of the services they allow to
pass through. They may also explicitly check with
policy entities in their network to obtain authorization
for user-initiated sessions. Several vendors of SBCs
are expanding their products to support control over
all kinds of protocols and communication, including
that of peer to peer services like Skype. Although
SBCs provide a functional solution they seem to
duplicate work that also will be done by SIP proxies
in the network. They suffer from the issues inherent
in ALG-based solutions in that they need to be com-
patible with the protocols they support (which in the
case of SIP leads to a whole range of variants that
need to be supported) and they may have scalability
problems.

Middlebox

A problem with the ALG approach is that it requires
the version of the VoIP protocol used (e.g. SIP) to be
compatible with the one understood by the ALG. As
there are many different flavours of SIP in use this
may prove to be a problem in practice. The Middle-
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box [17] approach splits the ALG and the NAT func-
tion. It allows many application servers to be
deployed in the VoIP service provider’s network for
the many signalling protocols and services in use
while all of them have a single interface to the NAT
functions at the edges of the network [18] [19] [20].

NAT and IPsec

IP security (IPpsec) is used e.g. by 3GPP IMS to
encrypt the SIP signalling and provide a secure and
transparent tunnel through which the media may
flow unimpeded. However, NAT and IPsec were not
designed to work together, and therefore, a solution
has been created by the IETF so that IPsec can tra-
verse NATs. If IPsec is used for authentication, the
modification of the IP packet by NAT causes a failed
integrity check for IPsec. Therefore, NAT traversal
cannot be defined for IPsec with the IPsec authenti-
cation header (AH). The IETF has published NAT
Traversal (NAT-T) [21] [22] [23], which aims to
address these issues using a method for encapsulating
IPsec ESP packets into UDP packets for passing
through routers or firewalls employing Network
Address Translation (NAT). However, sending IPsec
through NATs may only be applicable for signalling.
Because IPsec packets are much larger than regular
VoIP media packets, securing VoIP media with IPsec
will increase the transmission delay and bandwidth
needed for the media. Although this will not be a
problem in an enterprise network, increased delay
and bandwidth needs are likely to significantly reduce
the media quality on real-life broadband acess net-
works such as ADSL.

Media reflection

The TURN protocol was once proposed to the IETF
to allow communication of a SIP client to a packet
reflector service on the Internet. This would imple-
ment a media relay for SIP end-points behind a NAT.
The approach however is not ideal. It assumes the
clients have a trust relationship with a TURN server
and request session allocation based on shared cre-
dentials. This has scalability issues, requires complex
changes in the SIP clients, as the TURN protocol is
difficult to implement, has no possibility of distribut-
ing the load and complicates the configuration of the
SIP user agent. The TURN protocol seems to be no
longer developed.

Another approach, which requires no changes in the
SIP devices, is to reuse the trust relationship the SIP
device already has with the SIP Proxy. In contrast
with how TURN works, the SIP Proxy and not the
User agent does the session reservation for the media
relay. This has the immediate advantage that the SIP
UA does not have to have any TURN capability built
in, and secondary a database with user credentials

does not need to be stored on both the TURN server
and the client. Another advantage is the fact that the
SIP Proxy always has more clues about where the
best place is to assign a media relay for a SIP session
apart from the SIP devices themselves. This allows
per call allocation of a media relay session in an opti-
mum place on the Internet and solves the load balanc-
ing and scalability of the media relay function. In this
approach the SIP proxy indicates to the client the
reflector IP address and port, and subsequently the
SIP terminal is required to initiate the media flow and
send this to the media reflector in the network. This
approach is employed by a number of SIP clients
embedded in ATAs and handsets. This does however
require a SIP proxy server and bandwidth to be avail-
able to perform the reflection.

NAT Conclusion

The NAT and Firewall issues are a major problem for
the widespread deployment of VoIP. Unfortunately,
there is no complete solution to problems imposed by
the use of NATs and Firewalls. This is due in part to
the wide variety of types and implementations avail-

Figure 8  Middlebox control

Figure 7  Back to back agent assisted NAT traversal
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able and configured in the market today. If the opera-
tor owns the equipment, however, then the operator
can preconfigure the NAT and/or Firewall so that it
will work with the operator’s SIP servers. An opera-
tor may choose to provide the router to the customer
preconfigured to ensure that the NAT works with the
VoIP implementation.

Standardization

ITU-T

Standardisation of VoIP protocols in the ITU-T is the
responsibility of Study Group 16. The security archi-
tecture for the H.323 protocol suite is provided in
H.235 version 2. Currently, SG16 is working on the
development of a framework and roadmaps for the
harmonized and coordinated development of multi-
media telecommunication standardization over wired
and wireless networks, and in particular, security of
multimedia systems and services [24].

IETF

The Session Initiation Protocol (SIP) working group
carries out further development of SIP in the IETF
[25]. The following is a list of some of the IETF
RFCs specifying security for SIP:

• Network layer security: IPsec (RFC 2401) [26];

• Transport layer security: TLS (RFC 2246) [27].
Note: This provides transport layer security over
connection-oriented protocols; for SIP, this means
TLS over TCP. TLS cannot run over UDP as TLS
requires a connection-oriented underlying transport
protocol;

• S/Mime (RFC 2633) [28] for e.g. protection of SIP
signaling;

• Authenticated Identity Body (AIB) Format (RFC
3893) [29] for e.g. authentication of the ID of the
sender;

• Privacy mechanisms (RFC 3233) [30] to protect
personal identity information. 

A Complete list is available at the official SIP charter
[25].

It should be noted that although the status quo for SIP
implementations on the market today is to use the
MD5 algorithm for digest authentication, the SIP
standard, RFC 3261, does not mandate the use of
MD5 [31]. Any algorithm may be implemented, as
in the case for H.235, making it possible to support
stronger authentication in future implementations.

VoIP Security Alliance – VoIPSA

VoIPSA, the recently formed Voice over IP Security
Alliance, is a collaborative initiative by VoIP Infor-
mation Security vendors, and providers. The aim of
the alliance is to address VoIP security related issues
in order to mitigate VoIP security risks by promoting
VoIP security research, spread educational informa-
tion on VoIP security and awareness as well as mak-
ing VoIP testing methodologies and tools freely
available [18].

ETSI TISPAN

TISPAN (= Telecommunication and Internet con-
verged Services and Protocols for Advanced Net-
working) is the ETSI technical body on next genera-
tion networks (NGN) and addresses convergence of
fixed and wireless networks. The NGN will provide a
multi-service, multi-protocol, multi-access, IP based
network. ETSI TISPAN NGN Release 1 uses “core”
IMS as one of the NGN architecture components (as
there is an agreement on reuse of 3GPP/ 3GPP2 IMS
in comprehensive NGN plans). TISPAN is defining
an IP-based PSTN/ISDN replacement service, the
PSTN/ISDN Emulation Service (PES), which is iden-
tical to the PSTN/ISDN Telephony service but
offered over an IP infrastructure in order to enable the
use of the Existing ISDN Supplementary services.
TISPAN is also defining a Voice Service (Simula-
tion), which is similar but not identical to the existing
PSTN service including “important” “supplementary”
services but adapted to the 3GPP IMS environment.
SIP extensions that are needed by TISPAN are
expected to be included in 3GPP R7 IMS capabilities.
Figure 9 shows the overall TISPAN NGN functional
architecture.

The NGN is an enabler for Service Providers to offer
real-time and non real-time communication services
between peers or in a client-server configuration
allowing nomadicity and mobility of both users and
devices. There is a strong emphasis on security on a
managed IP network and on regulatory compliance
on issues such as Lawful Intercept, Number portabil-
ity, and Emergency services.

TISPAN Working Group (WG) 7 is responsible for
the management and co-ordination of the develop-
ment of security specifications for the NGN project.
For TISPAN NGN Release 1 and beyond, TISPAN
WG7, assisted by the specialists task force (STF)
292, is defining the security requirements for the
NGN, the security architecture for the NGN, conduct-
ing threat and risk analyses for the NGN scenarios
and in particular, TISPAN WG7 and the STF 292 are
proposing countermeasures related to the security
issues presented in this paper.
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Non standard solutions

For an example of a non-standard peer-to-peer VoIP
application, we consider Skype, a peer-to-peer VoIP
application available worldwide [32]. Like other
VoIP applications available today, Skype authentica-
tion is username and password based, and is therefore
susceptible to the same types of attacks and social
engineering techniques for stealing usernames and
passwords. And, as for any other VoIP software
client it is vulnerable to manipulation via malicious
software on the terminal, and the first incidents of
potentially serious security vulnerabilities have
already been reported [33]. However, unlike PSTN/
ISDN and other VoIP applications available today,
Skype media and voice communications are en-
crypted so that Skype communications are protected
against eavesdropping. Skype protocols are propri-
etary and secret, making it difficult to conduct a secu-
rity analysis of Skype, while reverse engineering can
produce some indications about how Skype works as
in [34].

Conclusions/Summary

This paper has discussed issues and the threats to
VoIP and countermeasures to mitigate these threats.
Early results from the threat analysis as is being done
in TISPAN WG7 STF292 [35], have shown that there
are many security risks in deploying VoIP technology
today. There is an increasing awareness of the poten-
tial problems and there are initiatives working to
improve VoIP security. Indeed, there are technically
feasible solutions, yet market constraints determine
which solutions are implemented. It is therefore cru-
cial to conduct risk analysis both at a service provider
and network level, but also at a broader level, as is
being done in TISPAN WG7 STF 292 [20].

The true test of whether VoIP implementations are
robust enough and provide sufficient security mea-
sures will come when VoIP essentially replaces the
PSTN/ISDN and GSM voice services. In the mean-
time, it is extremely important to rigorously test secu-
rity of VoIP implementations to both test against
resilience to known vulnerabilities as well as pin-
pointing unknown vulnerabilities and resolving other

Figure 9  TISPAN NGN overall architecture
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security issues. Should these risks be underestimated
we could see the reliability of the telephone service
fall dramatically.
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1  Introduction

Within the last two or three decades the means of
communication has undergone a dramatic develop-
ment, and created a number of technologies which
enable communication between devices. Figure 1
illustrates how the progress towards the next genera-
tion in communication technology, 4G, can be per-
ceived as a tree with many branches.

The diversity of technologies is the result of many
factors, e.g. technical problems in different domains,
ranging from the physical to the application layer,
various market players and their interests and so on.
A set of examples in the differences that can be found
in the wireless standards today are:

• Coverage
• Data-rates
• Services
• Medium Access Control protocols
• Quality of Service methods

• Network architecture
• Mobility solutions
• Security methods: Authentication, key-manage-

ment, encryption schemes etc.

The paper is divided into six sections: The first sec-
tion provides the background for current technology
and why convergence and personalisation are such
important aspects in 4G. In the second section, we
introduce Personal Networks where we define and
describe the overall picture of this new network
paradigm. In the third section, we describe the con-
struction and some of the most important technical
challenges for Personal Networks that are to be over-
come to achieve the development of this technology.
In section four we introduce many of the security and
privacy issues that must be overcome before a Per-
sonal Network can be realised. In section five we pro-
vide three cases of how Personal Networks specifi-
cally address personalisation and how it can adapt to
the user and the user’s current needs. Finally, in sec-
tion six, we conclude and provide an outlook for this
concept.

1.1  Evolution of mobile technology

Traditional requirements to a next generation com-
munication systems have typically involved in-
creased user capacity, low latency, higher data rates
and coverage, e.g. [2]. Figure 2 shows how the tech-
nology has progressed from 2G cellular systems
towards existing ones, and finally how this in a natu-
ral way leads towards the requirements for 4G.

However, with the introduction of transportation of
not only voice data, but also other types of data over
wireless networks, users, applications and the busi-
ness market have become important players. This
pushes the traditional view of 4G as just another gen-
eration of networks offering even higher data rates
etc., to the limit. For the business market, and ulti-
mately the end user, it is important that the communi-
cation network has a low deployment cost. For the
user, it is important that the technology is person-
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Figure 1  The progress tree for communication technology [1]
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alised and secure, since the user will eventually use
more personalised services and applications, and
therefore these two parameters will become the main
focus of the end user. Furthermore, with the mobility
that exists in the world today, e.g. people travelling
around the world everyday, we still need to interact
with services and applications at home, in our office,
around us, etc. For this reason, global connectivity
and an adaptive network structure which is able to
overcome the heterogeneity that exists today, will
become necessary.

1.2  Convergence toward 4G

In this paper we will define 4G as an evolutionary
and revolutionary new fully IP-based integrated sys-
tem of systems and network of networks achieved
after convergence of wired and wireless networks as
well as computers, consumer electronics, and com-
munication technology and several other conver-
gences that will be capable of providing 100 Mb/s
and 1 Gb/s, respectively in outdoor and indoor envi-
ronments, with demand-driven end-to-end QoS and
high security, offering any kind of services at any
time as per user requirements, anywhere with seam-
less interoperability, always on, at an affordable cost,
with one billing and fully personalized.

As stated, convergence of technology is really a
needed part for achieving 4G. However, convergence
can happen on many levels, and we briefly describe
two examples in the following sub sections.

1.2.1  Terminal convergence

At the terminal level, which is the user’s first and
closest experience with the technology, convergence
can be seen as an invisible and seamless service pro-
visioning, in the sense that apparently to the user, the
devices can easily interact with each other and offer
services to the user as he/she needs under given cir-
cumstances. An example is the flying screen [1],
illustrated in Figure 3.

This concept captures the user’s need for a display
service, which can be either the TV, laptop screen or
the mobile phone. The vision is that any content can
be shown at any time and anywhere. However, for
today’s technology it is not a simple matter to show
pictures taken by the camera on the mobile on the TV
if the user wishes to show holiday pictures to his/her
friend. With the flying screen, the holiday pictures
are easily shown on either of the displays, without the
user having to perform all kinds of technical setups
and software installations for interacting with the ser-
vice providing device.

1.2.2  Network convergence

Today a wide range of network technologies already
exist on the market, some are IP based, and others are
not, e.g. Bluetooth, Zigbee. Some network are local
such as Wireles Local Area Networks (WLAN),
Wireless Personal Area Networks (WPAN), while
others are global, e.g. the Internet, satellite networks.
From a user’s point of view, a common technology
is beneficial, since this basically enables communi-
cation between various devices, over short as well
as long distances through whatever communication
means that is available. The trend at network level is

Figure 3  The flying screen concept [1]

Figure 2  Progression of wireless technology [3]
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that an IP based solution will become the major tech-
nology for future networks [4] and is illustrated in
Figure 4.

Furthermore, a common platform such as IP makes
software development much easier, for new network
and application components, but also for services.
This is a key issue that eventually will benefit the
user, as a standardised interface will make interaction
between applications much easier, and ultimately will
make the convergence on terminal level happen.

1.3  Personalisation and personalised

services

Even in today’s market, the end user plays an impor-
tant role, but for 4G the user will be the centre point
and not the technology as it has been previously. In
this sense, user centricity means applications and ser-
vices will be developed with the end user as a person
and not some anonymous entity that will have to use
whatever the technology is capable of offering.

This person centric approach means that applications
and services will need to adapt to who the user is, the
user’s interests and current situations. From a user’s
point of view, some high level requirements can be
set, to which the technology simply has to adapt:

• Being able to use a service or application anywhere
at any time;

• Doing this in a cheap and efficient way;
• Will not need to do a lot of technical parameter

setup herself;
• The user’s current situation and interests.

In fact, meeting all these requirements is not only a
matter of ensuring high coverage, high data rates etc.,
but is to a large degree also a matter of taking into
account user profiles, user context and adaptation
towards services and applications that the user will be
using. Taking into account these matters enables the
technology to adapt its behaviour by changing system
parameters, making intelligent selections on e.g. air
interfaces or filtering information not relevant to the
user, e.g. context aware service discovery [5].

Figure 5 gives an overview of what personalisation
constitutes, and how this concept will undergo a
transformation from simple and single research topics
and move towards a convergence for where the tech-
nology must closely cooperate in order to achieve the
envisioned intelligent behaviour of 4G systems.

The envisioned personalisation will have a potential
impact on our society and the way we communicate,
as it will assist our everyday of interacting with our
work, family, friends and so on. It is also this concept
that acts as a trigger to develop a new network
paradigm such as Personal Network.

All in all, it is easily seen that the progress towards
4G is not only about achieving better data rates,
lower latency and increased user capacity as it would
have been if 4G followed the same development pro-
gression as the previous technologies; but it is also
about the incorporation of the user to a much higher
degree than previous generations of communication
networks.

Figure 4  Convergence in network technology [4]
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2  Personal Networks

Much of this material found in this section originates
from the work done in the MAGNET project [6].

2.1  Introduction to Personal Networks

Having devices within a short range, and having these
communicating devices to hold a personal relation to
each other can be perceived as a Personal Area Net-

work (PAN). This concept has now existed for some
time, and considering the development towards 4G,
a natural extension to the PAN concept would be a
Personal Network. Such a network is considered as
a Personal Network, and is first described in [7] and
[8]. A Personal Network (PN) is a network that con-
nects the user’s PAN to remote networks, like other
PANs, infrastructure networks in buildings, or home

Figure 5  The vision of personalised services [4]

Figure 6  Conceptual illustration of Personal Networks [6]
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networks. Figure 6 illustrates the concept of PNs,
showing its heterogeneous collection of networks.

In a Personal Network, a user is able to connect to
his/her devices and services using whatever infra-
structure is available for communication. Personal
networks are dynamic in the sense that they are cre-
ated, maintained and destructed in an ad hoc manner,
e.g. when a user moves around a building, nodes
become a part of the network ad hoc and may also
leave the network as they come out of range or for
other reasons no longer are useful to the user. In fact,
a Personal Network can be defined as:

A dynamic overlay network of interconnected local
and remote personal devices organized in clusters,
which are connected to each other via some inter-
connecting structure.

An interconnecting structure includes: Internet, intra-
net, WLAN, UMTS, GSM, PSTN, ad hoc network etc.

For Personal Networks the communication between
clusters is characterised by security mechanisms that
ensure privacy and protect the devices within the net-
work from outside attacks. This means that security
is a key issue in Personal Networks, since sensitive
information regarding the user and private services
will be accessible to the user anytime, anywhere,

while required to be protected against intruders. In a
few words; Personal Networks can be characterised
by:

• Trusted communication between personal device
through pre-established trust relations between per-
sonal devices;

• Automatic formation in ad hoc fashion (no manual
configuration or authentication steps);

• Support of professional and private services.

The introduction of Personal Networks is really what
captures the convergence of communication technol-
ogy at all layers for 4G which is highly desirable,
and in this context Personal Networks are a very
potent option for future communication networks.

2.2  Building blocks of Personal Networks

A Personal Network is constructed of several compo-
nents. In Table 1, an overview can be found of the
most important components and terminology used [9].

The composition of these entities and components is
what makes the Personal Network and leads to a defi-
nition of the PN at a network level. However, the net-
work level is not the only part of the PN. One of the
key requirements to the PN is that it can provide
access to services at any time, anywhere, which
means that the heterogeneity of access technology
must be taken into account as well.

2.3  Federation of Personal Networks

In a person’s everyday situation he/she will not only
need to interact with his or her applications and ser-
vices. In fact, most persons have a family to interact
with, a job, friends or other relations with whom they
could eventually need to share information, resources,
services or applications. In order to ensure a maxi-
mum utilisation of PNs, the components in a PN must
support that a user wishes to also share services,
resources and information with his/her friends, fam-
ily, co-workers and so on. In these settings, PN needs
to be federated between the involved groups which
the user wishes to interact with. The interaction can
then take on various roles in the communication, e.g.
a person may wish to share more and secret informa-
tion with his wife, than with a co-worker and so on.
Figure 7 illustrates the basic principle of federated
networks.

For federated PNs security and privacy become even
more important issue than to PNs, since now users
will be able to interact and share services, resources,
information and so on, which are sensitive to mali-
cious persons. Trust relations and authentication of

Personal Node A node related to a given user or person with a pre-

established trust attribute

Foreign Node A node that is not personal and is not a part of the PN

Personal Device A device related to a given user or person with a pre-

established trust attribute

Foreign Device A device that is not personal and not a part of the PN

Personal Service Personal services are provided by personal nodes and

devices and are available only to personal nodes and

devices

Public Service Public services can be given by any device/node (both

personal and foreign)

Private Personal A Private Personal Area Network or P-PAN is a

Area Network dynamic collection of personal nodes and devices

around a person

Cluster A network of personal devices and nodes located within

a limited geographical area (such as a house or a car)

which are connected to each other by one or more net-

work technologies and characterised by a common

trust relationship between each other

Personal Network A Personal Network (PN) includes the P-PAN and

a dynamic collection of remote personal nodes and

devices in clusters that are connected to each other

via Interconnecting Structures

Table 1  Components and entities used to construct a Personal Network
[9]
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invited users will become an even more important
issue since the possible combinations of interaction
between users in the world are extremely high, and
not all users one interacts with may be as nice as we
would like to believe. The IST project MAGNET
Beyond [11] takes up the challenge of moving Per-
sonal Networks this step further, towards federation
of Personal Networks.

3  Abstraction levels of Personal

Networks

A Personal Network can be seen from various levels,
which is illustrated in Figure 8.

The differentiation of the Personal Network into the
various levels seen in the figure, is to accommodate
the technical challenges found at each level. The
cooperation between the levels is very important, as
this will ultimately enable the convergence of the
technologies and ultimately lead the way towards 4G.
In the following sub sections, a brief description of
what technical challenges are addressed at each level
is given.

3.1  Service abstraction level

At the service abstraction level, service, resource and
context discovery and management are key issues.
Such systems enable users to automatically discover
services, whether public or private, that are within
connectivity range of the user’s device. Context dis-
covery is used to discover where to obtain context
information which later can be used to achieve con-

text awareness, i.e. having applications, services or
other components in the PN architecture to change
their behaviour and adapt to the given contextual situ-
ation a user might be in. This section provides a high
level view of the architecture and components used to
achieve this. For details on these topics see [12] and
[13].

3.2  Network abstraction level

A PN is defined at the network level and is con-
structed by the components described in Table 1. The
main objectives and challenges for this level are the
establishment and interaction with the P-PAN and the
remote clusters through the interconnecting structure.
Some of the key elements for this to happen are [6]:

• Naming, addressing and intra PN routing
• The ad hoc self configuration for PN establishment
• Tunnelling mechanisms
• Mobility management and support issues

However, as can be seen in Figure 8 the infrastructure
is an indispensable part of a PN for connecting to the
remote nodes. The infrastructure, which may also
include access networks, is expected to be a hetero-
geneous network consisting of various types of wired,
wireless, public, private and shared networks. How-
ever, there are challenges concerning the communica-
tion between a cluster and the infrastructure that must
be handled in the connectivity, as well as in the net-
work layer. Such challenges are, for example, access
network detection, access network announcement,
selection of most suitable access technology taking

Figure 7  Federation of Personal Networks [10]
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into account e.g. context information (user, environ-
ment, network), multiple gateway nodes manage-
ment, traffic scheduling, access network monitoring
and control, Radio Resource Management and fast
handover schemes. More information on these issues
can be found in [14].

3.3  The connectivity abstraction level

The connectivity abstraction level as shown in Figure
8 is composed of various radio domains correspond-
ing to a given radio technology coordinated by a
single radio coordinator. A radio domain describes
an area within which devices can communicate with
each other up to the MAC level using a common
MAC control channel. This control channel is used,
amongst other tasks, to evaluate in a coordinated
fashion if a data channel can be used for communica-
tions between two or more devices. Within each radio
domain, the objective is to minimise interference and
optimise the amount of watts required for each bit

transmitted within one radio technology in order to
offer PN users the best available radio link quality
according to surrounding propagation and interfer-
ence conditions [9].

4  Security and privacy in Personal

Networks

Current security solutions for wireless technologies
such as the one from 3GPP for GSM/UMTS based on
(U)SIM algorithms, IEEE 802.11i drafts for WLAN
security, or the Bluetooth security recommendations,
are all tailored to securing the traffic exchanged
between user devices and access points. While com-
bining both transport and application layers, which
would result in end-to-end secure communication,
this approach was optimized for the Internet with a
fixed infrastructure and to powerful devices capable
of decrypting the secure message. To achieve the
same level of security in ad-hoc networks, app-

Figure 8  Abstraction levels in Personal Networks [9]
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roaches based on co-operative authorization and
distributed key management are to be considered.
However, these solutions usually incur considerable
overheads in terms of signalling, and thus bandwidth
usage, and processing needs. To make PN happen,
security and privacy must be taken seriously. Trying
to cover all aspects of security in one go is not possi-
ble, but in the following sections we discuss some
important security aspects.

4.1  Threats and attacks

Personal Networks are subject to containing sensitive
information about the user, and also services which
the user may not wish to share with others, in particu-
lar with malicious users. There exist many parties in
the world that wish a user no good; people wishing
to trick credit card information from a user with fake
services, terrorists wishing to destroy infrastructure,
hackers just wanting to show off, etc., etc. Table 2
shows just a subset of the possible attacks that are
potentially threatening Personal Networks [15].

One thing is for sure; security must be applied in all
layers to overcome all the possible attacks that may
occur, including encryption in PHY/MAC, authenti-
cation, authorisation, key establishment and secure
communication.

At the highest level, the objective is to create an envi-
ronment where message level transactions and busi-
ness processes can be conducted securely in an end-
to-end fashion. There is a need to ensure that mes-
sages are secured during transit, with or without the
presence of intermediaries. There may also be a need
to ensure the security of the data in storage. The fol-
lowing requirements are a few examples for provid-
ing end-to-end security for the PN/P-PAN [15]

• Authentication Mechanisms
• Authorisation and Access Control Mechanisms
• Confidentiality and Integrity
• Availability, User privacy and Non-Repudiation.

4.2  Trust establishment and management

The establishment of trust relationship between nodes
and devices in the P-PAN and PN is a crucial aspect
in the establishment of a Personal Network, simply
because all services and applications are depending
on this trust. If nodes are not trusted, information and
services residing on the node cannot be trusted either,
and may compromise the security level in the whole
PN. Therefore, the establishment of trust relation
between nodes is of utmost importance.

Because of the ad-hoc nature of the PN networks it is
important for security mechanisms to be able to work
in such a dynamically changing environment, and not

necessarily have access to a global network. There-
fore a decentralised trust management seems to be the
most appropriate. In such a management model all
the participating devices will have the necessary
information to trust other devices and create a virtual
network between them.

However, in general one cannot assume that only two
nodes are connected without a third one intercepting
their communication (hence a potential man in the
middle attacker). In order to create a management
system, there is a need for appropriate certificates
signed from authenticated users and a mechanism to
share them and be able to validate and trust them on-
line. Furthermore, the trust establishment and man-
agement system for PNs must be robust and flexible
in order for the PN to become productive.

5  Personal Networks 

– a user adaptive network

Personal Networks is to a high degree also about
Adaptability, i.e. the ability to change behaviour to
the most appropriate under the given circumstances.
It is very important that such an ability happens auto-
matically, since the user has no interest in reconfigu-
ration of a vast number of parameters every time
some change happens in either the physical world
or in the network. Adaptability can happen at several

Denial of Service Denial of service (DoS) attacks focus on preventing

(DoS) legitimate users of a service from the ability to use the

service.

Man-in-the- Could be done by faking a service identity in order to

Middle attack make users send sensitive data to it.

Message In this attack type an attacker may modify parts or the

alteration whole message (including header and body parts), or

delete part of that, or even insert some extra informa-

tion into the message to achieve whatever goal the

attacker has set

Eavesdropping In this threat, unauthorised entities obtain access to

information within a message or message parts.

Spoofing In this type of attack, the attacker assumes the identity

of a trusted entity in order to sabotage the security of

the target entity. As far as the target entity knows, it is

carrying on a conversation with a trusted entity.

Replay attack In this attack an intruder intercepts a message and

then replays it back to a targeted agent.

Phishing attack Phishing attacks use spoofed e-mails and fraudulent

Web sites to lure users into entering personal data such

as credit card numbers, account usernames and pass-

words, which can then be used for financial theft or

identity theft.

Table 2  A list of potential threats toward Personal Networks
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levels using different information. In the following,
we describe three different types of adaptability that
are under research and development.

5.1  Adaptive and Scalable Air Interfaces

for WPANs

Traditional layered network architecture is very use-
ful, but turns out to be too inflexible for the wireless
domain. Figure 9 shows how information found on
different network layers may flow up and down in
order to enhance performance of a specific layer.

Allowing information to flow vertically in this way
has shown many advantages and is still under
research, while the price of this is an increased com-
plexity in the software development. Knowing what
application is running and needs to communicate,
may help the physical link or other layer to choose
what parameter to use, what air interface to use, etc.
The other way round; information on the current con-
ditions on e.g. link level or network level can also
help the application to make certain choices, and
thereby adapt its behaviour to the current situation.

5.2  Context aware service discovery

At the service level, service discovery is used for dis-
covery services within the network. However, just
searching for services is not enough for PN. Just the
size of devices and nodes within a PN alone gives an
indication of how many services potentially will be in
a PN for the user. How can a user figure out which is
the most relevant service under the given circum-
stances. Having service discovery to be context aware
enables this system to react and decide for the user,
based on the context of a user, which service might
be the appropriate one to use. A simple example is
the discovery of a nearby printer, i.e. the system
knows the current location of a user, and the user
needs a printer nearby which is not occupied by
someone, i.e. is not busy printing a huge document.
A context aware service discovery system will allow
finding the nearest printer, which is also available,
and otherwise meet requirements set by the user and
his/her preferences.

5.3  Adaptive security

Determining what kind of security means are needed
is very tightly coupled to the weight between required
security level, time and energy that are required for a
certain algorithm or protocol to do their job. A user
does not want to fiddle and change settings each time
a new application is started and needs to communi-
cate. Therefore, a security architecture is required
which is aware of whatever service or application the
user wishes to use. The adaptivity of security in Per-
sonal Networks also closely relates to the user pro-
files, i.e. who you are, what kind of work you have
and so on. Local security policy also plays a major
role when considering adaptive security.

6  Conclusions

In this paper we discussed and showed that the pro-
gression towards 4G communication network is no
longer a question of a linear development of higher
bandwidth, less delay etc., but is also about conver-
gence of technology. We defined in this paper 4G as
an evolutionary and revolutionary new fully IP-based
integrated system of systems and network of net-
works achieved after convergence of wired and wire-
less networks as well as computers, consumer elec-
tronics, and communication technology and several
other convergences that will be capable to provide
100 Mb/s and 1 Gb/s, respectively in outdoor and
indoor environments, with demand-driven end-to-end
QoS and high security, offering any kind of services
at any time as per user requirements, anywhere with
seamless interoperability, always on, at an affordable
cost, with one billing and fully personalized.

Personal Networks aims to reach these goals, making
specifically this network paradigm an important step
towards 4G. The fact that Personal Networks are
strongly personal and are centred around the user, are
key features for next generation networks. Looking at
the composition of a Personal Network, it is clearly
seen that such a network will operate on levels rang-
ing from PHY to Application layer, and the develop-
ment of such a network paradigm will address the
issues pursued in 4G. Beside convergence, security
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Figure 9  Cross layer optimisation issues
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and privacy is an important part as the user will have
to trust these networks with sensitive information,
and the communication that happens at all layers.
Study and development of these issues as well as new
business models for PNs and PN specific applications
are currently carried out in the IST project MAGNET
Beyond [11] as a continuation of the MAGNET
project [6]. To reflect on our title of this paper,
The unpredictable future: Personal Networks paving
towards 4G, it is clear that nobody knows the future,
but that the realisation of Personal Networks for sure
will be an important step towards 4G. In our view,
4G can be defined by the following equation [16]:

B3G + Pers = 4G

where B3G stands for beyond third generation, which
is defined as the integration of existing systems to
interwork with each other and with the new interface.
Pers stands for personalisation, which is the key issue
in Personal Networks.
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2G Second Generation Refers to the family of digital cellular telephone systems standardised in the 1980s and 

(mobile system) introduced in the 1990s. They introduced digital technology and carry both voice and data

conversation. CDMA, TDMA and GSM are examples of 2G mobile networks.

3D Three-dimensional Something having three dimensions, e.g. width, length, and depth. A three-dimensional space,

which appears to exist as three dimensions. A vector space or coordinate space with three

dimensions.

3G Third Generation The generic term for the next generation of wireless mobile communications networks supporting

(mobile system) enhanced services like multimedia and video. Most commonly, 3G networks are discussed as

graceful enhancements of 2G cellular standards, like e.g. GSM. The enhancements include larger

bandwidth, more sophisticated compression techniques, and the inclusion of in-building systems.

3G networks will carry data at 144 kb/s, or up to 2Mb/s from fixed locations. 3G will standardize

mutually incompatible standards: UMTS FDD and TDD, CDMA2000, TD-CDMA.

3GPP Third Generation Partnership Group of the standards bodies ARIB and TTC (Japan), CCSA (People’s Republic of China), ETSI

Project (Europe), T1 (USA) and TTA (Korea). Established in 1999 with the aim of producing the specifica-

tions for a third generation mobile communications system called UMTS. A permanent project

support group called the Mobile Competence Centre (MCC) is in charge of the day to day running

of 3GPP. The MCC is based at the ETSI headquarters in Sophia Antipolis, France.

http://www.3gpp.org

AAA Authentication, Authorization Key functions to intelligently controlling access, enforcing policies, auditing usage, and providing

and Accounting the information necessary to do billing for services available on the Internet.

AAC Advanced Audio Coding Audio Coding algorithm defined in MPEG 2 (ISO/IEC Publication 13818) and MPEG 4 (ISO/IEC

Publication 14496) standards.

http://www.iso.org

AAC-LD Low Delay AAC Low delay version of AAC defined in MPEG 4 (ISO/IEC Publication 14496).

http://www.iso.org

AAL ATM Adaptation Layer The use of Asynchronous Transfer Mode (ATM) technology and services creates the need for an

adaptation layer in order to support information transfer protocols, which are not based on ATM.

This adaptation layer defines how to segment and reassemble higher-layer packets into ATM

cells, and how to handle various transmission aspects in the ATM layer. Examples of services that

need adaptations are Gigabit Ethernet, IP, Frame Relay, SONET/SDH, UMT/Wireless, etc. The

main services provided by AAL are: Segmentation and reassembly, handling of transmission

errors, handling of lost and misinserted cell conditions and timing and flow control.

http://www.itu.int

A/D Analogue to Digital The process of converting continuous signals to discrete digital numbers.

AbS Analysis-by-Synthesis SA speech coding principle.

AC Access Category

ACELP Algebraic CELP A speech coding algorithm.

ACF Admission Confirm

ACK Acknowledgement A packet used in e.g. TCP to acknowledge receipt of a packet.

ACR Absolute Category Rating

ADPCM Adaptive Differential PCM A speech coding algorithm where the difference between the present sample and the previous

one is encoded using adaptive quantization intervals.

ADSL Asymmetric Digital Subscriber A data communications technology that enables faster data transmission over copper telephone

Line lines than a conventional modem can provide. The access utilises the 1.1 MHz band and has the

possibility to offer, depending on subscriber line length, downstream rates of up to 8 Mb/s.

Upstream rates start at 64 kb/s and typically reach 256 kb/s but can go as high as 768 kb/s.

Terms and acronyms in

Real-time communication over IP
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AES Advanced Encryption Standard It is also known as Rijndael. In cryptography, it is a block cipher adopted as an encryption standard

by the US government. It is expected to be used worldwide and is analysed extensively, as was the

case with its predecessor, the Data Encryption Standard (DES). AES was adopted by National

Institute of Standards and Technology (NIST) in November 2001 after a 5-year standardisation

process.The cipher was developed by two Belgian cryptographers, Joan Daemen and Vincent

Rijmen, and submitted to the AES selection process under the name “Rijndael”, a blend com-

prising the names of the inventors.

www.nist.gov

AF Assured Forwarding

AIB Authenticated Identity Body

AIFS Arbitrary Interframe Space

AIFSN Arbitrary Interframe Space

Number

AIP All IP

AIPN All IP Network

ALG Application Level Gateway

A-MGF Access Media Gateway Function

AMR Adaptive Multi Rate A speech coding algorithm offering a wide range of data rates. Designed for use in 3G networks.

The philosophy behind AMR is to lower the codec rate as the interference increases and thus

enabling more error correction to be applied. The 12.2 kbit/s mode is equivalent to the GSM

Enhanched Full Rate (EFR) codec.

AMR-WB Adaptive Multi Rate Wideband A speech coding algorithm offering a wide range of data rates. Designed for use in 3G networks.

The codec is also defined in ITU-T Recommendation G.722.2.

http://www.3gpp.org, http://www.itu.int

AOL America Online A US-based online service provider, Internet service provider, and media company operated by

Time Warner. Based in Dulles, Virginia, with regional branches around the world, it is by far the

most successful proprietary online service, with more than 32 million subscribers at one point

in the US, Canada, Germany, France, the United Kingdom, Latin America (declared bankrupt in

2004), Japan and formerly Russia. In early 2005, AOL Hong Kong stopped its service. In the fall

of 2004, AOL reported total subscribers had dropped to 24 million, a drop of over a quarter of its

subscribers. In late 1996, AOL suspended all dialup service within Russia in the face of massive

billing fraud, forcing the company into a rare case of full market retreat.

http://www.aol.com/

AP Access Point A point where users access the system/network, e.g. a base station in a wireless network.

API Application Programming The specific method prescribed by a computer operating system or by an application program by

Interface which a programmer writing an application program can make requests of the operating system

or another application. A set of routines, protocols, and tools for building software applications.

Most operating environments, such as MS-Windows, provide an API so that programmers can

write applications consistent with the operating environment.

ARJ Admission Reject Message for signalling between end-point and Gatekeeper specified in ITU-T Recommendation

H.225.0.

http://www.itu.int

ARQ Admission Request Message for signalling between end-point and Gatekeeper specified in ITU-T Recommendation

H.225.0.

http://www.itu.int

ARQ Automatic Repeat reQuest A standard method of checking transmitted data used on high-speed data communications

systems. The sender encodes an error-detection field based on the contents of the message.

The receiver recalculates the check field and compares it with the received one. If they match

an ‘ACK’ (acknowledgement) is transmitted to the sender. If the do not match, a ‘NAK’ (negative

acknowledgement) is returned, and the sender retransmits the message.

AS Application Server
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ASCII American Standard Code for A character encoding based on the English alphabet. ASCII codes represent text in computers,

Information Interchange communications equipment, and other devices that work with text. Most modern character

encodings have a historical basis in ASCII. It was first published as a standard in 1967 and was last

updated in 1986. It currently defines codes for 33 non-printing, mostly obsolete control charac-

ters that affect how text is processed, plus 95 printable characters. ASCII was subsequently

updated and published as ANSI X3.4-1968, ANSI X3.4-1977, and finally, ANSI X3.4-1986.

http://www.ansi.org

ASN.1 Abstract Syntax Notation One A language used by the OSI protocols for describing abstract syntax.

AT&T The American Telephone and AT&T Inc. is based in San Antonio, Texas. It is the largest provider of both local and long distance

Telegraph Company telephone services and wireless service in the United States. Originally founded in 1885 as the

American Telephone and Telegraph Company. The modern company was formed in 2005 by

Southwestern Bell Corporation’s (SBC Communications) purchase of its former parent company,

AT&T Corp.

ATA Analogue Telephone Adapter An analogue telephone adapter is a device used to connect an analogue telephone to a com-

puter or network so that the user can make calls over the Internet or other digital networks.

ATM Asynchronous Transfer Mode A high bandwidth, low-delay, connection-oriented, packet-like switching and multiplexing tech-

nique. ATM allocates bandwidth on demand, making it suitable for high-speed connections of

voice, data and video services. Access speeds are up to 622 Mb/s and backbone networks

currently operate at speeds as high as 2.5 Gb/s. Standardised by ITU-T [Newton03].

AUC Authentication Centre

AVC Advanced Video Coding Often used to identify the most recent MPEG/ITU-T video coding algorithm 

(ITU-T Recommendation H.264).

http://www.itu.int

B2BUA Back to Back User Agent The Back-To-Back User Agent is a Session Initiation Protocol (SIP) based logical entity that can

receive and process INVITE messages as a SIP User Agent Server (UAS). It also acts as a SIP User

Agent Client (UAC) that determines how the request should be answered and how to initiate out-

bound calls. Unlike a SIP proxy server, the B2BUA maintains complete call state and participates

in all call requests.

http://www.whatis.com

BB Bandwidth Broker

BBT Broadband Telephony Broadband Telephony is the utilisation of broadband connections to deliver voice calls. Calls are

transmitted as IP Packets to the host company, where they either ‘break out’ to the public net-

works, or continue as IP calls across the Internet. Usually synonymous to “VoIP telephony” or

“Internet telephony”.

BE Best Effort Used to identify an IP network service where no priority is given to the traffic.

BGCF Breakout Gateway Control

Function

BGF Border Gateway Function

BGWF Border Gateway Function

BICC Bearer Independent Call Control

BK Background

BO Backoff

BRI Basic Rate Interface An ISDN user-network access arrangement that corresponds to the interface structure composed

of two B-channels and one D-channel. The bit rate of the D-channel for this type of access is

16 kbit/s.

BSS Basic Service Set A Basic Service Set (BSS) is the basic building block of an IEEE 802.11 wireless LAN (according to

the IEEE802.11-1999 standard). The most basic BSS is two STAs in IBSS mode. In infrastructure

mode, a basic BSS consists of at least one STA and one Access Point (AP).

http://www.ieee802.org
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BT Bluetooth Bluetooth is an industrial specification for wireless personal area networks (PANs). Bluetooth pro-

vides a way to connect and exchange information between devices like personal digital assistants

(PDAs), mobile phones, laptops, PCs, printers and digital cameras via a secure, low-cost, globally

available short range radio frequency.

https://www.bluetooth.org/

CAMEL Customised Applications A set of GSM standards designed to work on a GSM core network. They allow an operator to define

for Mobile network services over and above standard GSM services. The CAMEL architecture is based on the 

Enhanced Logic Intelligent Network (IN) standards, and uses the CAP protocol.

CAP Controlled Access Periods

CBC-MAC Cipher Block Chaining-Message

Authentication Code

CCI Controlled Contention Intervals

CCITT Comité Consultatif International The International Telegraph and Telephone Consultative Committee of the ITU, called ITU-T

Téléphonique et Télégraphique as from 1992.

http://www.itu.int/

CCK Complementary Code Keying Complementary Code Keying (CCK) is a modulation scheme used with wireless networks (WLANs)

that employ the IEEE 802.11b specification. A complementary code contains a pair of finite bit

sequences of equal length, such that the number of pairs of identical elements (1 or 0) with any

given separation in one sequence is equal to the number of pairs of unlike elements having the

same separation in the other sequence.

CCMP Counter mode with CBC-MAC

Protocol

CD Compact Disc An optical disc used to store digital data, originally developed for storing digital audio. A standard

compact disc, often known as an audio CD to differentiate it from later variants, stores audio data

in a format compliant with the Red Book standard. An audio CD consists of several stereo tracks

stored using 16-bit PCM coding at a sampling rate of 44.1 kHz. Standard compact discs have a

diameter of 120 mm, though 80-mm versions exist in circular and “business-card” forms. The 120-

mm discs can hold 74 minutes of audio, and versions holding 80 or even 90 minutes have been

introduced. The 80-mm discs are used as “CD-singles” or novelty “business-card CDs”. They hold

about 20 minutes of audio. Compact disc technology was later adapted for use as a data storage

device, known as a CD-ROM. The first edition of the Red Book was released in June 1980 by Philips

and Sony; it was adopted by the Digital Audio Disc Committee and ratified as IEC 908.

http://www.iec.ch

CDF Cumulative Distribution Function In probability theory, the Cumulative Distribution Function completely describes the probability

distribution of a real-valued random variable, X. It represents the probability that the random

variable X takes on a value less than or equal to x.

CELP Code-Excited Linear Predictive A speech coding algorithm.

CFB Contention Free Bursting

CFP Contention Free Period

CL Controlled Load

CLIP Calling Line Identification A telephony intelligent network service that transmits the caller’s telephone number to the called

Presentation party’s telephone equipment during the ringing signal or when the call is being set up but before

the call is answered.

CLIR Calling Line Identification Contrary to CLIP, blocking the transmission and display of the caller’s number at the called 

Restriction party’s telephone equipment.

CN Core Network

CNR Carrier-to-Noise Ratio

COLP Connected Line Presentation A supplementary service.

COLR Connected Line Restriction A supplementary service.
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COPS Common Open Policy Service Part of the internet protocol (IP) suite as defined by the IETF RFC 2748. It specifies a simple

client/server model for supporting policy control over Quality of Service (QoS) signalling protocols

(e.g. RSVP). Policies are stored on servers, also known as Policy Decision Points (PDP), and are

enforced on clients, also known as Policy Enforcement Points (PEP).

http://www.ietf.org

CP Contention Period A time period when two or more data stations attempt to transmit at the same time over a shared

channel, or when two data stations attempt to transmit at the same time in two-way alternate

communication.

CRM Customer Relationship An integrated information system that is used to plan, schedule and control the presales and post

Management sales activities in an organisation. The objective is to enable a customer to interact with a com-

pany through various means including the web, telephone, fax, e-mail, mail and receive a consis-

tent level of quality service.

CS Circuit Switched A network that establishes a circuit (or channel) between nodes before they may communicate.

This circuit is dedicated and cannot be used for other means until the circuit is cancelled/closed

and a new one created. If no actual communication is taking place in this circuit then the channel

remains idle.

CSB Circuit Switched Bearer

CSCF Call/Session Control Function Several roles of SIP servers or proxies used to process SIP signalling packets in the IP Multimedia

Subsystem (IMS).

CSMA/CA Carrier Sense Multiple Access A network control protocol in which a carrier sensing scheme is used. A data station that intends

with Collision Avoidance to transmit sends a busy signal. After waiting a sufficient time for all stations to receive the busy

signal, the data station transmits a frame. While transmitting, if the data station detects a busy

signal from another station, it stops transmitting for a random time and then tries again. CSMA/CA

is a modification of pure Carrier Sense Multiple Access (CSMA). Collision avoidance is used to

improve the performance of CSMA by attempting to reserve the network for a single transmitter.

This is the function of the “busy signal” in CSMA/CA. The performance improvement is achieved

by reducing the probability of collision and retry. Extra overhead is added due to the busy signal

wait time, so other techniques give better performance. Collision avoidance is particularly useful

in media such as radio, where reliable collision detection is not possible. Apple’s LocalTalk imple-

mented CSMA/CA on an electrical bus using a three-byte busy signal. 802.11 RTS/CTS imple-

ments CSMA/CA using short Request to Send and Clear to Send messages.

CSN Circuit-Switched Networks See CS.

CTS Clear To Send

CW Contention Window

D/A Digital to Analogue The process of converting a digital (usually binary) code to an analogue signal (current, voltage or

charges).

DCF Distributed Coordination A type of Medium Access Control (MAC) technique used in Wi-Fi Wireless LANs. DCF manages the

Function transmission over a medium by allowing each node to listen to surrounding nodes to see if they are

transmitting, before transmitting themselves. DCF is de-facto default setting for Wi-Fi hardware.

http://www.ieee802.org/11

DCR Degradation Category Rating

DCT Discrete Cosine Transform A Fourier-related transform similar to the discrete Fourier transform (DFT), but using only real

numbers. It is equivalent to a DFT of roughly twice the length, operating on real data with even

symmetry (the Fourier transform of a real and even function is real and even), where in some

variants the input and/or output data are shifted by half a sample.

DDI Direct-Dialling-In A feature offered by telephone companies for use with their customers’ PBX system, whereby the

telephone company allocates a range of numbers all connected to their customer’s PBX.

DECT Digital Enhanced Cordless Formerly called Digital European Cordless Telephone. An ETSI standard for digital portable 

Telecommunication phones, commonly used for domestic or corporate purposes. DECT is a cellular system with cell

radii of 25 to 100 metres. DECT uses a net bit rate of 32 kbit/s. It operates in the frequency band

from 1880 to 1900 MHz. The band is divided into 10 carriers, each with 2 x 12 timeslots. It can

serve a traffic density of approx. 10,000 telephony channels per square kilometre. The DECT

physical layer is a combined frequency division multiple access (FDMA) / time division multiple

access (TDMA) system using time division duplex (TDD) to separate traffic in the two directions.

http://www.etsi.org
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DHCP Dynamic Host Configuration Dynamic Host Configuration Protocol (DHCP) is a client-server networking protocol. A DHCP 

Protocol server provides configuration parameters specific to the DHCP client host requesting, generally,

information required by the client host to participate on an IP network. DHCP also provides a

mechanism for allocation of IP addresses to client hosts. DHCP appeared as a standard protocol in

October 1993. RFC 2131 provides the latest (March 1997) DHCP definition. The latest standard on a

protocol describing DHCPv6, DHCP in an IPv6 environment, was published in July 2003 as RFC 3315.

http://www.ietf.org

DiffServ Differentiated Services A method of trying to guarantee quality of service on large networks such as the Internet.

http://www.ietf.org

DIFS DCF Interframe Space

DLP Direct Link Protocol

DNS Domain Name System A system that stores information associated with domain names in a Distributed Database on net-

works, such as the Internet. The domain name system (Domain Name Server) associates many

types of information with domain names, but most importantly, it provides the IP address associ-

ated with the domain name. It also lists mail exchange servers accepting e-mail for each domain.

In providing a worldwide keyword-based redirection service, DNS is an essential component of

contemporary Internet use. Paul Mockapetris invented the DNS in 1983; the original specifications

appear in IETF RFC 882 and 883. In 1987, the publication of RFC 1034 and RFC 1035 updated the

DNS specification 

http://www.ietf.org

DoS Denial of Service An attack on a computer system or network that causes a loss of service to users, typically the

loss of network connectivity and services by consuming the bandwidth of the victim network or

overloading the computational resources of the victim system.

Downstream Identifies transmission from the network to the user equipment.

DPCM Differential PCM A speech coding algorithm where the difference between the present sample and the previous

one is encoded.

DS Distribution System

DSCP DiffServ Code Point

DSL Digital Subscriber Line A family of technologies that provide a digital connection over the copper wires of the local tele-

phone network. Its origin dates back to 1988, when an engineer at Bell Research Lab devised a way

to carry a digital signal over the unused frequency spectrum. This allows an ordinary phone line

to provide digital communication without blocking access to voice services. Bell’s management,

however, were not enthusiastic about it, as it was not as profitable as renting out a second line for

those consumers who preferred to still have access to the phone when dialling out. This changed

in the late 1990s when cable companies started marketing broadband Internet access. Realising

that most consumers would prefer broadband Internet to a second dial out line, Bell companies

rushed out the DSL technology that they had been sitting on for the past decade as an attempt to

slow broadband Internet access uptake, to win market shares against the cable companies. As of

2004, DSL provides the principal competition to cable modems for providing high speed Internet

access to home consumers in Europe and North America. The reach-restraints (line length from

Central Office to Subscriber) reduce as data rates increase, with technologies like VDSL providing

short-range links (typically “fibre to the curb” network scenarios). Example DSL technologies

(sometimes called xDSL) include: ADSL (Asymmetric Digital Subscriber Line), HDSL (High Bit Rate

Digital Subscriber Line), RADSL (Rate Adaptive Digital Subscriber Line), SDSL (Symmetric Digital

Subscriber Line, a standardised version of HDSL), VDSL (Very high speed Digital Subscriber Line),

G.SHDSL (ITU-T Standardised replacement for early proprietary SDSL).

DSLAM Digital Subscriber Line Access A DSLAM is a network device, usually at a telephone company central office, that receives signals

Multiplexer from multiple customer Digital Subscriber Line (DSL) connections and puts the signals on a high-

speed backbone line using multiplexing techniques. Depending on the product, DSLAM multiplex-

ers connect DSL lines with some combination of asynchronous transfer mode (ATM), frame relay,

or Internet Protocol networks.

DST Destination

DTMF Dual Tone Multifrequency An analogue inband access signalling system where the combination of two tones (frequencies)

define each of the digits 0-9 and the symbols *, #, A, B, C and D.

ISSN 0085-7130 © Telenor ASA 2006



167Telektronikk 1.2006

DVD Digital Versatile Disc Formerly Digital Video Disc. Data storage format released in 1995. The discs have the same physi-

cal size as the CD, but the capacity is more that 7 times as high, approx. 4.7 GB on one side. The

discs can have dual layers per side, thus a double-sided, dual-layer disc can store approx. 17 GB

of data. Used for storing video, sound, computer software and data, games, etc. A single-sided,

single-layer disc can store a typical feature film of 130 minutes with 8 different surround quality

sound tracks. Available as read-only (DVD-Video, DVD-ROM), Once writable (DVD-R, DVD+R)

and re-writable (DVD-RW, DVD+RW, DVD-RAM).

http://www.dvdforum.org

ECN Explicit Congestion A congestion avoidance scheme that uses marking packets instead of dropping them in the case 

Notification of incipient congestion. The receivers of marked packets should return the information about

marked packets to the senders, and the senders should decrease their transmit rate. To avoid

heavy congestion, routers mark packets with probability depending on an average queue length.

IETF RFC 3186.

http://www.ietf.org

ECS Electronic Communications 

Service

EDA Enterprise Digital Assistant

EDCA Enhanced Distributed Channel

Access

EDCF Enhanced DCF

EDGE Enhanced Data for GSM A modulation method for GSM and IS-136 TDMA networks, standardized by ETSI, that allows for

Evolution wireless data transfer up to 384 kb/s.

http://www.etsi.org, http://www.3gpp.org

EE Excellent Effort

EEA European Economic Area An agreement between the European Free Trade Association (EFTA) and the European Union (EU)

from 1 January 1994. It was designed to allow EFTA countries to participate in the European Single

Market without having to join the EU. The current members (contracting parties) are three of the

four EFTA states – Iceland, Liechtenstein and Norway (not Switzerland) – the European Union and

the 25 EU Member States.

EF Expedited Forwarding

EFR Enhanched Full-Rate Enhanced Full Rate or EFR or GSM-EFR is a speech coding standard that was developed in order

(speech coding) to improve the quite poor quality of GSM-Full Rate (FR) codec. The EFR 12.2 kbit/s speech coding

standard is compatible with the highest AMR mode. The speech quality is similar to that of the

ITU-T Recommendation G.711 codec used in PSTN/ISDN.

EG ETSI Guide

EIA Electronics Industries Alliance A US trade organization that includes the full spectrum of US manufacturers. It is a partnership

of electronic and high-tech associations and companies whose mission is promoting the market

development and competitiveness of the US high-tech industry through domestic and inter-

national policy efforts. It is headquartered in Arlington, Virginia and comprises nearly 1,300 mem-

ber companies whose products and services range from the smallest electronic components to

the most complex systems used by defense, space and industry, including the full range of con-

sumer electronic products. EIA is accredited by ANSI to help develop standards on electronic

components, consumer electronics, electronic information, telecommunications, and Internet

security. Called the Electronic Industries Association until 1997.

http://www.eia.org

EIFS Extended Interframe Space

ENUM TElephone NUmber Mapping

EP ETSI Project

EPP ETSI Partnership Project A standardisation project where two or more regional standards organisations are participating.
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ERG European Regulators Group An independent body for reflection, debate and advice in the electronic communications  regula-

tory field created by the European Commission Decision 2002/627/EC adopted on 29 July 2002.

It is composed of the heads of the relevant national authorities, and acts as an interface between

them and the European Commission in order to advise and assist the Commission in consolidating

the internal market for electronic communications networks and services.

http://erg.eu.int

ES ETSI Standard Telecommunication Standard (ETSI TS) developed by the European Telecommunications

Standards Institute (ETSI).

http://www.etsi.org

ESP Encapsulating Security Payload

ESPRIT European Strategic Program An integrated programme of industrial R&D projects and technology take-up measures. It is

on Research in Information managed by DG III, the Directorate General for Industry of the European Commission. It was part 

Technology of the European of the EU’s Fourth Framework Programme, which ran from 1994 to 1998.

Union

http://www.cordis.lu/esprit/

ESS Extended Service Set

ETSI European Telecommunication A non-profit membership organization founded in 1988. The aim is to produce telecommunica-

Standards Institute tions standards to be used throughout Europe. The efforts are coordinated with the ITU. Member-

ship is open to any European organization proving an interest in promoting European standards. It

was e.g. responsible for the making of the GSM standard. The headquarters are situated in Sophia

Antipolis, France.

http://www.etsi.org

EURES- The European Institute for An organisation for collaborative R&D in telecommunications. Eurescom was founded in 1991 by

COM Research and Strategic Studies major European network operators and service providers. Based in Heidelberg, Germany, the

in Telecommunications organisation provides services for initiating, managing and supporting distributed collaborative

research programmes to network operators, service providers, suppliers and vendors who wish to

collaborate on the issues facing the telecommunications industry.

http://www.eurescom.de

E-UTRAN Evolved UTRAN Term used by the 3GPP for the next generation UMTS Terrestrial Radio Access Network. It is

developed as part of 3GPP’s Longe Term Evolution (LTE) and System Architecture Evolution (SAE)

work. It was initiated in 2004, and first release of specifications is expected finished in 2007.

http://www.3gpp.org

FCC Federal Communication An independent United States government agency, directly responsible to US Congress. The FCC

Commission (USA) was established by the Communications Act of 1934 and is charged with regulating interstate and

international communications by radio, television, wire, satellite and cable. The FCC’s jurisdiction

covers the 50 states, the District of Columbia, and US possessions. The FCC is directed by five

Commissioners appointed by the President and confirmed by the Senate for 5-year terms, except

when filling an unexpired term. The President designates one of the Commissioners to serve as

Chairperson. Only three Commissioners may be members of the same political party. None of

them can have a financial interest in any Commission-related business. As the chief executive

officer of the Commission, the Chairman delegates management and administrative responsibility

to the Managing Director. The Commissioners supervise all FCC activities, delegating responsibili-

ties to staff units and Bureaus. The Commission staff is organized by function. There are six oper-

ating Bureaus and ten Staff Offices. The Bureaus’ responsibilities include: processing applications

for licenses and other filings; analyzing complaints; conducting investigations; developing and

implementing regulatory programs; and taking part in hearings.

http://www.fcc.gov

FEC Forward Error Correction A technique of error detection and correction in which a transmitting host computer includes a

number of redundant bits in the payload (data field) of a block or frame of data, The receiving

device uses the extra bits to detect, isolate and correct any errors created in transmission.

FGS Fine-Granular Scalability

FMC Fixed Mobile Convergence Convergence between the mobile and fixed line networks giving telecommunications operators

the possibility to provide services to users irrespective of their location, access technology, and

terminal.

FR Full Reference
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FTP File Transfer Protocol A communication protocol mainly used on Internet to transfer files and make repositories dedi-

cated to file exchange (instead of displaying it directly to the screen). Specified by IETF in RFC

959.

http://www.ietf.org

GERAN GPRS/EDGE Radio Access The Radio Access part of GSM/EDGE. More specifically: RF layer, Layer 1, 2 and 3, internal (Abis,

Network Ater) and external (A, Gb) interfaces, conformance test specifications for all aspects of GERAN

base stations and terminals and GERAN specific O&M specifications for the nodes in the GERAN.

Specified by 3GPP.

http://www.3gpp.org

GGSN Gateway GPRS Support Node Interface between the GPRS wireless data network and other networks such as the Internet or

private networks. It supports the edge routing function of the GPRS network. To external packet

data networks the GGSN performs the task of an IP router. Firewall and filtering functionality, to

protect the integrity of the GPRS core network, are also associated with the GGSN along with a

billing function.

GIPS Global IP Sound A Swedish/American company that develops embedded voice processing solutions for real-time

communications on packet networks. The product portfolio includes voice codecs that are robust

against packet loss.

http://www.globalipsound.com

GoP Groups of Pictures

GPRS General Packet Radio Service An enhancement to the GSM mobile communication system that supports data packets. GPRS

enables continuous flows of IP data packets over the system for such applications as web browsing

and file transfer. Supports up to 160 kb/s gross transfer rate. Practical rates are from 12 to 48 kb/s.

http://www.etsi.org, http://www.3gpp.org

GRX GPRS Roaming eXchange

GSM Global System for Mobile A digital cellular phone technology system that is the predominant system in Europe, but is also

communications used around the world. Development started in 1982 by CEPT and was transferred to the new

organisation ETSI in 1988. Originally, the acronym was the group in charge, “Group Special

Mobile” but later the group changed name to SMG. GSM was first deployed in seven countries in

Europe in 1992. It operates in the 900 MHz and 1.8 GHz band in Europe and 1.9 GHz band in North

America. GSM defines the entire cellular system, from the air interface to the network nodes and

protocols. As of January 2005, there were more than 1.2 billion GSM users in more than 200

countries worldwide. The ubiquity of the GSM standard makes international roaming very common

between mobile phone operators which enables phone users to access their services in many

other parts of the world as well as their own country. GSM differs significantly from its predeces-

sors in that both signalling and speech channels are digital, which means that it is seen as a sec-

ond generation (2G) mobile phone system. This fact has also meant that data communication was

built into the system from very early on. GSM is an open standard which is currently developed by

the 3GPP.

http://www.gsmworld.com/, http://www.etsi.org, http://www.3gpp.org

GSM BSS GSM Base Station Subsystem

GSMA GSM Association World’s leading wireless industry representative body, consisting of more than 660 second- and

third-generation wireless network operators and key manufacturers and suppliers to the wireless

industry.

http://www.gsmworld.com/

GTP GPRS Tunnelling Protocol An IP based protocol used within GSM and UMTS networks. The GTP protocol is layered on top of

UDP. There are in fact three separate protocols, GTP-C, GTP-U and GTP’. GTP-C is used within the

GPRS core network for signalling between GPRS Support Nodes (GGSNs and SGSNs). This allows

the SGSN to activate a session on the user’s behalf (PDP context activation), to deactivate the

same session, to adjust quality of service parameters or to update a session for a subscriber who

has just arrived from another SGSN. GTP-U is used for carrying user data within the GPRS core

network and between the Radio Access Network and the core network. The user data transported

can be packets in any of IPv4, IPv6 or PPP formats. GTP’ (GTP prime) uses the same message

structure as GTP-C and GTP-U, but it is an almost completely separate protocol. It can be used

for carrying charging data from the “Charging Data Function” of the GSM or UMTS network to the

“Charging Gateway Function”.
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GW Gateway A network element equipped for interfacing with another network that uses different protocols

(e.g. Between an IP network and PSTN). Also called Interworking unit/function – IWU/IWF.

HAWAII Handoff-Aware Wireless Access

Internet Infrastructure

HC Hybrid Controller

HCCA HCF Controlled Channel Access

HCF Hybrid Coordination Function Hybrid of Distributed Coordination Function (DCF) and Point Coordination Function (PCF) used in

Wi-Fi Wireless LANs.

HD-SDI High-Definition Serial The Serial Digital Interface (SDI) standard is defined by the Society of Motion Picture and Tele-

Digital Interface vision Engineers (SMPTE), widely used in the broadcasting and video production industry today.

SDI standard describes how to carry uncompressed serial, digitized video data between equip-

ment in production facilities over video coax cables. There are two variations of SDI standard

based on the data rate: standard-definition (SD)-SDI and high-definition (HD)-SDI. The basic

electrical specifications of these two variations are the same, but the main difference is that HD-

SDI has a higher data rate at 1.485 Gb/s and 1.485/1001 Gb/s while the SD-SDI data rate ranges

from 143 Mb/s to 540 Mb/s, with 270 Mb/s being the most popular rate.

http://www.smpte.org/

HDTV High Definition Television Broadcast of television signals with a higher resolution than traditional formats (NTSC, SECAM,

PAL) allow. Except for an early analog format in Japan, HDTV is broadcast digitally, and therefore

its introduction sometimes coincides with the introduction of digital television (DTV). An HDTV-

compatible TV usually uses a 16:9 aspect ratio. The high resolution images (1920 pixels × 1080

lines or 1280 pixels × 720 lines) allow much more detail to be shown compared to analog tele-

vision or regular DVDs. MPEG-2 is currently used as the compression codec. Like NTSC and PAL,

1920 × 1080 broadcasts generally use interlacing to reduce bandwidth demands. Alternating

scan lines are broadcast 50 or 60 times a second, similar to PAL’s 50 Hz and NTSC’s 60 Hz inter-

lacing. This format is entitled 1080i, or 1080i60. In areas traditionally using PAL 50 Hz 1080i50 is

also used. Progressive scan formats are also used with frame rates up to 60 per second. The

1280 × 720 format is in practice always progressive scan (with the entire frame refreshed each

time) and is thus termed 720p.

HLR/AUC Home Location Register / The Home Location Register or HLR is a central database that contains details of each mobile 

Authentication Centre phone subscriber that is authorized to use the GSM core network. More precisely, the HLR stores

details of every SIM card issued by the mobile phone operator. Each SIM has a unique identifier

called an IMSI which is one of the primary keys to each HLR record. The next important items of

data associated with the SIM are the telephone numbers used to make and receive calls to the

mobile phone, known as MSISDNs. The main MSISDN is the number used for making and receiving

voice calls and SMS, but it is possible for a SIM to have other secondary MSISDNs associated with

it for fax and data calls. Each MSISDN is also a primary key to the HLR record.

http://www.etsi.org

HSS Home Subscriber Service

(previous HLR)

HTTP Hyper Text Transport Protocol An application-level protocol for distributed, collaborative, hypermedia information systems.

Used to request and transmit files, especially webpages and webpage components, over the

Internet or other computer networks.

http://www.w3c.org

IANA Internet Assigned Numbers IANA (Internet Assigned Numbers Authority) is the organization under the Internet Architecture

Authority Board (IAB) of the Internet Society that, under a contract from the US government, has overseen

the allocation of Internet Protocol addresses to Internet service providers (ISPs). IANA has also had

responsibility for the registry for any “unique parameters and protocol values” for Internet opera-

tion. These include port numbers, character sets, and MIME media access types. Partly because

the Internet is now a global network, the US government has withdrawn its oversight of the Internet,

previously contracted out to IANA, and lent its support to a newly-formed organization with global,

non-government representation, the Internet Corporation for Assigned Names and Numbers

(ICANN). ICANN has now assumed responsibility for the tasks formerly performed by IANA.

http://www.iana.org/

IAPP Inter-Access Point Protocol
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IBCF Interconnect Border Control

Function

ICS Implementation Conformance

Statement

I-CSCF Interrogating CSCF A node of the IP Multimedia Subsystem (IMS) specified by 3GPP. A SIP proxy located at the edge

of an administrative domain. Its IP address is published in the DNS of the domain (using NAPTR

and SRV type of DNS records), so that remote servers (e.g. a P-CSCF in a visited domain, or an

S-CSCF in a foreign domain) can find it, and use it as an entry point for all SIP packets to this

domain. The I-CSCF queries the HSS using the DIAMETER Cx and Dx interfaces to retrieve the user

location, and then route the SIP request to its assigned S-CSCF.

http://www.3gpp.org, http://www.ietf.org

ID Identity

IDS Intrusion Detection System A software/hardware tool used to detect unauthorised access to a computer system or network.

This may take the form of attacks by skilled malicious hackers, or Script kiddies using automated

tools. An IDS is required to detect all types of malicious network traffic and computer usage. This

includes network attacks against vulnerable services, data driven attacks on applications, host

based attacks such as privilege escalation, unauthorised logins and access to sensitive files, and

malware (viruses, Trojan horses, and worms).

IEC International Electrotechnical An organization that sets international electrical and electronics standards founded in 1906.

Commission It is made up of national committees from over 40 countries. Headquarters in Geneva, Switzerland.

http://www.iec.ch

IEEE The Institute of Electrical and USA based organisation open to engineers and researchers in the fields of electricity, electronics,

Electronics Engineers computer science and telecommunications. Established in 1884. The aim is to promote research

through journals and conferences and to produce standards in telecommunications and computer

science. IEEE has produced more than 900 active standards and has more than 700 standards

under development. Divided into different branches, or ‘Societies’. Has daughter organisations, or

‘chapters’ in more than 175 countries worldwide. Headquarters in Piscataway, New Jersey, USA.

http://www.ieee.org

IETF Internet Engineering Task A large open international community of network designers, operators, vendors, and researchers

Force concerned with the evolution of the Internet architecture and the smooth operation of the Inter-

net. It is open to any interested individual. The technical work of the IETF is done in its working

groups, which are organized by topic into several areas (e.g. routing, transport, security, etc.).

Much of the work is handled via mailing lists. The IETF holds meetings three times per year. The

IETF working groups are grouped into areas, and managed by Area Directors (AD). The ADs are

members of the Internet Engineering Steering Group (IESG). Providing architectural oversight is

the Internet Architecture Board (IAB). The IAB also adjudicates appeals when someone complains

that the IESG has failed. The IAB and IESG are chartered by the Internet Society (ISOC) for these

purposes. The General Area Director also serves as the chair of the IESG and of the IETF, and is an

ex-officio member of the IAB. The Internet Assigned Numbers Authority (IANA) is the central

coordinator for the assignment of unique parameter values for Internet protocols. The IANA is

chartered by the Internet Society (ISOC) to act as the clearinghouse to assign and coordinate the

use of numerous Internet protocol parameters.

www.ietf.org/rfc/rfc3935.txt

iLBC Internet Low Bitrate Coder A GlobalIPSound speech coding algorithm standardised in IETF RFC 3951.

http://www.globalipsound.com, http://www.ietf.org

IM Instant Messaging An instant messaging service is reached by the use of an instant messenger client. Instant mes-

saging differs from e-mail in that conversations happen in real-time. Also, most services convey

an “online status” between users, such as if a contact is actively using the computer. Generally,

both parties in the conversation see each line of text right after it is typed (line-by-line), thus

making it more like a telephone conversation than exchanging letters. Instant messaging applica-

tions may also include the ability to post an away message, the equivalent of the message on a

telephone answering machine. Popular instant messaging services on the public Internet include

Jabber, AOL Instant Messenger, Yahoo! Messenger, .NET Messenger Service and ICQ. These ser-

vices owe many ideas to an older (and still popular) online chat medium known as Internet Relay

Chat (IRC).

IM IP Multimedia
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IM-MG IP Multimedia – Media Gateway

IMS IP Multimedia Subsystem The IP Multimedia Subsystem (IMS) is a standardised Next Generation Networking (NGN) archi-

tecture for telecom operators that want to provide mobile and fixed multimedia services. It uses a

Voice-over-IP (VoIP) implementation based on a 3GPP standardised implementation of SIP, and

runs over the standard Internet Protocol (IP). Existing phone systems (both packet-switched and

circuit-switched) are supported. IMS was originally defined by an industry forum called 3G.IP

(www.3gip.org) formed in 1999. 3G.IP developed the initial IMS architecture, which was brought to

3GPP for industry standardization as part of their standardization work for 3G mobile phone sys-

tems in UMTS networks. It first appeared in release 5 (evolution from 2G to 3G networks), when

SIP-based multimedia was added. Support for the older GSM and GPRS networks was also pro-

vided. “Early IMS” was defined to allow for IMS implementations that do not yet support all “Full

IMS” requirements. 3GPP2 (a different organisation) based their CDMA2000 Multimedia Domain

(MMD) on 3GPP IMS, adding support for CDMA2000.

http://www.3gpp.org, http://www.ietf.org

IM-SSF IP Multimedia – Service

Switching Function

IN Intelligent Networks The enhanced public switched telephone network architecture for the 1990s developed by ITU. It

was created to provide a variety of advanced telephony services such as 800 number translation,

local number portability (LNP), call forwarding, call screening and wireless integration. The IN uses

the SS7 signalling protocol in which voice calls (or modem data) travel through circuit-switched

voice switches, while control signals travel over an SS7 packet-switched network.

http://www.itu.int

IP Internet Protocol A protocol for communication between computers, used as a standard for transmitting data over

networks and as the basis for standard Internet protocols.

http://www.ietf.org

IP-CAN IP Connectivity Access Network

IPPM IP Performance Metrics

IPSec IP Security Security protocol for the internet.

http://www.ietf.org

IPv4 Internet Protocol v4 IPv4 is version 4 of the Internet Protocol (IP) and it is the first version of the Internet Protocol to

be widely deployed. IPv4 is the dominant network layer protocol on the internet. It is described in

IETF RFC 791 (September 1981) which obsoleted RFC 760 (January 1980). IPv4 is a data-oriented

protocol to be used on a packet switched internetwork (e.g. Ethernet). It is a best effort protocol in

that it does not guarantee delivery. It does not make any guarantees on the correctness of the

data; it may result in duplicated packets and/or packets out-of-order. All of these things are

addressed by an upper layer protocol (e.g. TCP, UDP). See also IP and Ipv6.

http://www.ietf.org

IPv6 Internet Protocol v6 Ipv6 is version 6 of the Internet Protocol (IP). A network layer standard used by electronic devices

to exchange data across a packet-switched internetwork. It follows IPv4 as the second version of

the IP to be formally adopted for general use. IPv6 is intended to provide more addresses for net-

worked devices, allowing, for example, each cell phone and mobile electronic device to have its

own address. IPv4 supports 4.3 billion addresses, which is inadequate to give one (or more if they

possess more than one device) to every living person. IPv6 supports 3.4 × 1038 addresses, or

5 × 1028 (50 octillion) for each of the roughly 6.5 billion people alive today. Invented by Steve

Deering and Craig Mudge at Xerox PARC, IPv6 was adopted by the Internet Engineering Task

Force in 1994, when it was called “IP Next Generation” (IPng). As of December 2005, IPv6

accounts for a tiny percentage of the live addresses in the publicly-accessible Internet, which

is still dominated by IPv4. The adoption of IPv6 has been slowed by the introduction of network

address translation (NAT), which partially alleviates address exhaustion.

http://www.ietf.org

IRAP International Roaming Access An emerging protocol that enables operation across different types of wireless and wired 

Protocol networks. It also provides the seamless connectivity across the heterogeneous network.

ISC IP Multimedia Subsystem

Service Control
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ISDN Integrated Services Digital A digital telecommunications network that provides end-to-end digital connectivity to support a

Network wide range of services, including voice and non-voice services, to which users have access by a

limited set of standard multi-purpose user-network interfaces. The user is offered one or more

64 kb/s channels.

http://www.itu.int

ISDN BRI ISDN Basic Rate Interface A user-network access arrangement that corresponds to the interface structure composed of two

B-channels and one D-channel. The bit rate of the D-channel for this type of access is 16 kbit/s.

http://www.itu.int

ISDN PRI ISDN Primary Rate Interface A user-network access arrangement that corresponds to the interface structure composed of 30

B-channels and one D-channel. The bit rate of the D-channel for this type of access is 64 kbit/s.

http://www.itu.int

ISO International Standardisation The International Organization for Standardization (ISO) is a worldwide federation of national

Organisation standards bodies from more than 140 countries, one from each country. ISO is a non-govern-

mental organization established in 1947. The mission of ISO is to promote the development of

standardization and related activities in the world with a view to facilitating the international

exchange of goods and services, and to developing cooperation in the spheres of intellectual,

scientific, technological and economic activity.

http://www.iso.org

ISP Internet Service Provider A vendor who provides access for customers to the Internet and the World Wide Web. The ISP

also typically provides a core group of internet utilities and services like e-mail and news group

readers.

ISUP Integrated Services Digital This encompasses the signalling functions in SS No. 7 required to provide switched services and

Network – User Part user facilities for voice and non-voice applications in an ISDN (see Recommendation Q.761).

http://www.itu.int

ITU-R International Tele-

communication Union

– Radio communication Sector http://www.itu.int/ITU-R

ITU-T International Tele-

communication Union

– Standardization Sector http://www.itu.int/ITU-T/

IWF Interworking Function A function connecting two networks of differing signalling technology or administrative policies.

See also Gateway (GW) or Interworking Unit (IWU).

http://www.etsi.org/Teddi

IWU Interworking Unit A network element supporting IWFs. See also Interworking Fuction (IWF) or Gateway (GW).

http://www.etsi.org/Teddi

LAN Local Area Network A network shared by communicating devices, usually on a small geographical area. A system that

links together electronic office equipment, such as computers and word processors, and forms a

network within an office or building.

LBR Low Bit-rate Redundancy

LDAP Lightweight Directory Access A networking protocol for querying and modifying directory services running over TCP/IP. 

Protocol Its current version is LDAPv3, as defined in RFC 3377.

http://www.ietf.org

LDAS Low Delay Audio Streamer

LD-CELP Low Delay Code-Excited A speech coding technology. It is used by ITU-T in the G.728 standard for speech coding 

Linear Prediction operating at 16 kb/s. Delay of the codec is only 5 samples (0.625 ms). The linear prediction is

calculated backwards with a 50th order LPC filter. The excitation is generated with gain scaled VQ.

The standard was finished in 1992 in the form of algorithm exact floating point code. In 1994 a bit

exact fixed point codec was released. G.728 passes low bit rate modem signals up to 2400 bit/s.

Also network signalling goes through. The complexity of the codec is 30 MIPS. 2 kBytes of RAM is

needed for codebooks.

LEAF Linux Embedded Appliance

Firewall
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LPC Linear Predictive Coding A speech coding algorithm. It is a tool used mostly in audio signal processing and speech process-

ing for representing the spectral envelope of a digital signal of speech in compressed form, using

the information of a linear predictive model. It is a powerful speech analysis technique, and one

of the most useful methods for encoding good quality speech at a low bit rate and provides

extremely accurate estimates of speech parameters.

MAC Medium Access Control The lower of the two sub layers of the Data Link Layer. In general terms, MAC handles access

to a shared medium, and can be found within many different technologies. For example, MAC

methodologies are employed within Ethernet, GPRS, and UMTS.

MAP Mobile Application Part A protocol that enables real time communication between nodes in a mobile cellular network. 

A typical usage of the MAP protocol would be for the transfer of location information from the VLR

(Visitor Location Register) to the HLR (Home Location Register).

MBone Multicast Backbone

MCU Multipoint Control Unit

MD5 Message Digest Algorithm 5

MECCANO Multimedia Education and A European Union project from 1998 to 2000 under the Telematics Application Programme. 

Conferencing Collaboration The objective of the project was to provide all the technology components, other than the data 

over ATM Networks and Others network itself, to support collaborative research and technical development through the deploy-

ment of enhanced tools for multimedia collaboration in Europe. It succeeded the MERCI project.

http://www-mice.cs.ucl.ac.uk/multimedia/projects/meccano/

MEGACO Media Gateway Control An IETF WG that jointly with ITU-T SG 16 has developed a Gateway Control Protocol. The IETF

version is RFC 3525, while the ITU-T version is specified in ITU-T Reccommendation H. 248.1.

ITU-T has continued the work on the protocol, there are a number of packages that define

additional functionality.

http://www.ietf.org

MERCI Multimedia European A European Union research project running from 1995 to 1997 under the Telematics Application

Research Integration Programme. The objective of the project is to provide all the technology components, other than

the data network itself, to allow proper deployment of the tools for European multimedia collabo-

ration in Europe. It was succeeded by the MECCANO project.

http://www-mice.cs.ucl.ac.uk/multimedia/projects/merci/

MF Multi Field

MG Media Gateway A Media Gateway acts as a translation unit between disparate telecommunications networks such

as PSTN; Next Generation Networks; 2G, 2.5G and 3G radio access networks or PBX. Media Gate-

ways enable multimedia communications across Next Generation Networks over multiple trans-

port protocols such as ATM and IP.

MGC Media Gateway Controller Controls the Media Gateways.

http://webapp.etsi.org/Teddi/

MGCF Media Gateway Control The functions of a Media Gateway Controller

Function

MGW Media Gateway Converts media provided in one type of network to the format required in another type of network.

http://webapp.etsi.org/Teddi/

MH Mobile Host

MIB Management Information Base

MICE Multi-media Integrated

Conferencing for Europe

MIME Multipurpose Internet Mail Multipurpose Internet Mail Extensions (MIME) is an Internet Standard for the format of e-mail.

Extensions Virtually all Internet e-mail is transmitted via SMTP in MIME format. Internet e-mail is so closely

associated with the SMTP and MIME standards that it is sometimes called SMTP/MIME e-mail.

MLT Modulated Lapped Transform A speech coding algorithm.

(speech coding)

MMoIP Multimedia over IP
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MMS Multimedia Message Service MMS – sometimes called Multimedia Messaging System – is a communications technology

developed by 3GPP (Third Generation Partnership Project) that allows users to exchange multi-

media communications between capable mobile phones and other devices. An extension to the

Short Message Service (SMS) protocol, MMS defines a way to send and receive, almost instanta-

neously, wireless messages that include images, audio, and video clips in addition to text.

http://www.3gpp.org

MOS Mean Opinion Score A numerical indication of the perceived quality of received human speech over the connection.

The MOS is expressed as a single number in the range 1 to 5, where 1 is lowest perceived quality,

and 5 is the highest perceived quality. MOS tests are specified by ITU-T Recommendation P.800.

The MOS is generated by averaging the results of a set of standard, subjective tests where a num-

ber of listeners rate the perceived audio quality of test sentences read aloud by both male and

female speakers over the communications medium being tested.

http://www.itu.int

MP3 MPEG-1/2 Audio Layer-3 A standard technology and format for compressing a sound sequence into a very small file (about

one-twelfth the size of the original file) while preserving the original level of sound quality when it is

played. MP3 files (identified with the file name suffix of “.mp3”) are available for downloading from

a number of websites. MP3 files are usually download-and-play files rather than streaming sound

files that you link-and-listen-to with RealPlayer and similar products. (However, streaming MP3 is

possible.)

MPE Multi-Pulse Excited A speech coding algorithm.

MPEG Moving Pictures Experts Group MPEG is a working group of ISO/IEC (ISO/IEC JTC/SC29 WG 11) in charge of the development of

standards for coded representation of digital audio and video. The working group has developed

three sets of standards defining coding and transmission of audio and video; MPEG-1, MPEG-2

and MPEG-4. Another standard developed is MPEG-7, the standard for description and search of

audio and visual content. MPEG-21 is a standard defining Multimedia Framework.

http://www.chiariglione.org/mpeg/

MPLS Multi Protocol Label Switching An IETF standard intended for Internet application. MPLS has been developed to speed up the

transmission of IP based communications over ATM networks. The system works by adding a much

smaller “label” to a stream of IP datagrams allowing “MPLS” enabled ATM switches to examine

and switch the packet much faster. It is specified in IETF RFC 2702.

www.ietf.org

MP-MLQ Multipulse Maximum A speech coding algorithm.

Likelihood Quantization

MRF Multimedia Resource Function

MRFC Multimedia Resources Function

Controller

MRFP Multimedia Resources Function

Processor

MSC Mobile services Switching The Mobile services Switching Centre or MSC is a sophisticated telephone exchange which 

Centre provides circuit-switched calling, mobility management and GSM services to the mobile phones

roaming within the area that it serves. This means voice, data and fax services, as well as SMS and

call divert. A Gateway MSC is the MSC that determines which visited MSC the subscriber who is

being called is currently located in. It also interfaces with the Public Switched Telephone Network.

All mobile to mobile calls and PSTN to mobile calls are routed through a GMSC. The term is only

valid in the context of one call since any MSC may provide both the gateway function and the Vis-

ited MSC function; however, some manufacturers design dedicated high capacity MSCs which do

not have any BSCs connected to them. These MSCs will then be the Gateway MSC for many of the

calls they handle.

http://www.etsi.org

MSDU MAC Service Data Unit Information that is delivered as a unit between MAC service access points (SAPs) of a IEEE 802-11

WLAN.

http://www.ieee802.org

MSN Microsoft Network http://www.microsoft.com

MSN Multiple Subscriber Number An ISDN supplementary service.

http://www.itu.int
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MT Mobile Terminal

MTP SS7 Message Transfer Part The Message Transfer Part (MTP) is part of the Signalling System 7 (SS7) used for communication

in Public Switched Telephone Networks (PSTN). MTP is responsible for the correct and reliable

end to end data transport of SS7 messages between communication partners. In the OSI model,

MTP Level 2 corresponds to OSI Layer 2 (data link layer) and MTP Level 3 to the OSI Layer 3

(network layer). MTP is formally defined in ITU-T recommendations Q.701-Q.705.

http://www.itu.int

NAL Network Adaptation Layer

NALU NAL Unit

NAPT Network Address and Procotol

Translator

NAPT-PT Network and Port Translation

– Protocol Translation

NAPTR Naming Authority Pointer

NASA National Aeronautic and Space A US government agency established in 1958, partially in response to the Soviet Union’s launch of

Administration the first artificial satellite. Its mission is to perform research and exploration of space and space

technology.

http://www.nasa.gov

NASS Network Attachment Subsystem

NAT Network Address Translation In computer networking, the process of network address translation (NAT, also known as network

masquerading or IP-masquerading) involves re-writing the source and/or destination addresses

of IP packets as they pass through a router or firewall. Most systems using NAT do so in order to

enable multiple hosts on a private network to access the Internet using a single public IP address.

According to specifications, routers should not act in this way, but many network administrators

find NAT a convenient technique and use it widely. Nonetheless, NAT can introduce complications

in communication between hosts. NAT first became popular as a way to deal with the IPv4

address shortage and to avoid the difficulty of reserving IP addresses. Use of NAT has proven

particularly popular in countries other than the United States, which (for historical reasons) have

fewer address-blocks allocated per capita. It has become a standard feature in routers for home

and small-office Internet connections, where the price of extra IP addresses would often outweigh

the benefits. In a typical configuration, a local network uses one of the designated “private” IP

address subnets (such as 192.168.x.x or 10.x.x.x), and a router on that network has a private

address (such as 192.168.0.1) in that address space. The router is also connected to the Internet

with a single “public” address (known as “overloaded” NAT) or multiple “public” addresses

assigned by an ISP. As traffic passes from the local network to the Internet, the source address

on the packets are translated on the fly from the private addresses to the public address(es). The

router tracks basic data about each active connection (particularly the destination address and

port). When a reply returns to the router, it uses the connection tracking data it stored during the

outbound phase to determine where on the internal network to forward the reply; the TCP or UDP

client port numbers are used to demultiplex the packets in the case of overloaded NAT, or IP

address and port number when multiple public addresses are available, on packet return. To a

system on the Internet, the router itself appears to be the source/destination for this traffic. The

use of NAT creates problems for applications where the source and destination addressses and

port numbers are used in the protocols, such as voice over IP.

NAT-T NAT Transversal

NAV Network Allocation Vector

NC Network Control

netlmm Network-based Localized An IETF Working Group. The task is to design a protocol solution for network-based localized

Mobility Management mobility management.

http://www.ietf.org

ISSN 0085-7130 © Telenor ASA 2006



177Telektronikk 1.2006

NGN Next Generation Network A network concept that aims at providing a framework to encompass the large variety of existing

and emerging protocols and services, facilitate a further evolution of these, decouple the evolu-

tion from the underlying network infrastructure and facilitate the interfacing of a plethora of

available media. The rationale behind NGN lies founded in paradigm shifts that have been taking

place within the technological solutions and the business models in the telecom industry as a

whole. The concept is based on IP-technology and is being specified by ITU-T.

http://www.itu.int

NPT Norwegian Post and Tele- Norwegian Post and Telecommunications Authority (NPT) is an autonomous administrative 

communications Authority agency under the Norwegian Ministry of Transport and Communications, with monitoring and

regulatory responsibilities for the postal and telecommunications markets in Norway. The NPT

is self-financed, primarily through fees and charges.

http://www.npt.no

NR No-Reference

NS Notification Server

NTNU Norwegian University of Part of the University in Trondheim (UNiT), Norway. It was established in 1996 as a further

Science and Technology development of UNiT as a result of merger between The Norwegian Institute of Technology (NTH),

The College of Arts and Sciences (AVH) and the Museum of Natural History and Archaeology

(VM). It offers Professional degrees, university studies, interdisciplinary study programmes and

Masters degrees in English. It has seven faculties and 53 departments. It has 20,000 students,

half of these studying technology or the natural sciences.

www.ntnu.no

OAM Operations, Administration and

Maintenance

OAN Open Access Network Network model which refers to a horizontally layered network architecture and business model

that separates physical access to the network from service provisioning. The same OAN will be

used by a number of different providers that share the investments and maintenance cost. The

OAN concept is especially appropriate for deploying metropolitan Wi-Fi Access Networks.

OFDM Orthogonal Frequency A spread spectrum technique that distributes the data over a large number of carriers spaced 

Division Multiplexing apart at precise frequencies. This spacing provides the “orthogonality” in this technique, which

prevents the demodulators from seeing frequencies other than their own. The benefits of OFDM

are high spectral efficiency, resiliency to RF interference, and lower multipath distortion. This is

useful because in a typical terrestrial wireless scenario there are multipath channels (i.e. the

transmitted signal arrives at the receiver using various paths of varying length). Since multiple

versions of the signal interfere with each other (inter symbol interference (ISI)) it becomes very

hard to extract the original information. OFDM is sometimes called multi-carrier or discrete multi-

tone modulation. It is the modulation technique used for digital TV in Europe, Japan and Australia.

It is used in DAB, ADSL and WLAN 802.11a and g and WMAN 802.16 standards.

OSA Open Service Access

OSA SCS OSA Service Capability Server

P2P Peer To Peer A computer network that does not rely on dedicated servers for communication but instead

mostly uses direct connections between clients (peers). A pure peer-to-peer network does not

have the notion of clients or servers, but only equal peer nodes that simultaneously function as

both “clients” and “servers” to the other nodes in the network.

PABX Private Automatic Branch Also called PBX or Private Business eXchange. A telephone exchange that is owned by a private

Exchange business, as opposed to one owned by a common carrier or by a telephone company.

PATS Publicly Available Telephone

Services

PC Personal Computer Usually a microcomputer whose price, size, and capabilities make it suitable for personal usage.

Personal computers are normally operated by one user at a time to perform such general purpose

tasks as word processing, internet browsing, e-mail and other digital messaging, multimedia play-

back, video game play, computer programming, etc. Unlike many special purpose and high per-

formance computers, it is assumed that a typical personal computer will run software not written

by its primary users.

PC Point Coordinator A device that carries out the Point Coordination Function in an IEEE 802.11 WLAN.
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PCF Point Coordination Function Point Coordinated Function is a Medium Access Control (MAC) technique used in wireless

networks which relies on a central node, often an Access Point (AP), to communicate with a node

listening, to see if the radio resource is free.

PCF Policy Control Function

PCM Pulse Code Modulation The speech coding algorithm used in most circuit-switched fixed networks. PCM is a wave form

coding method which is neutral to the actual content of the signal. See also A/D and D/A.

P-CSCF Proxy CSCF A SIP proxy that is the first point of contact for an IP Multimedia Subsystem (IMS) terminal. It can

be located either in the visited network (in full IMS networks) or in the home network (when the

visited network is not IMS compliant yet).

http://www.3gpp.org, http://www.ietf.org

PDA Personal Digital Assistant Handheld device that combines computing, telephone/fax, Internet and networking features.

A typical PDA can function as a cellular phone, fax sender, Web browser and personal organizer.

PDF Policy Decision Function

PDP Packet Data Protocol A packet transfer protocol used in wireless GPRS networks.

http://www.3gpp.org

PDP Policy Decision Point

PEAQ Perceptual Evaluation of Audio

Quality

PEP Policy Enforcement Point

PES PSTN/ISDN Emulation

Subsystem

PESQ Perceptual Evaluation of

Speech Quality

PHB Per-Hop-Behaviour The externally observable forwarding behaviour applied at a DiffServ-compliant node to a

DiffServ behaviour aggregate. IETF RFC 3564.

http://www.ietf.org

PHY Physical layer device The Ethernet PHY at Layer 1 of the OSI model defines the electrical and optical signalling, line

states, clocking guidelines, data encoding, and circuitry needed for data transmission and recep-

tion. Contained within the PHY are several sub-layers that perform these functions including the

physical coding sub-layer (PCS) and the optical transceiver or physical media dependent (PMD)

sub-layer for fibre media. The Ethernet PHY connects the media to the MAC (Layer 2).

PIB Policy Information Base

PIFS PCF Interframe Space

PIN Personal Identity Number

PLC Packet Loss Concealment

PLMN Public Land Mobile Network Common notation in the 80s of a land mobile network of any category that was used to offer

public services.

POTS Plain Old Telephone Service A very general term used to describe an ordinary voice telephone service. See also PSTN.

PPPoE Point to Point Protocol over A network protocol for encapsulating PPP frames in Ethernet frames. It is used mainly with DSL

Ethernet services. It offers standard PPP features such as authentication, encryption, and compression.

PPPoE is a tunnel protocol which allows one to layer IP over a connection between two Ethernet

ports, but with the software features of a PPP link, so it is used to virtually “dial” to another

Ethernet machine and make a point to point connection with it, which is then used to transport

IP packets, based on the features of PPP. It is specified by IETF RFC 2516.

http://www.ietf.org

PRI Primary Rate Interface (ISDN) See ISDN PRI.
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PS Packet Switched Communication switching method in which packets (units of information carriage) are individually

routed between nodes over data links which might be shared by many other nodes. Packet

switching is used to optimize the use of the bandwidth available in a network, to minimize the

transmission latency (i.e. the time it takes for data to pass across the network), and to increase

robustness of communication. The concept of packet switching was developed by Paul Baran

in the early 1960s, and independently a few years later by Donald Davies, as described below.

Leonard Kleinrock conducted early research and published a book in the related field of digital

message switching (without the packets) in 1961, and also later played a leading role in building

and management of the world’s first packet switched network, the ARPANET.

PSTN Public Service Telephone Common notation for the conventional analog telephone network.

Network

Q2S Center for Quantifiable A Norwegian Centre of Excellence at the Norwegian University of Science and Technology (NTNU) 

quality of Service in in Trondheim. The Centre will study principles, derive mechanisms, methods and technical 

Communication Systems solutions and assess their properties and performances by means of experiments and models.

Performances relate to perceived quality of streamed speech/music and video, delays and

throughput of elastic traffic, reliability and availability of services, and information security with

encryption and user authentication.

http://www.q2s.ntnu.no/

QAP QoS Access Point

QoE Quality of Experience User’s perceived experience of what is being presented by a communication service or application

user interface.

http://webapp.etsi.org/Teddi/

QoS Quality of Service The “degree of conformance of the service delivered to a user by a provider, with an agreement

between them”. The agreement is related to the provision/delivery of this service. Defined by

EURESCOM project P806 in 1999 and adopted by ITU-T in Recommendation E.860 [E.860].

http://www.itu.int , http://www.eurescom.de

QSTA QoS Station

RAC Resource and Admission Control

RACS Resource and Admission Control

Subsystem

RAN Radio Access Network A part of a mobile telecommunication system. It implements a radio access technology. Concep-

tually, it sits between the mobile phone and the core network (CN). Examples are GRAN (GSM

RAN), GERAN (GSM/EDGE RAN) and UTRAN (UMTS RAN).

RAP Resource Allocation Protocol

RAS Registration, Admission, Status

RC4 Rivest Cipher 4 One of several ciphers proprietary to the RSA Data Security Inc. Also called ARCFOUR, it is the

most widely-used software stream cipher and is used in popular protocols such as Secure Sockets

Layer (SSL) (to protect Internet traffic) and WEP (to secure wireless networks). RC4 falls short of

the high standards of security set by cryptographers, and some ways of using RC4 lead to very

insecure cryptosystems (including WEP). RC4 was designed by Ron Rivest of RSA Security in

1987; while it is officially termed “Rivest Cipher 4”, the RC acronym is alternatively understood to

stand for “Ron’s Code”. RC4 was initially a trade secret, but in September 1994 a description of

it was anonymously posted to the Cypherpunks mailing list. It was soon posted on the sci.crypt

newsgroup, and from there to many sites on the Internet. Because the algorithm is known, it is

no longer a trade secret.

RCF Registration Confirmation

RFC Request For Comment A Request for Comments (RFC) is a formal document from the Internet Engineering Task Force

(IETF) that is the result of committee drafting and subsequent review by interested parties. Some

RFCs are informational in nature. Of those that are intended to become Internet standards, the

final version of the RFC becomes the standard and no further comments or changes are permit-

ted. Change can occur, however, through subsequent RFCs that supersede or elaborate on all or

parts of previous RFCs

http://www.whatis.com

RGW Residential Gateway

ISSN 0085-7130 © Telenor ASA 2006



180 Telektronikk 1.2006

R-MGF Residential Media Gateway

Function

Rn Release n Some standards committees (e.g. 3GPP and ETSI TISPAN) organise their standards in Releases.

R7 (e.g.) is Release 7, the most recent 3GPP Release.

RRJ Registration Reject

RRQ Registration Request

RSVP Resource Reservation Protocol

RTCP Real-Time Control Protocol The Real Time Transport Control Protocol is defined in the same RFC as RTP. The header is similar

to the RTP header. It defines the periodic transmission of control packets to all participants in the

session, using the same distribution mechanism as the data packets. It is specified that the RTcP

protocol should use an odd port number that is one higher than the corresponding RTP port number.

http://www.ietf.org

RTFM Real-time Traffic Flow

Measurement

RTP Real-Time Transport Protocol The Internet-standard protocol for the transport of real-time data, including audio and video. RTP

is used in virtually all voice-over-IP architectures, for videoconferencing, media-on-demand, and

other applications. A thin protocol, it supports content identification, timing reconstruction, and

detection of lost packets. The protocol is defined in RFC 3550. RTP should use a dynamically

allocated even port number. The actual media coding payload is defined in separate RFCs. RTP

combines its data transport with a control protocol (RTCP), which makes it possible to monitor

data delivery for large multicast networks, see also RTCP.

http://www.ietf.org

RTS Request To Send

RTSP Real-Time Streaming Protocol

RU Residential User

S/MIME Secure MIME

SAP Service Access Point

SB Switchboard

SBC Session Border Controller

SBLP Service Based Local Policy

SCS OSA Service Capability Server

S-CSCF Serving CSCF The central node of the signalling plane of the IP Multimedia Subsystem (IMS). It is a SIP server

but performs session control as well. It is always located in the home network. The S-CSCF uses

DIAMETER Cx and Dx interfaces to the HSS to download and upload user profiles – it has no local

storage of the user.

http://www.3gpp.org, http://www.ietf.org

SCTP Stream Control Transmission A transport layer protocol defined by the IETF Signaling Transport (SIGTRAN) working group. The

Protocol protocol is defined in RFC 2960, and an introductory text is provided by RFC 3286.

http://www.ietf.org

SDI Serial Digital Interface The Serial Digital Interface (SDI) standard is defined by the Society of Motion Picture and Tele-

vision Engineers (SMPTE), widely used in the broadcasting and video production industry today.

SDI standard describes how to carry uncompressed serial, digitized video data between equip-

ment in production facilities over video coax cables. There are two variations of SDI standard

based on the data rate: standard-definition (SD)-SDI and high-definition (HD)-SDI. The basic

electrical specifications of these two variations are the same, but the main difference is that HD-

SDI has higher data rate at 1.485 Gb/s and 1.485/1001 Gb/s, while SD-SDI data rate ranges from

143 Mb/s to 540 Mb/s, with 270 Mb/s being the most popular rate.

http://www.smpte.org/

SDO Standards Developing

Organization

SDP Session Description Protocol The Session Description Protocol (SDP) describes multimedia sessions for the purpose of session

announcement, session invitation and other forms of multimedia session initiation.
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SDU Service Data Unit

SG Signalling Gateway Provides the signalling mediation function between the IP domain and the SCN domain.

http://webapp.etsi.org/Teddi/

SGSN Serving GPRS support node The Serving GPRS Support Node is an exchange which performs packet switching functions for

mobile stations located in a geographical area designated as the SGSN area.

http://webapp.etsi.org/Teddi/

SGW Signalling Gateway Provides the signalling mediation function between the IP domain and the SCN domain.

http://webapp.etsi.org/Teddi/

SIFS Short Interframe Space

SIM Subscriber Identity Module A subscriber identity module (SIM) is a logical application running on a UICC smartcard. Although

the terms UICC and SIM are often interchanged, UICC refers to the physical card, whereas SIM

refers to a single application residing in the UICC that collects GSM user subscription information.

The SIM provides secure storing of the key identifying a mobile phone service subscriber but also

subscription information, preferences and storage of text messages. The equivalence of a SIM in

UMTS is a Universal Subscriber Identity Module (USIM).

SIMPLE SIP for Instant Messaging and An IETF Working Group.

Presence Leveraging Extensions

SIP Session Initiation Protocol An IETF Protocol used to set up voice calls over an IP network. Also the name of the IETF WG

developing the protocol.

SIPPING Session Initiation Proposal An IETF Working Group.

Investigation

SLA Service Level Agreement A contract between a provider and a customer that guarantees specific levels of performance

and reliability at a certain cost. This contract should also define precisely what could be penalties

and back-up solutions in case of problems. SLA is especially important to define when an impor-

tant part of your system or activity relies on third party providers. SLA is also a very good

approach for services provided internally to your organisation where you should also have a

customer approach concern {source [RFC3272]}.

SLF Subscription Locator Function

SLO Service Level Objective

SLS Service Level Specification

SMP Significant Market Power

SMPTE Society of Motion Picture and SMPTE is a professional association for enhancing the profession and contributing to the

Television Engineers technology of motion picture and television engineering. The SMPTE establishes standards, prac-

tices, and guidelines for the motion picture and television industry, including the audio that goes

with the motion images. Founded in 1916 as the Society for Motion Picture Engineers (the T for

television was added in 1950), the recent decades have seen computer technology become an

important part of the association’s concerns and preoccupations.

http://www.smpte.org/

SMS Short Message Service A means by which short messages can be sent to and from digital cellular phones, pagers and other

handheld devices. Alphanumeric messages of up to 160 characters can be supported [Newton03].

SNR Signal-to-Noise Ratio The power ratio between the useful signal level (C) and the thermal noise level (N). Often

expressed in dB.

SRC Source

SS7 Signalling System #7 A set of telephony signalling protocols which are used to set up the vast majority of the world’s

PSTN telephone calls.

http://www.itu.int

STA Station Term used to denote users and access points in a Wi-Fi Wireless LAN.

http://www.ieee802.org

STF Special Task Force ETSI temporary team of specialists assigned for specific purposes.
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STM-1 Synchronous Transport Module

transmission at 155 Mbit/s

STM-4 Synchronous Transport Module

transmission at 622 Mbit/s

STUN Simple Traversal of User STUN is a protocol that allows entities behind a NAT to first discover the presence of a NAT and

Datagram Protocol (UDP) the type of NAT, and then to learn the address bindings allocated by the NAT. STUN requires no

Through Network Address changes to NATs and works with an arbitrary number of NATs in tandem between the application

Translators (NATs) entity and the public Internet.

TCP Transport Control Protocol Transport layer protocol defined for the Internet by Vint Cerf and Bob Kahn in 1974. A reliable

octet streaming protocol used by the majority of applications on the Internet, it provides a

connection-oriented, full-duplex, point-to-point service between hosts.

http://www.ietf.org

TDM Time Division Multiplex A type of digital multiplexing in which two or more apparently simultaneous channels are derived

from a given frequency spectrum, i.e. bit stream, by interleaving pulses representing bits from

different channels.

TE Terminal Equipment

TELR Talker Echo Loss Rating

THIG Topology Hiding Internetwork

Gateway

TIA Telecommunications Industry A US Trade association for the ICT industry, representing the communications sector of the

Association Electronics Industry Alliance (EIA). It was started in 1924 by a small group of suppliers to the

independent telephone industry, and later became a committee of the US Independent Tele-

phone Association. In 1979 the group became the US Telecommunications Suppliers Association

(USTSA). TIA was formed in 1988 when merging USTSA and the Information and Telecommunica-

tions Group of EIA. TIA is accredited by the American National Standards Institute (ANSI) as a major

contributor of voluntary industry standards. TIA has more than 70 standards formulating groups.

http://www.tiaonline.org

TIPHON Telecommunications and Inter- A former ETSI project on IP telephony standardization. Closed in 2005. The work continues in the

net Protocol Harmonization Technical Committee (TC) TISPAN.

Over Networks

http://portal.etsi.org/tispan

TISPAN Telecommunication and Inter- The ETSI core competence centre for fixed networks and for migration from switched circuit 

net converged Services and networks to packet-based networks with an architecture that can serve in both. TISPAN is 

Protocols for Advanced responsible for all aspects of standardisation for present and future converged networks including 

Networking the NGN (Next Generation Network) and including service aspects, architectural aspects, proto-

col aspects, QoS studies, security related studies, mobility aspects within fixed networks, using

existing and emerging technologies. TISPAN is structured as a single technical committee, with

core competencies, under which there are Working Groups and Project Teams.

http://www.etsi.org, http://portal.etsi.org/tispan

TKIP Temporal Key Integrity Protocol The Temporal Key Integrity Protocol is part of the IEEE 802.11i encryption standard for wireless

LANs. TKIP is the next generation of WEP, the Wired Equivalency Protocol, which is used to secure

802.11 wireless LANs. TKIP provides per-packet key mixing, a message integrity check and a re-

keying mechanism, thus fixing the flaws of WEP.

TLS Transport Layer Security Transport Layer Security (TLS) is a protocol that ensures privacy between communicating appli-

cations and their users on the Internet. When a server and client communicate, TLS ensures that

no third party may eavesdrop or tamper with any message. TLS is the successor to the Secure

Sockets Layer (SSL).

http://www.whatis.com

ToE Target of Evaluation

ToS Type of Service

TR Technical Report

TS Technical Specification
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TSB Telecommunications Systems A standards document issued by TIA/EIA (US).

Bulletin

TURN Transversal Using Relay NAT TURN is a simple protocol that allows for an element behind a Network Address Translation (NAT)

or firewall to receive incoming data over TCP or UDP connections. It is most useful for elements

behind symmetric NATs or firewalls that wish to be on the receiving end of a connection to a single

peer. TURN does not allow for users to run servers on well known ports if they are behind a NAT; it

supports the connection of a user behind a NAT to only a single peer. In that regard, its role is to

provide the same security functions provided by symmetric NATs and firewalls, but to “turn” the

tables so that the element on the inside can be on the receiving end, rather than the sending end,

of a connection that is requested by the client

TVRA Threat Vulnerability and Risk

Analysis

TXOP Transmission Opportunity

UA User Agent Term used in SIP standards. (UA = UAC + UAS)

UAC User Agent Client Term used in SIP standards. A user agent client is a logical entity that creates a new request, and

then uses the client transaction state machinery to send it. The role of UAC lasts only for the

duration of that transaction. In other words, if a piece of software initiates a request, it acts as a

UAC for the duration of that transaction. If it receives a request later, it assumes the role of a user

agent server for the processing of that transaction.

UAS User Agent Server Term used in SIP standards. A user agent server is a logical entity that generates a response to

a SIP request. The response accepts, rejects, or redirects the request. This role lasts only for the

duration of that transaction. In other words, if a piece of software responds to a request, it acts as

a UAS for the duration of that transaction. If it generates a request later, it assumes the role of a

user agent client for the processing of that transaction.

UDP User Datagram Protocol UDP is an unreliable protocol used as an alternative to TCP. UDP does not support retransmission

of lost packets. It is used for media transport because voice and video transmission is delay sensitive.

UE User Equipment

UEP Unequal Error Protection

UMTS Universal Mobile Telecommuni- The European member of the IMT 2000 family of 3G wireless standards. UMTS supports data 

cation System rates of 144 kb/s for vehicular traffic, 384 kb/s for pedestrian traffic and up to 2 Mb/s in support of

in-building services. The standardisation work began in 1991 by ETSI but was transferred in 1998

to 3GPP as a corporation between Japanese, Chinese, Korean and American organisations. It is

based on the use of WCDMA technology and is currently deployed in many European countries.

The first European service opened in 2003. In Japan NTT DoCoMo opened its “pre-UMTS” service

FOMA (Freedom Of Mobile multimedia Access) in 2000. The system operates in the 2.1 GHz band

and is capable of carrying multimedia traffic.

http://www.3gpp.org/

UNI User Network Interface An interface that is used for the interconnection of customer equipment with a network element

of the transport network.

http://www.itu.int/sancho

UP User Priority

UPnP Universal Plug and Play Universal Plug and Play (UPnP) is a standard that uses Internet and Web protocols to enable

devices such as PCs, peripherals, intelligent appliances, and wireless devices to be plugged into

a network and automatically know about each other. With UPnP, when a user plugs a device into

the network, the device will configure itself, acquire a TCP/IP address, and use a discovery proto-

col based on the Internet’s Hypertext Transfer Protocol (HTTP) to announce its presence on the

network to other devices.

http://www.upnp.org

Upstream Identifies transmission from the user equipment to the network.

URI Uniform Resource Identifyer A URI is a compact string of characters for identifying an abstract or physical resource. It is

defined by IETF RFC 2396.

http://www.ietf.org
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URL Uniform Resource Locater A subset of Uniform Resource Identifiers (URI) that identify resources via a representation of their

primary access mechanism (e.g. their network “location”), rather than identifying the resource by

name or by some other attribute(s) of that resource. Originally defined by IETF in RFC 1738, later

merged with RFC 1808 to RFC 2396 on URN.

http://www.ietf.org

USB Universal Serial Bus USB is a plug-and-play interface between a computer and add-on devices (such as audio play-

ers, joysticks, keyboards, telephones, scanners, and printers). With USB, a new device can be

added to your computer without having to add an adapter card or even having to turn the com-

puter off. The USB peripheral bus standard was developed by Compaq, IBM, DEC, Intel, Microsoft,

NEC, and Northern Telecom and the technology is available without charge for all computer and

device vendors.

http://www.whatis.com

USIM Universal Subscriber Identity See SIM.

Module

UTRAN UMTS Radio Access Network Part of the 3G standard UMTS. The UTRAN consists of a set of Radio Network Subsystems (RNS)

connected to the Core Network through the Iu-Interface. An RNS consists of a Radio Network

Controller (RNC) and a number of base stations called Node Bs. They provide the radio interface

Uu towards the User Equipment (UE). Specified by 3GPP.

http://www.3gpp.org

VAD Voice Activity Detection

VC1 Video Codec 1 A video codec developed by Microsoft and standardised by SMPTE. It is included in Windows Media.

http://www.smpte.org/

VCH Virtual Collision Handler

VCL Video Coding Layer

VI Video

VO Voice

VOD Video On Demand An umbrella term for a wide set of technologies and companies whose common goal is to enable

individuals to select videos from a central server for viewing on a television or computer screen.

VoD can be used for entertainment (ordering movies transmitted digitally), education (viewing

training videos), and videoconferencing (enhancing presentations with video clips). Although VoD

is being used somewhat in all these areas, it is not yet widely implemented.

VoIP Voice over Internet Protocol Voice over Internet Protocol (also called VoIP, IP Telephony, Internet telephony, and Digital

Phone) is the routing of voice conversations over the Internet or any other IP-based network.

The voice data flows over a general-purpose packet-switched network, instead of traditional

dedicated, circuit-switched voice transmission lines.

VoIPSA Voice over IP Security Alliance VoIPSA is an open, vendor-neutral organization, made up of VoIP and information security com-

panies, organizations, and individuals. VoIPSA is a non-profit organization established in February

2005. VoIPSA formulates its mission to drive adoption of VoIP by promoting the current state of

VoIP security research, VoIP security education and awareness, and free VoIP testing method-

ologies and tools.

http://www.voipsa.org/

VoWLAN Voice over WLAN Voice over IP over a Wi-Fi network.

VPN Virtual Private Network A VPN is a private communications network usually used within a company, or by several different

companies or organizations, to communicate over a public network. VPN message traffic is

carried on public networking infrastructure (e.g. the Internet) using standard (often insecure)

protocols, or over a service provider’s network providing VPN service guarded by well defined

Service Level Agreement (SLA) between the VPN customer and the VPN service provider.

VQEG Video Quality Experts Group The Video Quality Experts Group (VQEG) is a group of experts from various backgrounds and affili-

ations, including participants from several internationally recognized organizations, working in the

field of video quality assessment. The group was formed in October 1997 at a meeting of video

quality experts. The majority of participants are active in the International Telecommunication

Union (ITU) and VQEG combines the expertise and resources found in several ITU Study Groups

to work towards a common goal.

http://www.its.bldrdoc.gov/vqeg/
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VU Visiting User

WEP Wired Equivalent Privacy An implementation of RC4. It is part of the IEEE 802.11 standard (ratified in September 1999), and

is a scheme used to secure wireless networks (Wi-Fi). WEP was designed to provide comparable

confidentiality to a traditional wired network, hence the name. A new standard, IEEE 802.11i,

provides improved security feature. See also WPA/WPA2.

www.ieee802.org http://www.wifialliance.org

Wi-Fi Wireless Fidelity A term for certain types of wireless local area network (WLAN) that use specifications in the

802.11 family. The term Wi-Fi was created by an organization called the Wi-Fi Alliance, which

oversees tests that certify product interoperability. A product that passes the alliance tests is

given the label “Wi-Fi certified” (a registered trademark).

http://www.wifialliance.org

WiMax/ Wireless Metropolitan Area Commonly referred to as WiMAX or less commonly as WirelessMAN™ or the Air Interface Standard

WMAN Network IEEE 802.16. A specification for fixed broadband wireless metropolitan access networks (MANs)

that use a point-to-multipoint architecture. Published on 8 April 2002, the standard defines the

use of bandwidth between the licensed 10 GHz and 66 GHz and between the 2 GHz and 11 GHz

(licensed and unlicensed) frequency ranges and defines a MAC layer that supports multiple physi-

cal layer specifications customized for the frequency band of use and their associated regulations.

802.16 supports very high bit rates in both uploading to and downloading from a base station up to

a distance of 30 miles to handle such services as VoIP, IP connectivity and TDM voice and data.

http://www.ieee802.org/16/, http://www.wimaxforum.org/

WLAN Wireless Local Area Network This is a generic term covering a multitude of technologies providing local area networking via a

radio link. Examples of WLAN technologies include Wi-Fi (Wireless Fidelity), 802.11b and 802.11a,

HiperLAN, Bluetooth and IrDA (Infrared Data Association). A WLAN access point (AP) usually has

a range of 20 –300 m. A WLAN may consist of several APs and may or may not be connected to

Internet.

WMM Wireless MultiMedia A term used by the Wi-Fi Alliance.

WMV Windows Media Video

WPA Wi-Fi Protected Access An improved version of WEP (Wired Equivalent Privacy). It is a system to secure wireless (Wi-Fi)

networks, created to patch the security of WEP. As a successor, WPA implements the majority of

the IEEE 802.11i standard, and was intended as an intermediate measure to take the place of WEP

while 802.11i was being prepared.

http://www.ieee802.org, http://www.wifialliance.org

WPA2 Wi-Fi Protected Access 2 An extension to WPA that includes the remaining elements of IEEE 802.11i.

http://www.ieee802.org, http://www.wifialliance.org

WWW World Wide Web An international, virtual network based information service composed of Internet host computers

that provide on line information. A hypertext-based, distributed information system/service

created by researchers at CERN in Geneva, Switzerland in 1991. Users may create, edit or browse

hypertext documents. The clients and servers are freely available.

http://www.w3c.org

xDSL (Any) Digital Subscriber Line Various configurations of digital subscriber line: X = ADSL – asymmetric, VDSL – very high speed,

SHDSL – single pair high speed, SDSL – symmetric, HDSL – high speed. See DSL.
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