




Tailoring of services, service
mobility, personal mobility and
terminal mobility are essential
elements in personal communi-
cations. With the integration of
fixed and mobile services, and
interworking between different
technologies, personal communi-
cations will soon be available.
The transition from plain old
telephony to true personal ter-
minals will then become a major
step in the history of telecom-
munications. The mobile
operators may within few years
change from being mobile
network operators to being pro-
viders of value added services to
personal terminals.

The European Commission’s
Green Paper on mobile and per-
sonal communications (1994)
said: “... personal communi-
cations has the ultimate potential
to reach near 80 % of the popu-
lation (ie. up to one connection
per adult).” This is far beyond
today’s penetration of wireline phones, even in industrialised
countries. With the introduction of personal multimedia com-
munications the vision of ‘the wireless’ as the customer’s first
choice will become true.

This issue focuses on the transition from mobile telephony to
personal communications. We are used to seeing people com-
municating via true pocket cellular phones in almost any
situation. Mobile communications has, during the last decades,
evolved from being the businessman’s tool to becoming the
consumer’s means of receiving and making calls when on the
move. This highly affects the social life of the mobile users,
giving them the possibility of being available whenever wanted
– avoiding ‘being held prisoner’ by the wireline phone.

The world-wide success of mobile communications, based on
the GSM standard, has led to a tremendous interest for mobile
systems. The growth of cellular services has been boosted by
mobile communications being exposed to competition. New
operators are entering the scene, and their best means to get a
piece of the still growing telecommunications market is by use
of radio solutions.

Until now the main cellular
service has been speech, even
though data services have been
present in the operational
networks for several years. How-
ever, over the last years the focus
of the mobile society has changed
from speech to data services due
to the tremendous growth in the
demand for information services
and Internet access.

The next step will be integration
of the different fixed, cellular
and Internet services. Mobility
functions in both wireless and
fixed networks, and flexible
service creation and manage-
ment makes the differences
between fixed services, cordless
telephony and cellular diminish.
Introduction of packet switched
data into the GSM network, like
the General Packet Radio Ser-
vice (GPRS) is turning the ori-
ginal circuit switched GSM
network into a hybrid network.

The standardisation of a third generation cellular system –
Universal Mobile Telecommunications System (UMTS) has
been going on for several years. In addition, real broadband
mobile systems offering bit rates of up to 155 Mbit/s are being
developed.

UMTS is aimed at giving access to multimedia applications.
It predominantly evolves from GSM, and will interwork with
GSM, possibly also picking up elements from the DECT stand-
ard. In the longer term, integration between UMTS and IP
networks offering differentiated quality of services will be the
next evolutionary step. UMTS may then give global access to
multimedia services across platforms like mobile, fixed and
satellite-based networks.

Mobility across terminals, locations and infrastructure together
with tailoring of high quality services will make the vision of
communicating anytime, with anyone, anywhere come through.
The broadening of mobile communications into general per-
sonal communications will substantially affect the lives of
individual citizens as well as the functioning of the society.
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Mobile telephony 
– a retrospective glance

From land coverage to 
cellular services

Mobile communications in the form of
communications between a base station
and a number of mobile stations has been
available for several decades. Communi-
cations between land and ships using
short wave radio is an example of such
an application that has been in use in the
last century. Early communications took
place using Morse telegraphy; later, it
was changed to voice telephony.

Land mobile applications have been
available since the 1930s, in the form of
closed user groups connected to a base
station. The police were among the pilot
users of such services.

Since then, several public land mobile
services have been launched. In Norway
a service called OLT (Offentlig Landmo-
bil Tjeneste = public land mobile service)
was launched in the late 1960s. All sub-
scribers to the OLT service listened to
the call channel and were requested by
an operator to change to a traffic channel
when a call was received. To set up a call
to a mobile subscriber, one needed to
know the approximate position of the
mobile subscriber, in order to direct the
call to the appropriate paging area.

It soon became evident that this was not
the way to offer mobile communications
to the mass market. Capacity problems
were envisaged due to limited available
radio spectrum. Hence, it was regarded
an advantage to be able to use a cellular
layout of the base stations to allow reuse
of the radio frequency spectrum to raise
the total system capacity. During the
same period, the 1970s, switchboard
operators were removed, and calls in the
wireline networks were set up auto-
matically. Hence, the idea of forming an
automatic international mobile network
emerged in the Nordic telecommunica-
tions administrations. Among the objec-
tives for the system were [1]:

• The system should automatically set
up and charge a call

• It should be possible to communicate
between any mobile subscriber and
wireline subscriber, or between any
two mobile subscribers

• The system should operate in all the
Nordic countries

• The use of the mobile phone should be
as similar as possible to the use of the
wireline phone

• The mobile subscriber should have
access to as many as possible of the
wireline services

• Calls to the mobile should be auto-
matically routed to the position of the
mobile, the mobile should be roaming
in the network and data bases should
keep track of its position

• The system should be able to auto-
matically switch from one base station
to another during conversation.

Such characteristics of a mobile commu-
nications system seem inevitable today,
but particularly the two last bullets were
quite revolutionary in the late 1970s.

The first steps towards the Nordic
Mobile Telephone (NMT) system had
been taken.

The analogue mobile 
telephone systems 
– first generation cellular

In 1981 the world’s first automatic cellu-
lar international mobile telephone system
was put into commercial operation in the
countries of Norway, Sweden, Denmark
and Finland. When the system was ini-
tiated, it operated in the 450 MHz region
and was therefore named NMT 450.

The NMT system was mainly designed
for speech communications, and the sys-
tem relies on analogue frequency modu-
lation (FM). However, the signalling is
digital, with a transfer rate of 1200 bit/s.

Data communications is also possible
using special modems. However, since
the mobile radio channel is rapidly
changing, it may be difficult to transfer
error-free data in a system with no data
error correction methods present.

The first versions of NMT terminals
weighed more than 10 kg and were
mainly manufactured for installation
in cars. With today’s measures the equip-
ment would be regarded as highly im-
practical, expensive to buy and expensive
to use. Despite this, the launch of the
NMT system was a great enhancement
in making public telephony available
outside the wireline network. The growth
of traffic in the NMT system was thus
much higher than the most optimistic
prognoses, and capacity problems were
soon experienced. The NMT system was
therefore extended to the 900 MHz band
in 1986. The system is known as NMT
900.

In the late 1980s hand portable mobile
phones started to emerge. The first ones
weighed about 750 grammes, at that time
regarded as remarkably small for a cellu-
lar phone. Miniaturisation has continued,
and today true pocket phones are avail-
able for the NMT system.

From mobile telephony to personal communications
J O A R  L Ø V S L E T T E N  A N D  R U N E  H A R A L D  R Æ K K E N

Figure 1  First generation cellular
systems connected to the public switched telephony
network  (PSTN). Characteristics of first generation sys-
tems: Analogue transmission, basic speech service, data
capabilities not built into systems, limited roaming capa-
bilities
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Both NMT 450 and NMT 900 operate in
parallel with GSM today, and there are
still some 3,500,000 subscribers to the
NMT service throughout Europe [2].

In addition to NMT there are several
other systems belonging to what we call
first generation cellular mobile phones,
like the AMPS (Advanced Mobile Phone
Services), TACS (Total Access Commu-
nication Systems), NETZ-C, MATS-E
and others, totally holding some 93 mil-
lion subscribers world-wide [3].

Next step 
– pan-European cellular

During the 1980s several automatic
mobile telephony systems had grown up
throughout Europe, mostly designed and
set up to meet national needs for mobile
telephony. Parallel to this, standardisa-
tion work was going on to design a
harmonised mobile communications sys-
tem for use throughout Western Europe.

Reservation of a common frequency
band throughout Western Europe, with
the European Post and Telecommunica-
tions Union (CEPT) as a co-ordinator of
this work, made it possible to set time
pressures and national industry policies
aside and agree upon a common standard
for mobile communications for a unified
Western Europe.

Some objectives for the system design
performed by the Group Spécial Mobile
(GSM) were [4]:

• Mobile stations should be used
throughout Europe. The system should
route calls automatically to a mobile in
any position inside the coverage area

• In addition to plain telephony, adapted
ISDN services should also be made
available to the mobile subscribers

• The system should offer services to car
mounted as well as hand portable terminals

• Speech quality should be at least as
good as for NMT 900 under good
conditions

• The system should allow for encryp-
tion of user data over the air interface

• The system should utilise radio spec-
trum in an optimum way

• The system should not demand large
upgrades of the fixed network

• It should be possible to have different
billing structures in the different GSM
systems

• It should be possible to have several
GSM systems in one country.

The goal was that the GSM system
should be in operation by 1991. In Nor-
way a trial service was launched in 1992,
and both Norwegian operators put GSM
into commercial operation in 1993. Sec-
ond generation cellular was born.

There are some 82 million users of GSM
world-wide by mid-1998 [5].

Digital communications 
– tailored for data commu-
nications?

GSM and its sister systems D-AMPS and
IS-95 in USA and PDC (Personal Digital
Cellular) in Japan are digital by nature,
hence they are better suited to data com-
munications than the first generation
cellular systems. Also, error correcting
mechanisms are present, making error
free data communication more easily
available to the customers.

Available services in the GSM networks
are for instance:

• Speech

• Emergency calls

• Facsimile

• Data services (2.4, 4.8, 9.6, 14.4
kbit/s)1

• Short message service, point-to-point
as well as point-to-multipoint

• Supplementary services like call for-
warding, calling line identification pre-
sentation and calling line identification
rejection

• Mobile information services.

In addition, development of cordless sys-
tems like the DECT (Digital Enhanced
Cordless Telecommunications) system
has taken place. DECT is designed as a
business and residential cordless system
with higher bit rates available than GSM,
but with a much less robust air interface.
Hence, DECT is mainly intended for
indoor wireless applications.

Being digital, the second generation
mobile systems are better tailored to data
communications than first generation
cellular services. Still, a vast majority
of the connections made using GSM is
for speech telephony. For several
reasons, only the very advanced users
have started using their GSM for messag-
ing and data communications:

• Terminals are not optimised for data
communications because of the man-
machine interface (too small keys and
displays)

• High user threshold to get started using
data services

• Users are unfamiliar with messaging
services.

1 Enhanced data services like HSCSD
(High Speed Circuit Switched Data
services) and GPRS (Generalised
Packet Radio Service) are under
specification in what has been named
GSM phase 2+.
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Figure 2  Second generation systems connected to the integrated services digital network.
Characteristics of second generation cellular systems: Digital transmission, basic speech
service, supplementary services, limited data capabilities, continental roaming
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Popular 
– but still not the first choice

The mobile market has experienced a
tremendous growth in the last years,
boosted by the mobile operators subsi-
dising terminals to attract customers to
their network. At the moment (mid-1998),
the mobile penetration in Norway has
surpassed 40 %2 of the population.

We do however note that the cellular is
still not the customers’ first choice. Most
cellular users still have both a telephone

at the office and a wireline phone at
home. However, it is interesting to note
that the mobile penetration is approach-
ing the fixed phone penetration (includ-
ing both residential and business connec-
tions) in the pioneering mobile markets.

There is, however, one major difference
between the wireline phone and the
mobile phone. Experience shows that
people are unwilling to share mobile
phone, hence mobile phones are often
personal, as opposed to fixed phones
where a location and not a person is
addressed.

The UMTS vision

In Europe third generation cellular sys-
tems have been called UMTS – Univer-
sal Mobile Telecommunications System.
Research on UMTS started – typically
enough – in the late 1980s, several years
before the GSM standardisation was
finalised.

The UMTS key objectives are summar-
ised as follows [7]:

• Integration of services and application
areas. Within one system UMTS will
support services and applications
which today are provided by dedi-
cated systems. Target service areas
are paging, mobility functions, mobile
data communications, mobile tele-
phony, public cellular applications,
private business applications, resi-
dential cordless applications, wireless
PABX applications and mobile satel-
lite access.

• Integration of fixed and mobile net-
works through integration of fixed and
mobile system technologies

• High quality of service, comparable
with the fixed network

• Services requiring a variety of bit rates
(up to 2 Mbit/s in phase 1) and vari-
able bit rate services, including multi-
media services

• Global terminal roaming capability,
enabling the user to access UMTS ser-
vices in all regions of the world

• Satellite and terrestrial based coverage,
also extending UMTS coverage to
areas where it is not techno-economi-
cally feasible to provide terrestrial cov-
erage.

This leads to the UMTS vision of com-
municating anytime, with anyone, any-
where.

When research on UMTS started in the
late 1980s, UMTS was regarded as re-
volutionary compared to second genera-
tion systems like GSM and D-AMPS.
Later, several of the UMTS great

2 By the end of 1997, the mobile pene-
tration in Norway was 38.5 %, only
exceeded by Finland with a penetra-
tion of 42.1 % [6]. In Finland they
soon expect to reach a penetration of
50 %.

Figure 4  UMTS is recognised as an opportunity to provide mass market wireless multimedia services
at any location. A fully developed UMTS may give global access to multimedia services across plat-

forms as mobile, fixed and satellite-based networks

Figure 3  Terminals will increasingly communicate with servers. It is expected that
within few years 50 % of the mobile traffic will be data communications
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thoughts have been implemented by
enhancement of second generation sys-
tems or by interworking between second
generation systems.

• Global coverage: GSM and its twins
(DCS 1800, PCS 1900) are heading
towards global operation. 293 adminis-
trations, network and satellite opera-
tors from 120 countries have signed
the MoU stating that they want to pro-
vide access for GSM users

• Service integration: GSM’s point-to-
point short message service is an
advanced form of radio paging (with
store and forward and receipt to sender
when message is received) integrated
into a cellular system

• Interworking between systems: stan-
dardisation of interworking between
cellular and cordless systems (DECT
and GSM) is going on within ETSI

• Integration of satellite components:
systems for handheld satellite based
communications are being planned or
implemented, like ICO, Iridium and
Globalstar. All these system concepts
rely on combination terminals commu-
nicating with the land based infrastruc-
ture when available, otherwise relying
on satellite based communications

• Personal mobility: GSM is based on
the use of SIM cards containing the
subscriber’s identity (allowing for
‘plastic roaming’ which for instance
was offered to GSM customers during
the Nagano Winter Olympic games)

• Tailoring of services: Intelligent net-
work functinality is being imple-
mented in the fixed as well as in the
GSM networks, giving room for tailor-
ing of services and service mobility.

Hence, it seems that services and net-
work aspects of UMTS is predominantly
going to be an evolution rather than a
revolution from the second generation
systems. With the ongoing upgrade of
GSM to EDGE (Enhanced Data rates for
GSM evolution) to offer bit rates up to
384 kbit/s, it is also a question of defini-
tion if UMTS Phase 1 is going to be an
evolution or a revolution compared to the
enhanced GSM radio subsystem.

In later stages of the UMTS implementa-
tion, integration with IP networks offer-
ing differentiated quality of service will
take place. In addition, UMTS may
support access networks, providing
higher bit rates than 2 Mbit/s. UMTS
may then give global access to multi-

media services across platforms as
mobile, fixed and satellite-based net-
works, turning UMTS into the real uni-
versal telecommunication system.

The plan is to implement UMTS in 2002.

Mobile broadband systems

In addition to the UMTS work, real
broadband mobile systems are also
being developed, like in the ACTS pro-
ject SAMBA (System for Advanced
Mobile Broadband Applications).

At the moment work is focusing on a
trial platform providing transparent ATM
(Asynchronous Transfer Mode) connec-
tions and supporting bearer services at up
to 34 Mbit/s in a cellular radio environ-
ment operating at 40 GHz.

The ultimate aim for SAMBA is to de-
velop mobile broadband systems offering
bit rates of up to 155 Mbit/s to mobile
users.

Looking into the 
crystal ball

A general trend is that when new services
have been introduced in the fixed net-
work, a demand has arisen for the same
services also being available in the
mobile network.

Trends – mobility

One trend that has been present since
mobile telephony was introduced is the

aim of increased mobility. With the intro-
duction of the S-PCN (Satellite Personal
Communications Networks) based on
Low Earth Orbit satellites the coverage
will be ubiquitous.

Four types of mobility are being referred
to:

• Personal mobility: one access number
is connected to a person, regardless of
terminal and access point. One sort of
personal mobility is the UPT (Univer-
sal Personal Telecommunications) ser-
vice in the fixed network, another form
of personal mobility is SIM card roam-
ing (‘plastic roaming’) within GSM

• Service mobility: uniform access to the
same set of services across terminal
and service platforms

• Terminal mobility: continuous mobil-
ity across locations, relying on radio
based mobile terminals that can be
used within the radio coverage area

• Session mobility: during a communica-
tion session the user can move be-
tween service platforms. One example
is a person being alerted on her radio
pager that someone wants a video con-
ference with her. Then the user has the
possibility to transfer the session to a
service platform offering the requested
service.

Trends – FMC

FMC has been a buzz word for some
time, an acronym with different inter-
pretations from person to person. FMC
could be bundling of mobile and fixed
services by the service provider, or even

Figure 5  Possible evolutionary paths from today’s telecommunications solutions to
the UMTS vision. UTRA stands for UMTS Terrestrial Radio Access
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issuing one bill for mobile and fixed
subscriptions. The service provider’s
bundling of services is, however, de-
pendent on the regulatory situation.

One-number services which are offered
by several service providers can be real-
ised in different ways. One solution is
using DECT/GSM dual mode terminals
with support of network functionality to
keep track of the terminals both fixed and
mobile networks are used.

By using GSM home base stations, which
are being standardised, a one-number ser-
vice could be offered based entirely on

the mobile platform if the home base
station is connected to the MSC.

In the same way, DECT as access to the
fixed network can be used, eg. the Fido
service offered by Telecom Italia, where
a DECT terminal can be reached within
the area of a city. For coverage beyond
the city border, a combined DECT/GSM
terminal is needed.

There is a general trend that similar ser-
vices can be based on a mobile or fixed
network platform. The next generation of
IP also provides for some mobility, eg.
suited for nomadic computing, and Inter-

net is an interesting platform for personal
telecommunications services.

Trends – multimedia services

Another trend is that the users are re-
questing a variety of services requiring
different service quality and different bit
rates. Examples of such services are:

• 7 kHz audio (AM quality)

• 20 kHz audio (CD quality)

• video telephony

• videoconferencing (128 – 768 kbit/s)

• messaging services

• telefax group 4

• data base access

• broadcasting services

• Internet access.

These services are made available to
mobile users, either by designing systems
for higher bit rates or by accommodating
protocols to tailor the services to the bit
rates being offered by the various radio
systems.

Another consequence of multimedia ser-
vices is that the demanded bandwidth
might be different in the different link
directions.

Figure 7  Traditional telecom operators have a different view of FMC from the pure mobile operators
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Trends 
– wireless application protocols

The design of advanced data applications
and services based on Internet Web tech-
nology in mobile environments has
recently started. Up to now Internet tech-
nology has been aimed at powerful PCs
utilising access networks like ISDN or
Ethernet. To fulfil the demand for mobil-
ity without limiting the communication
capabilities, future application platforms
must handle communication platforms
with lower transmission capabilities,
using less powerful terminals like smart-
phones, microbrowsers, PDAs (Personal
Digital Assistants), palm top computers,
etc.

Within year 2000 the prognosis is for 22
million users world-wide using other
types of terminals than PCs to access the
Web [8].

The first joint initiative to standardising
a protocol for wireless Web access is the
work on the Wireless Application Proto-
col (WAP) in the WAP Forum, driven by
Nokia, Unwired Planet, Motorola and
Ericsson. WAP Forum has recently pub-
lished the draft WAP specification, iden-
tifying a set of protocols and program-
ming languages, which will allow further
development of mobile phones into
microbrowsers.

Up till now the mobile terminals have
been much less standardised than the
traditional PCs using MS Windows as
operating system. For mobile terminals
there is an ETSI standard for applications
on SIM (Subscriber Identity Module)
cards named SIM-ToolKit. The idea is
that program code stored on the chip
inside the SIM can be used to run an
application dependent code, allowing
for remote applications downloaded by
the operator and accessed via the termi-
nal. Hence, for instance user interface
can become a competitive factor.

The introduction of the WAP is based on
the assumption that there is a demand for
Internet access from portable terminals.
WAP has paved the way for making a
variety of terminals, including the mass-
market handsets, true information app-
liances.

Trends 
– the telecommunication
terminal as a module in a
multifunctional device

Bringing the cellular phone and the
personal organiser more or less wherever
they go is quite common among people
today. There is a trend towards using
electronic personal organisers. Products
containing both an organiser and a
mobile phone in one package are on the
market. As electronic commerce is be-
coming more and more widespread the
next step of integration could be that
even the wallet turns electronic and be-
comes part of a communication enhanced
PDA. Keys and physical access control
could also be made electronic and inte-
grated in a multifunctional device.

A development in the direction of inte-
grating what people usually carry in their
pockets and which can have an electronic
version into one device, will depend on
the level of security that can be obtained.
Satisfactory security solutions to prevent
fraud, eavesdropping or unauthorised use
are essential. Acceptable ways of han-
dling lost or stolen devises also have to
be found.

Personal communication
– what will it be?

Personal communications is an ambig-
uous term, eg. in USA, Personal Commu-
nications Service (PCS) is based on sec-
ond generation mobile technology.
In Europe the term Personal Communi-
cation Networks (PCN) was used when
the first DCS 1800 networks were estab-
lished.

The basic understanding of personal
communications implies that a person

can be reached on one number at any
time wherever they are and that there is
no limitation on outgoing calls.

Using the fixed network personal com-
munications can be achieved if the in-
coming call is always routed to a termi-
nal located close to the wanted person
– personal mobility is mobility across
terminals. Utilising personal mobility the
network must know where to route the
incoming call. This means that some kind
of action is needed from the user to
inform the network of which terminal
they can be reached at. When leaving the
location the network must also be in-
formed. To register and deregister seems
too much to ask from users.

Figure 9  When personal communications is present the
basic telecommunications device is a true pocket terminal
offering speech services, Internet access and various mul-
timedia services. All services made available via the per-
sonal terminal are accessed using one personal number,
which can be the same during the customer’s life cycle

Figure 8
WAP architecture. The idea is to offer wireless
Web access by filtering of HTML (HyperText
Markup Language) to WML (Wireless Markup Language) and 
thus adapt the web interface to the capabilities of the mobile terminals 
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The alternative to personal mobility is
terminal mobility, ie. users bring a per-
sonal terminal with them. Terminal
mobility offers contiguous mobility
across locations. The penetration of
cellulars is surpassing 40 % in the pio-
neer markets, indicating that terminal
mobility will be the basic element in
personal communications.

In Europe potential technologies for per-
sonal communications based on terminal
mobility are GSM, DECT and UMTS.
Standards are made for both GSM and
DECT to handle high bit rates and also to
handle packet data. Multimode terminals
capable of accessing different networks
might be an important part of personal
communications and users will have a
choice from limited local mobility to full
global mobility.

In the European Commission’s Green
Paper on Personal Communications [9] it
says: “With the broadening of mobile
communications into general personal
communications, the sector will, before
the end of the decade, substantially affect
the lives of every citizen of the European
Union” and “– personal communications
has the ultimate potential to reach near
80 % of the population (ie. up to one
connection per adult.)”

There are already trends in some coun-
tries that mobile subscriptions are start-
ing to replace fixed line subscriptions.
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The first phase of personal communica-
tions seems to be a change from POTS
(plain old telephony system) to personal
terminals.

Personal communications is present
when the basic telecommunications
device has become a personal pocket ter-
minal instead of a wireline terminal and
the standard subscription implies using a
personal pocket terminal instead of POTS.

A next phase, following the transition
from POTS to personal terminals, is
when services beyond speech, like Inter-
net access and multimedia services, will
be available over pocket terminals.

The technology will be able to handle
the development outlined. The user
demand for personal communications is
of course uncertain, but it seems that
using personal terminals will be a re-
quirement.

The introduction of personal pocket ter-
minals creates new problems. For ex-
ample, nobody wants to be available at
all times. The situation and the surround-
ings have to be taken into account before
making or receiving calls. In aircraft, for
example, the use of cellular phones is
prohibited and few will use the phone
during a dinner party. Silence modes for
monitoring incoming calls already exist,
but users have to learn to behave when
using pocket terminals. In general,

flexible ways of handling received calls
when not available will be a requirement
when personal pocket terminals are used.

Will users want to use only one terminal,
their personal pocket terminal, both at
work and private? Will the differentiation
between working and non-working hours
decrease? These, among others, are ques-
tions that might be raised regarding the
introduction of personal communications.

The transition from POTS to personal
phones carried at all times, will be a
major step in the history of telecommu-
nication and will of course influence
people’s everyday life and also have an
impact on the functioning of society.
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This article considers the next genera-
tion mobile communications systems.
The characteristics of these systems
are described by outlining the system
requirements and the services en-
visaged. Further, a short overview of
European research activities is given,
followed by an overview of standardis-
ation activities within ETSI and ITU.
The work on next generation mobile
communications systems is now in an
intense stage, aiming at finalising the
first sets of specifications by the end of
the century. Details of the system con-
cept are thus subject to continuous
change, and in order to avoid publish-
ing outdated results, this article there-
fore takes a rather general approach.

1  Introduction

In Europe and in the Nordic countries in
specific, the history of automatic land
mobile systems [1] starts in 1969 with
the development of NMT (Nordic Mobile
Telephone). The analogue NMT system
became a success, partly because of its
robustness and simple mobile stations.
Basic telephony with roaming possibility
was the service offered. NMT hit the
market at the right time, and is con-
sidered to be a first generation cellular
system. Other first generation systems
emerged, notably TACS and Netz-C.

Second generation systems, based on
digital technology all the way from the
interconnection point to the mobile
station, emerged with the introduction of
GSM. The development of GSM started
already in 1982 within CEPT (European
Post and Telecommunication Confer-
ence), and was carried on in ETSI from
1988. As for the analogue systems, the
dominant service of GSM has until now
been basic telephony. GSM introduced
the separation of terminal and user iden-
tity, which enabled enhanced security
and user roaming across terminals.

GSM was launched for the first time for
commercial operation in 1991; in 1997
more than 100 countries had at least one
GSM network. GSM is a success, now
deployed in almost every corner of the
world.

The research society moved onto third
generation studies many years before
GSM was launched for commercial
operation. The idea that a third genera-
tion system should consist of different
access components, including a domi-

nating terrestrial access component pro-
viding at most 2 Mbit/s, was established
relatively early. Regarding terminals and
services, however, the focus of attention
in the early days centred on the concept
of a personalised lightweight hand port-
able. This is now commonplace also in
second generation systems, and the focus
for third generation has been widened to
include a wide range of terminals to
support various services, including multi-
media.

On the standardisation arena, an early
step towards the standardisation of a
third generation mobile system was taken
in 1985 by the establishment of CCITT
Interim Working Party 8/13 (IWP 8/13),
now known as ITU-R Task Group 8/1.
The group was responsible for the stan-
dardisation of Future Public Land Mobile
Telecommunications Systems (FPLMTS),
now known as IMT-2000. ETSI followed
the ITU in 1991 with the formation of a
Sub Technical Committee called Special
Mobile Group 5 (SMG 5) responsible for
the standardisation of a third generation
mobile system called Universal Mobile
Telecommunications System (UMTS).1

Perhaps the most important result from
the first years was the contribution to
WARC 92 [2], resulting in an allocation
of 230 GHz for future mobile communi-
cations in the 2 GHz band. Being domi-
nated by operators and academia, there
were strong forces within standardisation
to repeat the GSM success by standard-
ising a new system from scratch. Later,
the view has changed to take more
account of existing technologies. This is
particularly pronounced in ETSI, where
the legacy from GSM is strong. The
development takes into account the fact
that the UMTS technology should come
about from an evolution of GSM, or at
least the interoperation with GSM should
be eased. This ensure that the vast
amount already invested in GSM technol-
ogy pays off also by the introduction of
UMTS. Further, this enables the access
to UMTS or the provision of UMTS-like
services based on the GSM access, which
is an important goal for GSM operators.

The development of third generation
standards is gradually becoming more
market driven. Large markets are still
uncovered by mobile services, at the
same time as more advanced markets

demand new and better services. Two
mega trends which are important en-
ablers are the ‘Internet explosion’ and
the huge growth in cordless and mobile
terminals. Indeed, due to this market
prospect, large resources are already
spent on development, both from indu-
stry and operators/service providers. It
is easy to forecast that the rate of invest-
ment in third generation development
will increase even further in the nearest
coming years.

However, the development is not solely
market driven. Today’s extremely high
competence and know-how within
mobile communications compared to
previous years represents in itself a
driving force. On the one hand, operators
and service providers have developed
advanced skills for network deployment
and operation as well as for service
design and provision. On the other hand,
equipment manufacturers make continu-
ing technological improvements support-
ing the possibility of increasing system
complexity and capability, as well as
reducing the equipment size and price.
Developments contributing to this are
found within microelectronics, modula-
tion and coding, battery technology,
antenna design, MMI, etc.

As opposed to this good basis for de-
velopment, there is, however, a possi-
bility that the development is slowed
down or threatened by diverse interests
in new technology. This may be experi-
enced from industry or operators aiming
to exploit beneficial positions as pro-
ducers and owners of existing technology
or systems. Having said that, a situation
representing a serious threat to the de-
velopment is not anticipated; the ideas
to evolve the development from existing
technology have rather contributed to
cost-effective and viable solutions. An-
other situation that may seem more
threatening to the growth of third genera-
tion systems is the availability of spec-
trum. The bands identified by WARC-92
are shared with other radio communica-
tion systems and services, and are in many
cases already in use, and surveys show that
additional spectrum is required [2, 17].

2  Services and 
System Requirements

2.1  Overview

First generation systems offer a switched
telephony service to users who may
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move freely within the service area. This
may be referred to as a plain old tele-
phony system (POTS) with roaming
capabilities. In second generation sys-
tems, the service repertoire has been
extended to include not only POTS, but
also a limited set of data services.
Further, the mobility management func-
tions are more powerful with more intel-
ligent signalling. The concept of mobility
has also been widened introducing
mobility of users across terminals by
separating the user and terminal identity.
Seen from the user, however, there is
not much difference in the functionality
offered by first and second generation
systems. Both the bandwidth limitation

and the rigidly standardised set of ser-
vices are obstacles for introducing ad-
vanced data services. The radio interface
is designed for narrowband transmission,
and the systems rely on switched narrow-
band connections in the fixed infra-
structure.

Major goals of third generation systems
are to overcome the limitations in band-
width and to provide flexibility for ser-
vice provision. This paves the way for a
wide range of services, including multi-
media, and supports personification of
the services. A goal of third generation
systems is also to provide a uniform
access to personal communication based

on different access networks, both wired
and wireless, in different operating en-
vironments. The aim is to provide per-
sonal communication anytime and any-
where.

2.2  Service Provision in
Different Environments

Third generation systems concentrate
currently on new radio access networks
that can provide services up to 2 Mbit/s.
Although this type of access network will
be a major component, the third genera-
tion systems also intend to provide
access through enhancements of existing
radio access networks (eg. GSM), as well
as through wired access networks. At a
later stage, microwave radio access net-
works may be introduced which provide
bearer capabilities far beyond 2 Mbit/s.
As will be discussed below, the services
provided will not only depend on the
type of access network, but also on the
environment in which the network ope-
rates.

It is foreseen that wireless will gradually
become the access of choice for all per-
sonal communications. Third generation
systems aim to provide a quality of ser-
vice for wireless access that is com-
parable to that of wired access. Service
mobility is supported, so that the service
is available to the user in a uniform way
regardless of the environment. Although
the services are similar both in quality
and appearance in different environ-
ments, the bit rate of the bearer services
provided will depend on the type of
access network and the operating en-
vironment. Services requiring the highest
bit rates will therefore not be supported
in certain access environments. However,
many services are expected to be de-
signed in a flexible way, so that they can
be carried on bearers with different bit
rates depending on the capabilities of the
access network.

It is required that third generation sys-
tems accommodate different types of
terminals which may have different capa-
bilities for supporting the various ser-
vices. The actual services provided will
thus also be dependent on the capabilities
of the terminal.

As discussed above, the interdependence
between terminal capabilities, environ-
ments and the services provided have
implications on the system requirements.
This is illustrated in Figure 2.
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2.3  Flexibility in Services 
and Applications

The flexibility in the design of services in
third generation systems does not only
facilitate the personification of services.
It also enables service providers to distin-
guish their services and it eases the ser-
vice creation by minimising the re-engi-
neering required to provide new services.
In order to provide this flexibility, the
service components (service capabilities)
are standardised rather than the services
themselves, an approach already known
from Intelligent Networks (INs) [3].

Service capabilities consist of bearers
defined by QoS (Quality of Service)
parameters and mechanisms to enable
service providers and operators to create
their own supplementary services, tele-
services and end-user applications. Thus,
to give a list of services for third genera-
tion would just be based on speculation.
However, some services may be fore-
seen, such as telephony, different data
transmission, video and multimedia
applications.

Third generation systems will be de-
signed to be flexible not only for service
provision, but also for deployment in
different environments, and easily ex-
pandable. This is dealt with in the chap-
ters considering radio and network re-
quirements.

The versatility of third generation sys-
tems makes them suitable for many
applications, such as office applications
to access services normally provided by
PBXs and LANs, for cordless applica-
tions in the domestic domain, and for
cellular operation for access to public
telecommunications. Further, the third
generation systems are candidates for
radio in the local loop, which is a viable
solution for rapid deployment of fixed
telecommunications, particularly applic-
able in developing countries. The market
is believed to be at least as large as the
market for mobile communications.

2.4  Requirements for 
the Radio Interface

The requirements to the radio interface
for third generation systems will ob-
viously be quite different from earlier
generation systems. In NMT the offered
services were speech and low rate data.
Even in GSM and other digital second
generation systems the services are

limited to speech and low rate data,
though there has been some enhancement
within GSM to offer rates in the order of
magnitudes of tenths of kbit/s, and
recently even packet switched services.

For third generation systems the require-
ments to services will be very different.
These systems are required to offer a
wide range of services from traditional
speech to packet or circuit switched data
having transfer rates in the order of a few
million bits per second. However, all ser-
vices will not necessarily be offered in all
kinds of environments. As discussed pre-
viously, there is an interdependence be-
tween terminal capabilities, environ-
ments and the services provided.

The environments may be classified into
the outdoor vehicular macro cell environ-
ment, the outdoor vehicular suburban
environment, the urban environment with
low mobility pedestrian users, and the
indoor very low mobility environment
[4,5]. It is obvious that the requirements
to the radio interface will be quite differ-
ent in these different environments. At
one end we have the vehicular macro cell
environment where the terminals will
have high velocity and rather low den-
sity. In this environment deployment will
be focused on coverage, ie. covering a
large area, and giving some minimum
service to all users within the area of
coverage. At the other end we have the
indoor pico cell environment where the
terminals will have very low or no ve-
locity, but some mobility. In this en-
vironment deployment will be focused
on capacity, and giving high data rate ser-
vices to the users in the area of coverage.

In the remainder of this section require-
ments for UTRA (UMTS Terrestrial
Radio Access) are considered [6], though
similar requirements within ITU-R are
referenced [5]. Thus the term third gener-
ation system in most cases means UMTS
in this context.

The requirements on the radio interface
are focused on

• Bearer capabilities

• Operational capabilities

• Spectrum usage

• Complexity and cost.

2.4.1  Bearer Capabilities

The radio interface should support a
range of maximum user bit rates that

depends upon the environment the user
is currently located in as follows:

• Rural Outdoor (Vehicular Macro cell):
at least 144 kbit/s (goal to achieve
384 kbit/s) at speed of 120 km/h (max-
imum speed 500 km/h)

• Suburban Outdoor (Vehicular sub-
urban): at least 384 kbit/s (goal to
achieve 512 kbit/s) at speed of
120 km/h

• Indoor / Short range outdoor (Micro /
Pico cell): at least 2 Mbit/s with mo-
bility.

It is desirable that the radio interface
should allow evolution to higher bit rates.

The radio interface should be flexible in
allowing a range of user bit rates and
types of services in different user en-
vironments:

• Parallel bearer services (service mix),
real-time / non-real-time

• Circuit and packet switched bearers

• Scheduling of bearers according to
priority

• Adoption of link to quality, traffic and
network load, and radio conditions

• Wide range of bit rates with suffi-
ciently low granularity

• Variable bit rate real time capabilities.

The radio interface should support user
mobility within and between radio ope-
rating environments:

• Provide handover between cells of one
operator

• Provide handover between different
deployment environments

• Allow handover between different
operators or access networks

• Allow efficient handover to second
generation systems, eg. GSM.

2.4.2  Operational Capabilities

The radio interface should provide com-
patibility with services that are provided
by present core networks:

• ATM bearer services
• GSM services
• Internet Protocol based services
• ISDN services.

On a global basis numerous core net-
works exist. The modes of operation and
the range of services and bearers that
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third generation is foreseen to provide
are very different. Therefore, the radio
interface of these systems must exhibit
great flexibility in order to be able to
meet requirements given by these differ-
ent aspects. This implies that the radio
interface should be capable of meeting
requirements given by various radio ope-
rating environments, operation across
multiple operators, multiple types of ope-
rators, operation across different regula-
tory regimes, a variety of terminal types,
and a variety of services and bit rates.

It is seen as a mandatory requirement that
the operator should be excepted from
exhausting frequency planning after re-
configuration of his network due to ser-
vice or traffic requirements. Whether
such a requirement is feasible without
losing in other ways, however, is yet to
be investigated. Therefore, the radio
interface should allow for flexible use of
the allocated frequency bands with mini-
mum required spectrum planning after
re-configuration of the network due to
changing traffic or service requirements.

It is envisaged that public, private and
residential operators will operate systems
within the third generation concept. Pub-
lic operators will operate systems cover-
ing a wide range of coverage area and
services with minimum guaranteed grade
of service in wide coverage areas and
with very high capacity and user data
rates in environments with limited cover-
age. Private operators will operate in lim-
ited areas and give service to a limited
group of users, possibly with some limit-
ation on services and mobility. Residen-
tial operators will operate within very
small cells (pico cells), probably with a
very limited range of service capabilities.
The radio interface should allow for
these three types of operators, but with
predetermined and guaranteed levels on
quality of service for the public operator
when in the presence of other operators.

2.4.3  Spectrum Usage

The radio interface should have high
spectrum efficiency for typical mixtures
of different bearer services, and for low
rate speech services the efficiency should
be equally good as that for GSM. Of
course it is difficult, or more likely im-
possible, to tell what the typical mixtures
of bearer services will be. However, it is
requested that the chosen technology is
likely to have high spectrum efficiency in
order to exploit the given frequency band
in the most efficient way.

It is likely that some of the provided ser-
vices, for instance Internet connection
will require higher capabilities at the
downlink compared to the uplink. This
implies that the radio interface should
provide for asymmetric use of the radio
resources on up- and downlink.

Within the bands that are allocated to
UMTS multiple operators should be
allowed without co-ordination. It is
assumed that different operators will
be given different frequency bands to
deploy their services within. Given such
an assumption, any specific operator is
free to deploy his third generation net-
work without mandatory co-ordination
with operators using an adjacent band. 

Some of the frequency bands that are
currently used by first and second gener-
ation systems will undoubtedly be suit-
able for services which first will be pro-
vided by third generation. To allow for
such services to be deployed even further
in an efficient manner it is preferable
that the third generation technology can
migrate into these frequency bands in an
easy and non-prohibited manner. There-
fore, it is necessary that the interface is
capable of this migration.

2.4.4  Complexity and Cost

It is likely that third generation terminals
will come in several types. This will
allow for a wide range of features to
be included within the different types,
giving different terminal classes. It is
required that terminals are available
within the range of classes, both simple
and inexpensive ones for low end users
and more complex and thereby expensive
terminals for high end users.

For the network it is desirable to have
one radio interface which can adapt to
different modes of operation in order to
meet the predefined needs of the radio
operating environment and service en-
vironment.

The overall cost of third generation is
influenced by the technology chosen and
the desired quality and reliability. The
main elements that contribute to the
overall cost of UMTS are:

• Development cost

• Equipment cost

• Deployment cost

• Operational cost.

2.4.5  Other Requirements

It is desirable that the radio interface
technology that is chosen within ETSI
meets at least the technical requirements
as a candidate technology for IMT-2000
within ITU.

It should be possible to deploy and oper-
ate a third generation network within a
limited bandwidth in order to meet re-
gional regulatory requirements.

A third generation system should be
capable of co-existing with other systems
within the same or neighbouring fre-
quency bands depending on systems
and regulations.

2.5  Network Functions 
and Requirements

This chapter deals with the requirements
imposed on third generation systems
regarding the functionality and design
of the networks.

2.5.1  Network Modularity

One of the basic requirements on third
generation network architecture is the
modular system concept where the access
networks are clearly separated from core
networks at specified interfaces. Further,
the standards will open for a many-to-
many relation between access and core
networks.

This concept is supported by the need for
different access networks due to different
environments (eg. satellite, wide-area
cellular, cordless, fixed) and different
core networks. The concept also enables
competition between different standards
and implementations of access networks
and core networks.

Within ITU, these principles are referred
to as the IMT-2000 Family of Systems
Concept (IFS). Within ETSI, similar
ideas have been developed, based on the
work on Global Multimedia Mobility
(GMM) [7]. The GMM is a framework
that allows different access networks to
interact with different core networks
based on a common architectural con-
cept. This is illustrated in Figure 3 (taken
from [7]).

This modular approach invokes the need
for standardised interfaces between dif-
ferent system components.
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2.5.2  Network Functionality

The required network functions are de-
duced from considerations of operational
requirements. The network functions are
grouped into functional entities, and
functional architectures are created by
identifying the functional entities and
their interactions. Functional architec-
tures are under continuous development
both for IMT-2000 and UMTS [8,9].
These architectures include functional
entities for (the list is not exhaustive):

• Radio resource management

• Mobility management

• Call-, connection- and bearer control

• Interworking

• Access- and service control

• Security control

• Network management.

Functions for radio resource management
are necessary for allocation and control
of radio communication resources. This
includes allocation of radio resources,
set-up and release of radio channels,
power control, modulation, coding and
compression. In third generation systems,
the radio resources must be shared be-
tween circuit switched and packet
switched communication. Additional
functions for packet data transfer capa-
bility are required, including access con-
trol, multiplexing, error and flow control.

Functions for mobility management
include location registration, paging,
functions for supplying routing informa-
tion, and functions for handover. Regard-
ing the handover functions, it is neces-
sary to have functions for radio channel
quality estimation, handover decision and
execution. Macro diversity may be pro-
vided in the access network, and special

functions are required in order to control
the recombination of information during
a handover.

Call-, connection- and bearer control
functions are required to perform the set-
up and release of calls. For connection
oriented services, the functionality is
well developed and described. For con-
nectionless services, the notion of a call
is absent, and work is progressing in
order to specify necessary functionality
for end-to-end control.

The call-, connection- and bearer control
functions may act in a hierarchical man-
ner, supervised by the call control, which
performs end-to-end QoS negotiations
and set-up or release of the required
number of connections associated with
the call. Connections are end-to-end
associations of bearers and the separation
between call and connection gives extra
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freedom in allocation of the functionality
to different network elements, which
may be useful eg. for multimedia calls.
The connection control performs the set-
up and release of the connections, based
on performance requirement such as
BER and time delay. Finally, the bearer
control functions allocate the required
number of bearers to each connection,
and triggers the establishment of the
actual physical channels. Bearer control
functions are required both for the air
interface and the interface between the
access- and core networks, and will be
different according to the characteristics
of the physical channels they control.

The interworking functions are necessary
in order to connect different access net-
works to different core networks. Func-
tions will be specified for interworking
with ISDN, B-ISDN, X.25 PDN (public
data network) and IP data traffic. Inter-
working with existing second generation
mobile systems is also important.

Access- and service control is concerned
with the control and access to services,
and handles the service related process-
ing. In an IN approach, as eg. taken for
IMT-2000 [8,10], the service control
functionality is triggered by the call con-
trol, and interacts with functions for ser-
vice access and switching, as well as
specialised resource functions. Service
access requires the provision of terminal
capability information, user- and sub-
scription information and triggering of
authentication. The specialised resource
functions are responsible for various
kinds of user interaction, eg. receiving
digits and playing announcements, both
for IN-provided services, multimedia ser-
vices and packet data transfer.

Security control is becoming increasingly
important in communications. Mobile
and personal telecommunications ser-
vices impose additional security require-
ments, since mobile communication sys-
tems inherently involves wireless access,
and third generation systems must allow
users to roam across network and nation-
al boundaries. The security control in-
cludes functions for [11,12]:

• Authentication of user, mobile termi-
nal and service provider

• Privacy, anonymity and confidentiality
of user location, user identity and user
data

• Authorisation and access control to
limit the access to user and service
profile data

• Denial of access to particular services.

Functions for network management are
necessary to ease and support tasks such
as planning, installation, provisioning,
operation, maintenance, administration,
and customer service. Efficient network
management functions are important for
the ease of operation and thus the cost-
effectiveness of the system. IMT-2000
bases the network management on the
concept of a Telecommunications Man-
agement Network (TMN), which is being
studied by ITU-T.

2.5.3  Flexibility and Evolution

For the mapping of functional entities to
network elements, it is essential that a
high degree of flexibility be supported.
In other words, the mapping should give
freedom to create a number of different
reference configurations, so that the sys-
tem may be optimised regarding per-
formance and cost to different applica-
tions and environments. Both stand alone
configurations with gateway to the fixed
networks and integrated solutions with
shared functionality should be possible.

The modular structure and the freedom to
add extra functionality also support an-
other aspect requiring flexibility, namely
that the system should be easily expandable
to allow growth in size and complexity.

3  Research and Stan-
dardisation Activities

This chapter considers the research and
standardisation activities on third genera-
tion mobile communications systems.
Research on third generation technology
is performed at universities, within
industry, and by telecommunications
operators. This chapter considers some
research activities performed in Euro-
pean organisations, and gives by no
means a complete or representative
picture of the research carried out in
a global scale.

Standardisation of the next generation
cellular system is done in all regions of
the world, the Far East, America and
Europe, by amongst others, the Inter-
national Telecommunications Union
(ITU) and the European Telecommunica-
tions Standardisation Institute (ETSI).

3.1  Research within ACTS

ACTS (Advanced Communications
Technology and Services) is one of the
specific programmes of the ‘Fourth
Framework Programme of European
Community activities in the field of re-
search and technological development
and demonstration (1994 to 1998)’.
ACTS builds on the work of the earlier
RACE programmes (Research and De-
velopment in Advanced Communications
Technologies for Europe). Within ACTS
a large number of projects study issues
related to third generation mobile com-
munication. One of the most important
goals is to develop and demonstrate the
viability of technology and solutions.
Many results will be forwarded to stan-
dardisation bodies.

Some of the issues studied in ACTS that
are applicable for third generation mobile
communication are:

• Wireless ATM
In particular low range high bit rate
systems, typically 25 – 155 Mbit/s,
normally with limited mobility.

• Satellite component of UMTS
Addressing performance parameters,
economic and technical feasibility.

• Migration paths towards third generation
Network architectures, interworking,
mobility management, service plat-
form technology.

• Radio transmission technology
Addressing adaptive antennas, multi-
mode operation and software radio,
amongst others

• Mobile terminals and applications.

3.2  Research within COST

COST (European Co-operation in the
field of Science and Technical Research)
is a framework for R&D co-operation in
Europe, and involves participants from
25 European countries.

COST has research activities in many
different domains, the largest of these
being the telecommunications domain.
Within this domain, around five ongoing
projects address issues within mobile
communications. Topics addressed
include:

• Antenna technology
• Mobile satellite communications 
• Radio technology 
• Radio wave propagation 
• Network aspects.
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3.3  Research within
EURESCOM

EURESCOM (European Institute for
Research and Strategic Studies within
Telecommunications) has several pro-
jects on third generation mobile commu-
nications issues. This includes projects
on:

• Mobility management for cordless
terminals realised by IN

• Support of terminal mobility based on
TINA

• Radio technology for broadband
access

• Wireless ATM including mobility man-
agement.

3.4  Standardisation within ITU

As mentioned previously, ITU is respon-
sible for the work on IMT-2000. The
standardisation of IMT-2000 (at that time
called FPLMTS) was initiated in 1985.

3.4.1  The IMT Vision 
and IMT-2000 System

The standardisation of future mobile
communications within ITU is based on
the International Mobile Telecommuni-
cations (IMT) vision, which aims to pro-
vide seamless operation of mobile termi-
nals throughout the world, where Any-
where – Anytime communications
require coverage by both terrestrial and
satellite networks. The satellite compo-
nent, denoted Global Mobile Personal
Communications by Satellite (GMPCS),
comprises a wide range of global satellite
systems providing fixed and mobile ser-
vices in different frequency bands.

The current work concentrates primarily
on IMT capabilities that will be available
around the year 2000, with the target sys-
tem designated IMT-2000. IMT-2000
represents the satellite and terrestrial
component of IMT that will be available
around the year 2000 and operate in the 2
GHz frequency band. Standardisation of
IMT-2000 is one of the strategic priori-
ties of the ITU.

One of the important early results was
the contribution to the allocation of fre-
quencies in the 2 GHz band, which
was resolved by WARC 92.

3.4.2  Organisation

The work on IMT-2000 within ITU is
split between ITU-R and ITU-T [10]. A
special group (Intersector Co-ordination
Group – ICG) takes care of the co-ordi-
nation of the work. ITU-R Task Group
8/1 does all the radio related work on
IMT-2000/FPLMTS. Within ITU-T, the
work is split in several study groups.
Study Group 11, responsible for the sig-
nalling and protocols, is the lead Study
Group.

3.4.3  Time Schedule

A phased approach is adopted for the
definition of IMT-2000. According to the
time schedule the specifications for
Phase 1 will be ready by the end of this
century [13]. The finalisation of the spec-
ifications will be preceded by a period of
proposals for standardisation, evaluation
and consensus building, as illustrated in
Figure 4.

3.4.4  Services and Applications

It is the intention that IMT-2000 shall
meet the service requirements as given
in chapter 2 based on bit rates up to
2 Mbit/s. A list of capabilities is defined
in [14] for the initial phase (called capa-
bility set 1), and a short summary is
given in Table 1. Phase 2 will include bit
rates higher than 2 Mbit/s, and provide
services such as support of high data rate
needs of portable computing users and
support of enhanced multimedia commu-
nications requirements.

Services will be available virtually every-
where, including land, maritime, and
aeronautical situations. The user of the
personal terminal will be able to access at
least a minimum set of services in any
situation. This set of services includes
voice telephony, a selection of data ser-
vices, access to UPT, and an indication
of other services available [15].

The applications in developing countries
are considered important in the work on
IMT-2000. The wireless local loop appli-
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EVALUATION
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SPECIFICATIONS

Time schedule
for ITU-RIMT-2000 standards

development activities

Figure 4  Time schedule for IMT-2000 standards development, Phase 1 
(from ITU homepage, May 98, ref: http:// www.itu.int/imt/2-radio-dev/time/time.html)



cation is important in this context, and
the market is likely to be at least as big as
the mobile market. Likewise, the satellite
component of IMT-2000, together with
other global satellite systems, will likely
provide the first telephone in many rural
villages. The terrestrial infrastructure will
then follow as demand increases. Thus,
integration of future terrestrial and satel-
lite systems is highly desirable to facili-
tate seamless evolution.

3.4.5  System Design
Considerations

IMT-2000 will meet the requirements
discussed in chapter 2. It is stressed that
it is important to have a high degree of
commonality in the IMT-2000 family of
systems. Commonality is important to
reduce development costs, obtain cheaper

equipment through economy of scale and
limit the need for interworking functions.
Commonality of radio interfaces is
stressed in particular, to simplify the task
of building multimode mobile terminals
covering more than one operating en-
vironment. Within ITU, and especially
from Japan and Europe, it is seen as
mandatory that the radio interface should
be able to operate in two different modes,
FDD (frequency division duplex) and
TDD (time division duplex), or rather,
there will be different types of terminals
for each of these modes. Depending on
the specific technological solution that is
chosen the deployment of the systems
with these two modes will differ some-
what. At this point it is not possible to
tell how the two modes should work
together and be compatible with each
other.

On a global basis there are some differ-
ences on how spectrum is used in differ-
ent countries. This will obviously have
impact on the specific implementation of
any system and technology. In addition
to this there are quite different existing
technological platforms and regulatory
regimes, and it is obvious that these dif-
ferences will have an impact on the
choice of system technology, system
design and deployment. Because specific
solutions have not yet been chosen, it is
rather difficult to tell what the considera-
tions and impact on design will be.

The IMT-2000 functional architecture is
based on the IN concept, and the evolu-
tion of its functional capabilities is there-
fore closely linked to the evolution of IN.
It must therefore be anticipated that IMT-
2000 will take on board later versions of
IN, switching and signalling standards,
where radio and mobility management is
a natural part of the protocols. A descrip-
tion of the functional model is given in
Appendix 1.

3.5  Standardisation in ETSI

The ETSI General Assembly resolved
a strategy for UMTS standardisation in
1996, stating that the work should pro-
ceed based on GMM recommendations.
The work responsibilities are allocated to
the Technical Committees SMG (Special
Mobile Group), NA (Network Aspects)
and SES (Satellite Earth Stations and
Systems).

3.5.1  Organisation and
Responsibilities

SMG is responsible for the UMTS
Generic Radio Access Network, and for
the GSM Core Network Evolution. NA6
UMTS is responsible for the ISDN Core
Network Evolution. The UMTS satellite
component is developed in a co-opera-
tion between SMG and SES, under the
leadership of SMG.

Within SMG, the following Sub-Techni-
cal Committees are involved:

• SMG1 – responsible for specification
of services

• SMG2 (UMTS Working Party) –
responsible for the physical layer of
the radio interface and the study of all
radio engineering aspects

• SMG4 – responsible for UMTS data
service requirements

16 Telektronikk 2.1998

Services

• At least 144 kbit/s in vehicular environment, at least 384 kbit/s for pedestrian
environments and at least 2 Mbit/s for office environments

• High quality speech

• Support of advanced and existing addressing mechanisms

• Virtual home environment for service portability between IMT-2000 networks

• Intra-Family handover, seamless handover between cells of one IMT-2000 network

• Connection oriented and connectionless services

• Roaming among IMT-2000 family members

Terminals

• Range of terminals with different capabilities, from voice to multimedia, multiband
and multimode terminals

Access networks

• New BSSs in the UMTS/IMT-2000 spectrum

• Support of packet services

Core networks

• Possible evolution from existing core networks

• Support of packet switched and circuit switched operation, based on Broadband
Network Architecture (PDH/SDH/ATM)

• Interworking with ISDN, B-ISDN, X.25 PDN and IP data traffic

Table 1  Key features in IMT-2000 Phase 1



• SMG 6 (WPA UMTS) – responsible
for the network management functions
and interfaces

• SMG 9 (UMTS Working Party) 
– responsible for the specification
of the UMTS SIM-card / Mobile
Equipment interface

• SMG10 (Working Party C) – respon-
sible for UMTS security

• SMG11 – responsible for Speech Cod-
ing

• SMG12 – responsible for the specifica-
tion of the network architecture, func-
tions and signalling.

3.5.2  Time Schedule

The time schedule for UMTS develop-
ment is subdivided into the following
phases [4]:

• UMTS Phase 0 is the implementation
of UMTS services in evolved GSM
networks (using the evolved GSM
radio access).

• UMTS Phase 1 will use the UMTS radio
access. Operation is planned for 2002.

• After year 2002 UMTS will evolve in
annual phases.

To reach the goals in Phase 1, the more
detailed milestones have been identified.
The UMTS concept is by now relatively
clear, and the specifications for Phase 1
should be finalised before the year 2000.
After a period of trials and industrial
development, it is hoped that UMTS can
be launched in 2002. This is illustrated in
Figure 5.

3.5.3  Content of UMTS Phase 1

The overall content of UMTS has not yet
been decided because the future develop-
ment of UMTS will be dependent on the
overall technology development and can-
not be forecast in detail.

The content of the first phase of UMTS,
however, has been agreed upon [16] and
is described in Table 2 in terms of ser-
vices, terminals, access networks and
core transport.

3.5.4  Services and Applications

UMTS, like IMT-2000, will meet the ser-
vice requirements as given in chapter 2.
Although the services are similar to those
of IMT-2000, there are some natural dif-
ferences in the importance placed on

different applications. In particular, it is
seen that UMTS places less importance
on wireless local loop applications and

the satellite access component, which are
particularly interesting applications in
developing countries.
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UMTS Phase 1 standards

Pre-operational trials

UMTS Phase 1 commercial operation

Figure 5  Time schedule for UMTS development, Phase 1

1998 1999 2000 2001 2002

Services

• Up to 144 kbit/s with high mobility, 144–512 kbit/s for wide area mobility, 
2 Mbit/s for restricted mobility

• High quality speech using low bit rates

• Advanced addressing mechanisms

• Virtual home environment service portability

• Seamless indoor, outdoor and far outdoor

• Dual mode / band of operation of GSM/UMTS in one network

• Roaming between GSM and UMTS networks

Terminals

• Dual mode/band GSM/UMTS

• Multimedia terminals

• Adaptive terminals

Access networks

• New BSS in the UMTS/IMT-2000 spectrum

• Flexible, adaptive radio interface

Core transport

• Evolution from GSM and ISDN 

• Support of variable bit rates and mixed traffic types

• Support of packet data by Internet protocols

• Mobile/fixed convergence elements

Table 2  Key features of UMTS Phase 1



3.5.5  System Design Considerations

UMTS will meet the system design
requirements given in chapter 2. The
importance of modularity, flexibility and
commonality is equally important as for
IMT-2000.

Even within Europe it is regarded
mandatory to have both TDD and FDD
mode terminals. The specific solutions at
a technical level are discussed at this
moment. However, within Europe and
countries that choose the UMTS system,
the basis from second generation is prob-
ably not very different. These countries
probably have GSM-900 and/or GSM-
1800, and some of them even DECT. In
addition, they have some Wireless Local
Loop (WLL) systems based on DECT or
other technology. System design will
therefore very much depend on the spe-
cific need of different services in differ-
ent deployment scenarios. In addition
and very much in connection with this,
the regulatory framework within the
region (countries) will put some frame-
work on operation of second and third
generation systems. This framework will
even create new requirements and initiate
new development within second genera-
tion systems. 

The original idea of UMTS was a new
network that integrated all existing and
new services in one universal network.
This view has changed, and the current
idea is to support services in different
networks based on interworking, in par-
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Figure 6  Evolution of UMTS. Blue part refers to UMTS Phase 1, red part to later phases

ticular interworking with GSM. This
close link to GSM is one of the diffe-
rences between UMTS and IMT-2000.
It is the intention that UMTS will evolve
from the GSM as illustrated in Figure 6.

UMTS Phase 1 will consist of a UMTS
Terrestrial Radio Access Network
(UTRAN). The UMTS Core Network
will be introduced in later phases. Thus
in Phase 1, UTRAN will use the GSM
technology as the core network. As seen,
this includes both the circuit and packet
switched infrastructure. In order to inter-
act with the GSM infrastructure, inter-
working units are required at the
UTRAN interface.

The functional architecture proposed for
UMTS is not so closely linked to the IN
architecture as is seen for IMT-2000.
One particular case is the fact that UMTS
intends to employ the protocol developed
for GSM for interrogation with the HLR,
ie. the Mobile Application Part – MAP.
The corresponding protocol in IMT-2000
is defined to be the IN Application Part –
INAP. This difference is more politically
than technically motivated, and more-
over, it is not crucial, since the conver-
sion between the protocols is easily per-
formed.

Whereas ATM is specified as an impor-
tant transport mechanism in IMT-2000,
there is not yet full consensus on this
issue in UMTS. It is anticipated, how-
ever, that ATM will become one of
several optional transport mechanisms,

as for IMT-2000. Originally, the idea
was that UMTS should be a mobile
extension of B-ISDN services. However,
the fast growth of the Internet has made
this an equally important partner net-
work.

Among the system design considerations
it is important to mention that an agree-
ment on the UMTS Terrestrial Radio
Access interface is reached. This agree-
ment is a compromise between the con-
cepts W-CDMA and CD-TDMA, both
techniques being supported and allocated
to different parts of the frequency band.

Appendix 1 – IMT-2000
functional architecture

A suitable functional model based on the
service and feature requirements for
IMT-2000 is essential for developing the
necessary signalling protocols and for
specifying the appropriate physical inter-
faces. The functional model specified for
IMT-2000 is implementation-independ-
ent and captures the basic functional enti-
ties (FEs), and specifies relationships be-
tween the FEs. The physical interfaces
to be specified are identified by using
suitable mapping of various FEs in the
functional model to physical entities (eg.
base station (BS), mobile switching
centre (MSC), home location register
(HLR), visited location register (VLR),
and service control point (SCP). Figure
A1 shows an example of a mapping into
physical entities based on the FEs de-
scribed in the following.

The functional architecture for IMT-2000
as described in [10] is based on the mod-
elling principles used for developing the
signalling protocols for IN (Intelligent
Networks) and is shown in Figure A2.

The management and control of radio
resources will be carried out by proce-
dures that operate in parallel with and
rather independent of the overall commu-
nication control procedures. Two planes
have therefore been defined:

• Radio Resource Control (RRC) plane

• Communication Control (CC) plane.

The basic management of radio resources
resides in the RRC plane, while the over-
all bearer and connection control resides
in the CC plane. Special plane interaction
processes perform the synchronisation
between the two planes.
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Figure A1  A standalone IMT-2000
network and allocation of functional

entities to physical nodes. The functional
entities are described in Table A1
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RRC plane functions

These functions are in charge of assigning and supervising radio
resources as required in the radio access subsystems.

• RRC – Radio Resource Control
Handles overall control of the radio resources, such as selection and
reservation of radio resources, handover decision, RF power control,
and system information broadcasting.

• MRRC – Mobile Radio Resource Control
Handles the mobile side of RRC.

• RFTR – Radio Frequency Transmission and Reception
Handles the radio transmission and reception of control and user
information at the fixed side of the radio interface, including radio
channel and error protection coding and decoding.

• MRTR – Mobile Radio Transmission and Reception
Handles the radio transmission and reception of control and user
information at the mobile side of the radio interface. This includes
radio channel and error protection coding and decoding.

CC plane functions

These functions are in charge of overall access, service, call, bearer
and connection control.

• SDF – Service Data Function
FE that handles storage and access to service- and network-related
data, and provides consistency checks on data (eg. service profile
and mobile multimedia attributes)

• SCF – Service Control Function
FE that contains the overall service control logic and handles service
related processing activity

• LRDF – Location Registration Data Function
Handles storage and access to subscriber identity and location data,
and provides consistency checks on data (eg. location information,
identity data, and active/inactive status)

• LRCF – Location Registration Control Function
Contains the mobility control logic for location registration. The
functionalities include location management, identity management,
user verification, paging control, and providing routing data.

• ADF – Authentication Data Function
Handles storage and access to authentication data (eg. security-
related parameters) and provides consistency checks on data.

• ACF – Authentication Control Function
Contains the mobility control logic for authentication. The function-
alities include user authentication, authentication processing, and
confidentiality control (eg. ciphering management)

• SSF – Service Switching Function
FE associated with the CCF’. It provides the set of functions required
for the interaction between CCF and SCF.

• CCF’ – Call Control Function (enhanced)
FE that provides call/connection processing control (eg. establishes,
maintains and releases call instances); provides trigger mechanisms
to access IN functionalities; establishes, maintains, and releases
bearer connections in the network, and so on.

• SRF – Specialised Resource Function
FE that provides the specialised resources required for the execu-
tion of IN-provided services (eg. user signalling receivers, announce-
ments, conference bridges), mobile multimedia services and packet
data transfer services.

• SACF – Service Access Control Function
Provides non-call- and non-bearer-associated processing and con-
trol (eg. in relation to mobility management).

• TACF – Terminal Access Control Function
Provides the overall control of the association and connection(s)
between a mobile terminal and the network. Examples of function-
alities include terminal paging execution, paging response detection
and handling, handover decision and handover execution.

• BCF – Bearer Control Function
Controls the interconnection of bearers.

• BCFr – Bearer Control Function (radio bearer associated)
Controls the interconnection and adaptation of a radio bearer to the
corresponding fixed line bearer.

• MCF – Mobile Control Function
Provides the overall service access control logic and processing at
the mobile side of the radio interface. Specifically, it interacts with
the network for non-call/non-bearer-associated services (eg. mobility
management).

• CCAF’ – Call Control Agent Function (enhanced)
FE that provides service access for users. It is the interface between
user and network CCFs.

• TACAF – Terminal Access Control Agent Function
Provides access for the mobile terminal. Examples of functionalities
include terminal paging detection and paging response initiation.

• BCAF – Bearer Control Agent Function
Controls the interconnection and adaptation of a radio bearer to the
rest of the mobile terminal.

• UIMF – User Identification Management Function
Provides the means to identify both the user and the mobile terminal
(or termination) to the network and/or to the service provider. It in-
cludes functionalities to store user-related information such as user
identity and security- and privacy-related information, provide for
user authentication, ciphering key generation, and so on.

Table A1
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With the forthcoming introduction of
systems for Global Mobile Personal
Communications by Satellite (GMPCS),
mobile satellite services will finally
become truly personal. Already avail-
able is Mobiq, a notebook PC sized
terminal based on the Inmarsat mini-
M standard, heating up the market-
place for Iridium, Globalstar and ICO
announcing introduction of their
handheld services from late 1998
onwards.

Iridium will undoubtedly be first to
market, emphasized by fifteen success-
ful launches in twelve months complet-
ing the venture’s 66 satellite constella-
tion. However, the challenge of provid-
ing a continuous global service is high
due to the fact that these systems rely
on large constellations of medium- or
low earth orbiting satellites.

The GMPCS service concept is almost
identical to GSM, including voice, fax
and low speed data services. The sys-
tems even integrate with GSM and
other cellular standards by the pro-
vision of multi-mode terminals.

The global pocket phone represents a
milestone in telecommunications and it
is expected that future evolution will
focus on increasing the transmission
speed rather than shrinking the termi-
nal size. Along this evolutionary path,
satellite platforms represented by
Teledesic and Inmarsat Horizons,
may very well take the lead in the
race where cellular systems so far
have been the front runners.

1  Introduction

For some years several systems have
been under development for provision of
voice- and data services to multi-mode
handsets world-wide using low or
medium earth orbiting satellites. These
systems have been referred to under
acronyms such as S-PCS (Satellite Per-
sonal Communication Services) and Big
LEOs (Low Earth Orbits). In 1996, the
International Telecommunications Union
(ITU) World Telecommunications Policy
Forum labelled them GMPCS – Global
Mobile Personal Communications by
Satellite.

The adventure began back in 1985, when
Motorola engineer Bary Bertiger con-
ceived of the Iridium system, as a result
of seeking a means to enhance cellular1

coverage. Bertiger shared his idea with

colleagues Ken Peterson and Ray
Leopold, and the trio considered various
options – such as high-flying balloons –
before settling on LEO satellites. Two
years later, research and development got
under way and in 1990 the Iridium sys-
tem was announced at simultaneous press
conferences in Beijing, London, Mel-
bourne and New York [1].

Shortly after Iridium’s announcements,
several other concepts and players
entered the arena, and today Iridium,
Globalstar and ICO are seen as the main
contenders. The expectations are high
and so are the risk factors, both techno-
logically and economically. In addition,
there are complex issues of political and
regulatory issues to be solved before
these multi-billion dollar systems can
offer their services as promised from late
1998.

In this article we will discuss some of the
technical aspects and parameters of the
GMPCS systems and illustrate the
planned constellations. The market
opportunities will also be briefly touched
upon as will recent developments within
the cellular and satellite environment,
including ongoing regulatory activities.
Finally, some thoughts on the expected
future evolution of personal satellite
communications are presented.

2  GMPCS – technical
description

The planned GMPCS systems have much
in common. They all target similar mar-
kets with similar services and they intend
to complement the coverage of cellular
systems. However, their technical char-
acteristics such as choice of orbit, mul-
tiple access method and frequency band,
differ.

In this chapter we will discuss services
and technical aspects for GMPCS sys-
tems.

2.1  Service portfolio

The GMPCS service portfolio is almost
identical to what we are familiar with in
GSM and typically includes:

• voice – quality comparable to GSM

• 2.4 – 7.2 kbps data and fax2

• paging

• positioning3

• GSM compatible SMS 
(Short Message Service)

• ISDN (Integrated Services Digital
Network) supplementary services.

The end-user charges are not settled, but
the potential operators have indicated
that they will be in the $1–3 range. Land-
line charges may be added for long dis-
tance calls, making the end-user charges
even higher.

2.2  Space segment

Orbit alternatives

There is no such thing as an optimum
orbit. This is clearly illustrated by the
fact that none of the system operators
have landed on the same orbital charac-
teristics, resulting in four definitions of
the perfect orbit for delivery of commu-
nications to pocket-sized terminals.

The high altitude (36,000 km) of tra-
ditional communication satellites in the
geostationary orbit (GEO) results in time
delays of the signal that could make them
disadvantageous for GMPCS. Addition-
ally, powerful transmitters and receivers,
difficult to incorporate into a pocket-
sized unit, are required to compensate for
the large signal attenuation. Also, users
in higher latitudes can experience service
problems due to the low elevation angle,
which can result in signals being blocked
by buildings, trees and mountains.

To overcome these problems (but pos-
sibly introducing others), the GMPCS
proposals are based on highly inclined
LEO and MEO (Medium Earth Orbit)
orbits made possible by advances in
satellite technology, typically operating
around 1,000 km and 10,000 km above
the earth surface respectively.

As a consequence of the lower satellite
altitude, the number of satellites needs to

Global Mobile Personal Communications by Satellite
A R I L D  F L Y S T V E I T  A N D  A R V I D  B E R T H E A U  J O H A N N E S S E N

1 In this article, the term ‘cellular’
means terrestrial Public Land Mobile
Networks (PLMNs), although GMPCS
systems also apply cell structured cov-
erage.

2 Higher data rates are offered for fixed
installations.

3 The GMPCS positioning services are
not designed to compete with the far
more accurate GPS (Global Position-
ing System).
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be increased to achieve continuous global
coverage. Typically, a global LEO con-
stellation consists of 40–80 satellites,
whereas a MEO constellation requires
approximately 10–15 satellites to cover
the earth.

Inter-satellite links

The concept of Inter Satellite communi-
cation Links (ISLs) makes it possible to
switch traffic between satellites in the
same or adjacent planes. Traffic may be
carried over long distances independently
of ground networks, thereby minimising
the required number of gateways for
global coverage.

ISLs are seen as one of the major tech-
nological challenges for new satellite
systems, such as GMPCS.

Handovers

While a GEO satellite covers a fixed area
of the earth, LEO and MEO satellites
move relative to the earth with the cover-
age area of a specific satellite varying
over time as its beams move across the
earth. Because of this satellite motion,
GMPCS systems require a more complex
ground segment, tracking satellites and
performing handovers to avoid losing
calls as satellites move over the horizon.

Two types of handovers exist, compar-
able to intra-MSC and inter-MSC hand-
overs in GSM. Intra-satellite handover,
which occurs in systems where a satel-
lite’s coverage area moves continuously
as the satellite moves, means that the call
is handed over to another beam (cell) on
the same satellite. In systems where the
satellites redirect their antenna to main-
tain a fixed coverage area on the ground
as the satellites move, intra-satellite han-
dovers are rare. Handovers between
satellites are called inter-satellite hand-
overs.

For systems with ISLs handovers are
more complicated, since the whole chain
of crosslinks must be handed over to the
next chain of crosslinks simultaneously.
Even though interworking with a cellular
system will be implemented, function-
ality for handling of inter-system hand-
overs between satellite systems and
cellular systems for multi-mode termi-
nals will not be present.

The average time between inter-satellite
handovers is approximately 4–8 minutes
for LEO constellations depending on alti-
tude, but in special situations handovers

can occur as frequently as every 10 sec-
onds. For MEO systems, inter-satellite
handovers occur every hour on average.
Of course, intra-satellite handovers occur
more frequently and depend on the num-
ber of spot beams provided by the satel-
lite [2].

End-to-end communication delay

As the transmission path between user
and satellite is much shorter for LEO and
MEO systems than for GEO systems, the
propagation delay is reduced dramati-
cally. Isolated, this affects voice quality,
which will be perceived as better. For
data communications, the reduced delay
has positive impacts on protocol com-
patibility.

Table 1 illustrates typical minimum and
maximum one-way propagation delays
between user and satellite for a LEO
(Iridium) and a MEO system (ICO)
[2][3]. As a reference, the minimum one-
way propagation delay for a GEO satel-
lite is approximately 120 ms.

• In LEO systems with polar orbits, the
highest concentration of satellites is
above the North and South poles,
resulting in excellent coverage of the
polar areas. At the equator, the dis-
tance between the orbits is at its maxi-
mum. Decreasing the inclination
results in reduced coverage at high lat-
itudes and increased ‘satellite density’
at equator.

• Due to the large coverage area of a
MEO satellite, decreasing the inclina-
tion does not affect the coverage of the
polar area in the same way as it does
for LEO systems.

Unlike GSM, the GMPCS handheld ter-
minals cannot be used indoors except at
windows with line of sight to at least one
satellite. Obstacles like trees, mountains
and buildings may cause blockage, and
the higher the minimum elevation angle
for which a system can guarantee the
availability of at least one satellite at any
time, the better the quality of the system.
None of the systems have been designed
to provide communication in cities.

Multiple access methods

The two most frequently used methods
for shared access on the user link in mod-
ern cellular systems are CDMA (Code
Division Multiple Access) and TDMA
(Time Division Multiple Access). As an
example, the GSM cellular standard uses
TDMA, whereas the IS-95 standard in
the US is based on CDMA. GMPCS sys-
tems will be based on either of these two
principles.

Frequency bands for MSS

In 1992 WARC (World Administrative
Radio Conference) allocated frequency
bands in L-band (16.5 MHz) and S-band
(2 x 30 MHz plus 16.5 MHz) to MSS
(Mobile Satellite Systems) systems. Fig-
ure 1 illustrates the frequencies to be
used on the mobile link for the various
GMPCS operators.

The sharing of the 16.5 MHz wide L-
band spectrum to be used by the Iridium
TDMA system and the two CDMA sys-
tems Globalstar and Odyssey has been
an issue for negotiations and discussions
in various forums over the last years.
Currently, the agreement is that Iridium
will use the band 1610–1615.15 MHz,
whereas the CDMA systems will share
the remaining 11.35 MHz of the band
[4]. However, if some of the systems
never go operational, the band will be

LEO MEO

Minimum [ms] 2.60 34.5

Maximum [ms] 8.22 48.0

Table 1  One-way propagation delay
user-satellite

In addition to propagation delay, the end-
to-end communication delay is influ-
enced by several other parameters. Sig-
nificant contributors are voice codecs,
switching/buffering operations and
assembling/disassembling processes.
[2] indicates that the delay in a typical
TDMA system like Iridium is in the
range of 100 ms, excluding propagation
delay. Similar delays are expected also in
CDMA based systems.

Coverage – truly global?

The GMPCS operators claim to offer
global coverage. For provision of ser-
vices to the global population, this is vir-
tually true. However, regarding global
geographic coverage, the systems are
slightly different. These differences are
mainly due to the space segment configu-
ration chosen and in particular the incli-
nation of the orbital planes:
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shared equally among the remaining
operators.

C-band and Ka-band frequencies will be
used for feeder links.

2.3  Ground and user segment

Cellular systems integration

The GMPCS systems are designed to be
compatible with cellular systems and
complement their coverage. GSM net-
work elements and functionality like
mobility management will be reused with

minor modifications, and multi-mode
handsets are offered for various cellular
standards. Typically, the terminal will
operate in its cellular mode when it is
within cellular coverage and only be
switched to satellite mode (manually or
automatically) when the user is out of
cellular coverage or in an area only offer-
ing an incompatible standard. Figure 2
illustrates this concept.

Gateways

All systems use a set of gateways to
interconnect with terrestrial networks,
fixed and mobile. The exact number of

gateways depends on the orbital height
of the satellites, use of ISLs and the
operational strategy.

The operation of a gateway could, from a
revenue perspective, be desirable or be a
means to avoid bypassing of the national
fixed networks. Therefore, the number of
gateways in a system could be higher
than strictly required.

GMPCS gateways are interconnected
through a global network used for sig-
nalling, exchange of administrative data
and in some cases even for routing of
traffic.

Figure 1  Mobile link frequency assignments

Satellite
coverage

Cellular
coverage

1610 MHz 1626,5 MHz

Iridium (uplink)

Iridium (downlink)

Globalstar (uplink)

Odyssey (uplink)

ICO (downlink)

1980 MHz 2010 MHz

ICO (downlink)

2170 MHz 2200 MHz

Globalstar (uplink)

Odyssey (uplink)

2483,5 MHz 2500MHz

L-bandL-band S-band

Figure 2  GMPCS complements cellular coverage 
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All systems aim to reuse existing GSM
technology and interfaces in their gate-
ways.

Terminal equipment

The handheld, portable phones used for
GMPCS are slightly larger and heavier
than ordinary single mode cellular hand-
sets. Terminals will be available as single
mode satellite only and as dual (triple)
mode cellular/satellite. Available proto-
types of such dual mode handsets weigh
approximately 400 g. The average trans-
mit power of the terminals is in the same
range as for cellular only handsets, which
is a necessity in order to comply with the
type approval conditions for handheld
terminal equipment.

Terminals are expected to be more
expensive than existing cellular handsets.
Information available indicates prices
varying between $500 and $3,000 per
unit.

Pagers and fixed terminal types, mainly
designed for rural and remote areas, will
also be available. These include tele-
phone booths and satellite radio-antenna
units for standard PABX equipment.

2.4  Numbering and addressing

One number

The ITU has assigned the shared country
code 881 to GMPCS operators on a
shared basis. One digit Network Identifi-
cation Codes following the country code
identifies each GMPCS operator as one
interconnected global entity and enables
routing of GMPCS calls to the nearest
gateway. Single mode GMPCS terminals
will be assigned numbers from this num-
bering plan.

Dual-mode GMPCS subscribers will also
be addressed on one number, indepen-
dent of whether she/he is communicating
in cellular or satellite mode. This single
number could either be a national cellular
number or an 881 satellite number de-
pending on the profile and needs of each
subscriber.

Apart from the user-convenience of hav-
ing one address, the choice of numbering
plan impacts routing and charging, espe-
cially in the to-mobile direction, as dis-
cussed below.

National cellular numbers

A call to a dual-mode GMPCS subscriber
with a national cellular number will
always be routed via his/her home cellu-
lar network (country), irrespective of the
communication mode used, because
cellular numbers are part of the national
numbering plan and not recognised as
GMPCS/cellular numbers until they are
analysed in the home network.

If the call originates outside the sub-
scriber’s home country, it will always be
charged as any other international call to
that country. If the call originates within
the subscriber’s home country, it will be
charged as a cellular call. When the dual-
mode GMPCS subscriber is operating in
satellite-mode, this charge is not ex-
pected to be sufficient to cover the
expenses. As a result, the called GMPCS
subscriber will need to be charged for
incoming calls (split billing).

The question then is whether a dual-
mode GMPCS subscriber finds it attrac-
tive to pay for incoming calls when oper-
ating in satellite mode.

Figure 3  Prototype of the Kyocera and Motorola dual-
mode handsets for Iridium

ICO Odyssey Globalstar Iridium
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Figure 4  Capacity per satellite in number of voice channels
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Dedicated 881 country code

A call to a dual-mode GMPCS subscriber
with an 881 number will always be
routed to a satellite gateway. If the ter-
minal is in cellular mode, the call will be
re-routed to the destination cellular net-
work.

Independent on where in the world the
call originates such calls will always be
charged at the correct GMPCS charge,
irrespective of whether the terminal is
operating in cellular or satellite mode.
This charge is expected to be higher than
for cellular calls.

The question in this case is whether the
calling party finds it attractive always to
pay GMPCS charge to reach a dual mode
GMPCS subscriber, even when this sub-
scriber is within GSM coverage and
communicating in GSM mode.

Table 2  The Iridium satellite launch history

Launch Date Launch Vehicle Launch Provider # of Launch Site
Satellites

5 May 1997 Delta II Boeing 5 Vandenberg, California

18 June 1997 Proton Krunichev 7 Baikonur, Kazakhstan

9 July 1997 Delta II Boeing 5 Vandenberg, California

20 August 1997 Delta II Boeing 5 Vandenberg, California

14 September 1997 Proton Krunichev 7 Baikonur, Kazakhstan

26 September 1997 Delta II Boeing 5 Vandenberg, California

8 November 1997 Delta II Boeing 5 Vandenberg, California

8 December 1997 Long March China Great Wall 2 Taiyuan, China
2C/2D Industry

20 December 1997 Delta II Boeing 5 Vandenberg, California

18 February 1998 Delta II Boeing 5 Vandenberg, California

25 March 1998 Long March China Great Wall 2 Taiyuan, China
2C/2D Industry

30 March 1998 Proton Krunichev 7 Baikonur, Kazakhstan

6 April 1998 Delta II Boeing 5 Vandenberg, California

2 May 1998 Long March China Great Wall 2 Taiyuan, China
2C/2D Industry

17 May 1998 Delta II Boeing 5 Vandenberg, California

2.5  System capacity

The GMPCS systems promote them-
selves as an extension to cellular systems
rather than direct competitors. The ability
to compete is in fact rather low, as the
total number of voice channels for all
four systems combined is below 200,000.

The total frequency allocations for MSS
in L- and S-band are 93 MHz. For com-
parison, one channel for analogue satel-
lite TV broadcast requires approximately
27 MHz. This illustrates the limitation in
the total capacity these systems can offer,
and the limitation in number of systems.
A high degree of frequency reuse is
required to offer an acceptable capacity.

Satellite capacity is for Iridium and
Globalstar satellites limited by power
constraints. For replacement satellites the
capacity may be higher, as this constraint
is expected to be overcome.

The number of voice channels per
satellite is higher for the MEO systems,
which is natural due to the lower number
of satellites and the instant area to be
covered by one satellite. Since satellite
capacity influences satellite cost, using
MEO type satellites in a LEO configura-
tion to increase capacity would raise the
total system cost to an unacceptable
level.

3  Systems overview

3.1  Iridium

Motorola announced the ambitious
Iridium plan eight years ago, as the first
of nearly a dozen quite similar proposals
from various vendors and operators. The
system was named after the element with
77 electrons, since the original proposal
assumed a 77 satellite constellation. In
1992 Motorola announced system en-
hancements enabling a reduction in size
of the constellation to 66 satellites. The
66 satellites are located 780 km above
the earth’s surface in a LEO orbit [5].
11 satellites are equally spaced in each of
the 6 near polar orbits (inclination 86.4°)
together providing global coverage. Each
satellite completes a full orbit cycle
every 100 minutes. An illustration of the
Iridium satellite constellation is given in
Figure 5.

Each of the 66 satellites weighs approxi-
mately 700 kg and provides coverage in
an area of 600 km in diameter. The 48
spot beams provide a cellular footprint
structure. The satellite lifetime is ex-
pected to be 5–8 years. Iridium satellites
have been launched using Delta II (Boe-
ing, USA), Long March 2C/2D (China
Great Wall Industry, China) and Proton
(Khrunichev State Research and Produc-
tion Space Centre, Russia) rockets, each
carrying five, two and seven satellites
respectively. Fifteen successful launches
since May 1997 have placed 67 opera-
tional satellites in orbit. The last five
were added on 17 May 1998 and marked
the technical completion of the venture’s
66 satellite constellation. Five of the 72
satellites which have been launched are
suffering from mechanical or communi-
cation problems, reducing the number of
spare satellites to one. Table 2 lists the
Iridium launches.

Each satellite is linked with two satellites
in the same plane (one in front and one
behind) and with one in the adjacent
plane on both sides via ISLs. None of
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Iridium’s competitors use this technol-
ogy.

The Iridium ground network consists of
11 gateways interconnecting the Iridium
satellite network with the PSTN (Public
Switched Telephone Network) and other
terrestrial cellular networks. The small
number of gateways is possible since
ISLs are used.

Iridium has signed a $3,450 million con-
tract with Motorola for building, launch-
ing and operating the space segment,
excluding gateways. In addition, Iridium
has executed a five year $2,880 million
contract with Motorola for operation and
maintenance of the satellite network,
including satellite launches for replenish-
ment. Raising $4,715 to fund the ongoing
infrastructure build-out and commercial-
isation, Iridium has completed its antici-
pated funding needs.

The system is owned by Iridium LLC,
an international consortium of 19 equity
partners from 15 countries. Motorola is
the largest investor (19 %), but the list of
investors also includes other large manu-
facturers as Lockheed Martin and strong
telecom operators as Korea Mobile Tele-
com.

Iridium will launch their service 23
September 1998.

3.2  Globalstar

The Globalstar system [6] was originally
proposed in 1986 by Ford Aerospace to
provide mobile satellite communications
services to automobiles. Globalstar LP,
which was founded by Loral Space &
Communications and Qualcomm in
1991, has now evolved into a world-wide
consortium of 12 strategic partners in-
cluding Alcatel, France Telecom, Air
Touch and Vodafone.

48 LEO satellites organised in eight cir-
cular orbits inclined 52° relative to the
equatorial plane with six equally spaced
satellites per orbit constitute the Global-
star space segment. Each satellite com-
pletes an orbit cycle every 113 minutes at
an orbital height of 1,414 km. The con-
stellation covers the area between 70°S
and 70°N latitude with the ‘satellite den-
sity’ on each hemisphere at its highest in
a band centred approximately at ±40° lat-
itude. The non-coverage area over the
poles can be recognised in Figure 7.

Figure 6  The Iridium satellite

Figure 5  The Iridium satellite configuration
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The 450 kg Globalstar satellites are
unlike the Iridium satellites of the bent-
pipe type. Each satellite has 16 beams
and is designed for a minimum lifetime
of 7.5 years. The Globalstar constellation
will be lifted into space using Delta II
(Boeing, USA), Zenit-2 (NPO Yuzhnoye,
Ukraine) and Soyuz (Starsem, France)
launch vehicles carrying eight, twelve
and four satellites respectively. In Febru-
ary and April 1998 eight Globalstar satel-
lites were placed in orbit using two Delta
II launch vehicles. The Globalstar launch
schedule is presented in Table 3.

Initially, Globalstar planned to build up
to 210 gateways to minimise land-based
long-distance charges and to respect
national boundaries and thereby over-
come potential problems with the
national regulatory authorities. However,
Globalstar recently announced that it will
rely on only 50–75 gateways since some
countries have decided to use gateways
in neighbouring countries rather than go
through the expense of building their
own.

The total accumulation of capital is
approximately $2,875 million including
equity, bank financing and resale of gate-
ways. Loral Space & Communications is
the largest investor with approximately
33 % ownership. The initial Globalstar
system cost is estimated to be $2,600
million.

Globalstar plans to launch a service for
‘premium customers’ with 44 satellites
early 1999 [6] [7].

3.3 ICO Global Communications

ICO Global Communications [8] was
established in 1995. The original pro-
posal came from Inmarsat, which still is
a large investor. The ICO owners com-
prises 60 investors from 51 countries,
including Hughes, TRW4, BT and T-
Mobil. In addition, all Inmarsat members
are indirect investors through Inmarsat’s
collective contribution to ICO.

The 10 ICO satellites are arranged in two
circular MEO orbits 10,355 km above the
earth surface. Each of the orbital planes
are inclined 45° relative to the equatorial
plane as Figure 8 illustrates. A satellite

Figure 7  The Globalstar satellite configuration

Launch Date Launch Vehicle Launch Provider # of Launch Site
Satellites

14 February 1998 Delta II Boeing 4 Cape Canaveral, Florida

24 April 1998 Delta II Boeing 4 Cape Canaveral, Florida

3Q98 Zenit NPO Yuzhnoya 12 Baikonur, Kazakhstan

4Q98 Zenit NPO Yuzhnoya 12 Baikonur, Kazakhstan

4Q98 Zenit NPO Yuzhnoya 12 Baikonur, Kazakhstan

1Q99 Soyuz Starsem 4 Baikonur, Kazakhstan

1Q99 Soyuz Starsem 4 (1) Baikonur, Kazakhstan

2Q99 Soyuz Starsem 4 (1) Baikonur, Kazakhstan

Table 3  Globalstar calendar of completed and scheduled launches

4 TRW joined forces with ICO in
December 1997 and terminated the
Odyssey project due to lach of financ-
ing.
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completes one cycle around the earth in
six hours. Each satellite will cover
approximately 30 per cent of the earth’s
surface at a given time ensuring a signifi-
cant coverage overlap.

MEO satellites are heavier than LEO
satellites as a consequence of the higher
power requirements. The 2,600 kg heavy
satellites are manufactured by Hughes, a
design based on the HS601 geostationary
satellite bus. Communication through the
163 beam satellite is transparent. The life
span of ICO satellites is expected to be
approximately 10–12 years. The satellites
will be launched by a variety of vehicles:
Atlas IIAS (Lockheed Martin, USA),
Delta III (McDonnell Douglas, USA),
Proton (Khrunichev State Research and
Production Space Centre, Russia) and
Zenit/Sea Launch (NPO Yuzhnoye,
Ukraine and a Boeing Consortium) will
launch one, five, three and three satellites
respectively. The first launch is sche-
duled for late 1998.

The 12 ICO gateways, called SANs
(Satellite Access Nodes), are intercon-
nected via the ICONET ground network.
The SANs will be the primary interface
between the satellites and the terrestrial
networks.

ICO has awarded Hughes Space and
Communications two contracts worth
$2,200 million to build and launch the
12 satellites. In addition, an NEC led
consortium is building the ground net-
work in a contract initially worth $616
million. Including other minor contracts,
ICO is investing more than $3,000 in
their global satellite system. ICO has
managed to raise approximately $1,500
million in equity from investors.

Current plans assume that the ICO
system will be operational third quarter
2000.

3.4  Odyssey

Odyssey was proposed by TRW Inc. [9]
with Teleglobe Canada as the only addi-
tional investor. In January 1997, Odyssey
signed a service provider agreement with
ChinaSat and on 11 March 1997, Dae-
woo Corp. of South Korea and Kumho
Group announced that they had in prin-
ciple agreed with TRW to join the pro-
ject.

17 December 1997 TRW announced that
it was acquiring an equity interest in ICO

Figure 8  The ICO satellite configuration

Figure 9  The Odyssey satellite configuration
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and that the Odyssey project thereby was
terminated. Odyssey as envisaged is de-
scribed below.

The Odyssey satellite network was simi-
lar to ICO. 12 satellites circumferenced
the earth in three circular MEO orbits at
10,354 km altitude. The orbits were in-
clined 50° relative to the equatorial
plane. It took a satellite six hours to com-
plete a full cycle. The planned constella-
tion is illustrated in Figure 9.

The Odyssey satellite footprint consti-
tuted a 61 cell structure. The expected
satellite lifetime was 15 years. Only
seven gateways were used to connect
with terrestrial networks.

The cost figure of $3,200 million in-
cluded gateway costs. Odyssey had
serious problems with the financing of
the system with only $150 million com-
mitted to the project at the time of termi-
nation.

The operational target date for Odyssey
was 2001.

4  Recent developments

It is almost ten years since the first
GMPCS systems were announced, and
none of them are yet in service. During
those ten years there has been a signifi-
cant change of scenery, affecting those
assumptions initially made by the
founders of the GMPCS systems. These
developments will inevitably affect the
size and characteristics of the GMPCS
market as well as the conditions for
operating such services globally. We
will discuss some of these developments,
namely the rapid penetration of terrestrial
cellular services, the introduction of
regional satellite-based systems, the
demand for broadband services and
the regulatory barriers and possible
measures.

4.1  The cellular explosion

AT&T projected early on that the total
world market for cellular phones would
be about 900,000. With more than 165
million cellphones in use world-wide
today, we know that estimate was off by
at least a factor of 180, and still growing.
With such working assumptions, the
outlooks for a global handheld satellite-
based phone, nearly independent of local
infrastructure, were of course different
then than they are today. GSM and other

cellular standards are present in more
than 140 countries [10], and this number
is rapidly increasing. Market forecasts5

indicate that the global market for
GMPCS services will reach 12 million
subscribers in 2005. This represents
2–3 % of the expected global cellular
market. However, large areas remain
unserved by cellular and fixed infrastruc-
ture and a patchwork of cellular network
standards around the world makes travel-
ling with a cellular phone difficult. This
development has caused the GMPCS
operators to seek new business opportu-
nities in 1997. Iridium announced the
concept ‘Iridium Cellular Roaming Ser-
vice’. By the use of multi-mode (dual-/
triple-mode) terminals, and translating
differing cellular protocols, Iridium will
act as an interworking system across
incompatible cellular standards. In prin-
ciple, a dual mode terminal supporting
two cellular standards (without satellite
mode) may be used, and Iridium, as a
third party, will only provide the inter-
working and billing for all calls [11].

4.2  Regional satellite systems

Another category of systems expected to
offer the GMPCS systems strong compe-
tition is the growing number of GEO-
based regional systems. These systems
are established with significantly lower
investments than the GMPCS systems.

One such system is the Asia Cellular
Satellite System (ACeS). This system
will provide voice, facsimile and paging
services via GEO satellites to hand-held
mobile and fixed terminals throughout
Southeast Asia, India and China. Launch
of the first ACeS satellite is planned for
1998, with service beginning a few
months later.

4.3  The demand for more
bandwidth

The GMPCS systems, like the cellular
systems, provide data communications
at low bitrates. There is an increasing
demand in the fixed networks for more
bandwidth, partly fuelled by the rapid
growth of Internet services. Mobile users
will also require higher bitrates for more
efficient data communication and Inter-
net access. The GSM operators are al-
ready planning the implementation of
both circuit switched and packet
switched higher rate enhancements to
their GSM data services. HSCSD (High
Speed Circuit Switched Data) will pro-
vide data rates up to 57.6 kb/s and GPRS
(General Packet Radio Service) will offer
data rates up to 115 kb/s to GSM users.
Even before the service introduction of
the GMPCS systems, one might claim
that GMPCS, in certain market segments,
will provide less satisfactory data service
capabilities. In light of these develop-
ments, both Iridium and Globalstar,
among others, have announced next gen-
eration systems targeting broadband and
multimedia service distribution. This will
be further discussed in chapter 5.

5 Performed for Telenor by Gemini C4

Labs.

Iridium Globalstar ICO Odyssey

Orbit LEO LEO MEO MEO

Altitude [km] 780 1,414 10,355 10,354

Number of satellites 66 48 10 12

Number of planes 6 8 2 3

Inclination 86.4 ° 52 ° 45 ° 50 °

Orbital period 100 minutes 113 minutes 6 hours 6 hours

Number of gateways 11 50–75 12 7

System cost [billion $] 3.4 2.6 3.0 3.2

Commercial operation 23 Sep 1998 Early 1999 3Q 2000 –

Table 4  Summary of GMPCS systems characteristics
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4.4  Regulatory restrictions,
measures and deliberation
initiatives

Regulatory restrictions are recognised as
a key problem for global and regional
satellite systems seeking to provide trans-
border communications. These problems
are often less predictable and may easily
be underestimated when forecasting the
global market potential. There may be
several reasons for maintaining regula-
tory barriers: 

• Concern about bypass of local net-
works, of prime importance for de-
veloping countries with poor infras-
tructures

• Security (especially a concern for
countries in conflict areas and in
countries with drug dealer problems)

• Lack of adequate legislation for the
handling of a more liberalised environ-
ment

• Protection of national telecom opera-
tors and service providers

• Radio frequency interference con-
siderations

• Lack of qualified staff and in handling
licence requests etc.

The regulatory measures may take differ-
ent forms, and among such measures are:

• Prohibitions on use of satellite telecom
equipment

• High custom duties and licence fees.
Custom duties exceeding 50–60 % of
the equipment cost, and annual licence
fees of several thousand US dollars are
not uncommon, especially in some
developing regions outside Europe and
North America. This may apply to sys-
tem and gateway operators as well as
service providers

• Incomplete and badly co-ordinated
procedures, creating bureaucratic
delays in handling applications and
commissioning of terminals

• Neglect of a country to respect type
approvals of another country, even in
cases where both countries have signed
agreements of mutual recognition of
type approvals

• Jamming of satellite systems not com-
plying with national requirements.
This is an extreme measure that has
not so far been applied in practice, but
which is talked about by representa-

tives of certain African countries as a
possible ultimate reaction to enforce
national policies.

However, several initiatives have
recently been made to progress the
liberalisation of the regulatory regimes
for satellite communications, and mobile
satellite communications in particular.
The introduction of the GMPCS systems
in the near future has been one of the
driving factors for this progress. On the
global scale we should first of all take
notice of the work done by the two
United Nations (UN) organs, ITU and
WTO (World Trade Organisation), in
particular of the following initiatives:

GMPCS MoU

A Memorandum of Understanding
(MoU) has been worked out by the
ITU World Telecommunications Policy
Forum in order to facilitate GMPCS.
The document was opened for signing
in March 1997.

The signatories to the MoU are admini-
strations, GMPCS operators, service
providers and manufacturers. Within
their respective roles they agree to co-
operate to stimulate free circulation of
equipment, by addressing topics such as
type approval, licensing and marketing of
terminals, custom arrangements, and
access to traffic data. Both Telenor and
PT (Norwegian Post and
Telecommunications Authority) have
signed this ITU document.

Activities within the WTO

Ministers from 28 countries (including
Norway), representing 84 % of the trade
in information technology, issued a Dec-
laration in November 1996 on Trade in
Information Technology (ITA) that will
come into effect once the subscription
represents 90 % of the trade. A principal
goal is to have the customs duties on
equipment reduced to zero by year 2000.

The work of WTO’s Group on Basic
Telecommunications (GBT) to negotiate
commitments to liberalise basic telecom
markets was successfully concluded on
15 February 1997. The commitments
relate to issues such as licensing, inter-
connection, transparency, independence
of regulatory bodies, spectrum and uni-
versal service obligations. 69 countries
made commitments by the February
deadline. The formal entry into force of
the commitments is scheduled to be

1 January 1998. But where an individual
participant’s commitment for a special
service is to be phased in, the actual
implementation will take place at the
date specified in the schedule.

Additional activities to alter
regulations in Europe

The EU (European Union) Commission
and the European Radio Communica-
tions Committee (ERC), an organ within
CEPT (Conférence Européenne des
Postes et Télécommunications), have
both taken steps to expedite the develop-
ment towards a more liberalised telecom
market in Europe, through a series of
Commission Directives, Council resolu-
tions, recommendations and action plans,
addressing all the essential issues in-
volved in removing exclusivity rights and
opening the market for free competition.

5  Future Evolution of
Personal Satellite
Communications

As already mentioned, a major trend in
communications is the demand for more
bandwidth to cater for higher bitrate
requirements for the provision of Internet
and multimedia type services. The trend
is well established in the fixed networks,
the terrestrial cellular systems, like GSM,
are already planning enhancements for
higher bitrate data services, and the satel-
lite community is of course also well
awake.

The next generation mobile communica-
tion has to a large extent been synony-
mous to the standardisation work going
on in ETSI (UMTS) and ITU (IMT-
2000). Also in UMTS (Universal Mobile
Telecommunications System), focus is
put on the bandwidth trends, and in a
recent report from the UMTS Forum
[12], multimedia services are noted as a
key driver for UMTS. UMTS will need
to provide both narrow and wideband
services. Part of the UMTS concept is a
satellite component, providing satellite
based services, both narrowband and
wideband. The UMTS Forum states that
these will have a place in the market in
their own right, and in providing both
early and temporary coverage before and
as terrestrial networks are rolled out.
Integration of the terrestrial and satellite
components of UMTS is highly desirable
to provide actual global coverage for at
least a subset of UMTS services. Such
commonalities are also expected to



32 Telektronikk 2.1998

reduce the costs of the satellite terminals,
and thereby make them more attractive.

The work within ETSI (European
Telecommunications Standards Institute)
of specifying a UMTS-specific satellite
system to take the role as satellite com-
ponent has not been successful and is not
likely to happen. We regard it as more
likely that proprietary systems, such as
the GMPCS systems and other future
systems under development, will be
adopted as part of the UMTS ‘family’
in the long term. Among wide- and
broadband satellite system concepts
under development are Microsoft’s
Teledesic, Motorola’s Celestri and
Inmarsat’s Horizons.

These initiatives represent new chal-
lenges in the history of satellite commu-
nications. Teledesic’s original proposal
included a network in the sky of no less
than 840 LEO satellites providing Inter-
net services to companies and end-users
globally [13]. The concept has now been
scaled down to 288 satellites. The Tele-
desic project is backed by initiator
Microsoft along with the Boeing corpora-
tion, Matra Marconi Space, and since
May 1998, also Motorola. After Moto-
rola joined Teledesic the faith of Celestri
[14], a hybrid LEO/GEO system (63
LEO satellites) for broadband services is
announced. Inmarsat’s Project Horizons
plans a GEO system providing wideband
services to portable terminal units the
size of a notebook PC. These are only a
few of several plans and concepts re-
vealed. The use of higher frequency
bands, such as the 20/30 GHz Ka-band
is a common feature for many of these
plans opening up for much more capacity
than what is available in the currently
used L- and S-bands.

A certain degree of commonality across
services provided by the fixed networks,
terrestrial cellular networks (current and
enhanced versions), UMTS/IMT-2000
(International Mobile Telecommunica-
tions System) and the satellite systems is
most desirable, especially from the end-
user point of view. Commonality in user
interfaces, consistent user profiles and
simple numbering and addressing
schemes are among the aspects expected
to be strong future user requirements in
the potential jungle of systems and termi-
nal types. This fits well into the trend of
Fixed Mobile Convergence (FMC) and
should be kept in mind when developing
and introducing new systems and ser-
vices, both terrestrial- and satellite-based.

In light of this, personal communications
takes on a broader meaning. Multimedia
services may in nature not be well suited
for pocket sized terminals and the aspect
of Terminal Mobility isolated, well
known from GSM, will not be the main
focus. Personal Mobility and Service
Mobility, the ability for a user to be in-
dependent of a specific terminal when
accessing his/hers services, and the
ability to access those personalised ser-
vices independent of terminal type and
serving network, will be important
aspects. In developing the future satellite
systems for multimedia services, these
aspects must be taken into consideration
to secure the position of satellite commu-
nications into the exciting next century of
telecommunications.
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This article presents the development
of CTM within ETSI (European
Telecommunications Standards Insti-
tute) and EURESCOM (European
Institute for Research and Strategic
Studies in Telecommunications), with
a focus on the work done in
EURESCOM Project 606 CTM (Cord-
less Terminal Mobility) Phase 2. Views
and statements presented in this article
are Telenor’s only, and do not neces-
sarily represent the views of other
EURESCOM P606 partners. Partners
in the EURESCOM P606 are British
Telecom, CSELT, FINNET Group,
France Telecom, Swiss Telecom PTT,
Telefonica, Telenor and Telia.

1  Introduction

The mobile phone seems today to be con-
sidered by most customers as an addition
to their fixed line subscription, and not
yet as a substitute. A reason for this
could be that users prefer the higher
speech quality and quality of service of
fixed telephony, but more important is
probably that the cost of using a mobile
phone is considerably higher than using a
fixed line. One should, however, expect
to see a rapid decrease in the price differ-
ence over the next few years.

Thus, in light of the rapid growth in the
mobile communications market, one
might argue that introducing CTM will
help the fixed network operators to
prevent a massive loss of customers to
mobile operators. At the same time,
CTM could be looked at as an important
value-added service in the fixed network,
representing a potential source of income
for the fixed network operator. Another
aspect that could prove to be an advan-
tage for CTM is the higher capacity of
DECT compared to GSM, for example.
The increased capacity could be used to
offer higher data rates and higher traffic
capacity in certain areas. As the GSM
operators are expecting an increase in the
data traffic in the years to come, higher
data rates could prove to be a powerful
feature for CTM. Also, the development
of packed data will be an important
feature in order to support efficient solu-
tions for Internet access, e-mail, file
transfer, etc. Finally, with the develop-
ment of CTM/GSM roaming, the end-
users will gain a higher quality of ser-
vice. Such a combination of technologies
may represent a first step towards a third
generation mobile system.

ETSI CTM Phase 1 will support the
following core requirements [2]:

• outgoing calls

• incoming calls

• location handling

• authentication and ciphering

• emergency calls.

In addition, the optional requirements
defined for CTM phase 1 are [2]:

• service profile modification

• service profile interrogation

• call forwarding not reachable

• subscription registration /
deregistration

• location registration suggest

• network authentication.

CTM phase 1 is defined for the single
public network case, for roaming be-
tween public IN based networks, and for
roaming between private networks and
public IN networks. For the single public
network, the functional architecture
shown in Figure 1 has been developed.

In phase 1, the radio access part will be
supported by DECT GAP (Generic

Cordless Terminal Mobility (CTM)
– Support of cordless mobility within the fixed network
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SCUAF

CCAF
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CCF

SSF

SCFmm SCFsl

SDFmm SDFsl

INAP

DSS1+

ISDN access
(BA or PRA)

mm = mobility management
sl = service Iogic
SDF = Service Data Function
SCF = Service Control Function
SSF = Service Switching Function

CCF = Call Control Function
CUSF = Call Unrelated Service Function
SCUAF = Service Control User Agent Function
CCAF = Call Control Agent Function

Figure 1  CTM phase 1 architecture

2  History and
background

2.1  ETSI work on CTM

The mobile communication market has
shown a great increase and has become a
big success in later years. The Scandina-
vian countries have a mobile penetration
around 40 %, and there are still no signs
of saturation in the market. In order to be
able to offer mobility even in the fixed
network, the work on CTM has been
carried out within both ETSI and
EURESCOM since 1994. The concept of
CTM is to offer IN supported terminal
and service mobility, the cordless access
part being based on DECT (Digital En-
hanced Cordless Telecommunications)
or CT2 (Cordless Telecommunications
generation 2). ETSI have divided the
work on CTM into a phased approach:
CTM phase 1, CTM phase 2 and CTM
phase 2+. The work is co-ordinated by
the ETSI Project CTM (EP CTM), and
involves several bodies within ETSI.
NA1/2 is responsible for the service
description, NA6 is responsible for archi-
tecture and functionality, the DECT pro-
ject is responsible for the radio access
part and SPS is responsible for the net-
work protocols. The CTM phase 1 stan-
dard was finalised in 1997. CTM phase 2
will probably be finalised in 1998, and
CTM phase 2+ is divided into different
feature packages (eg. CTM Phase 2+ FP
1). So far, no estimate for finalisation of
the FPs is given. A short description of
the different phases will be contained in
the following.
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Access Profile), or alternatively by CT-2.
The access will be based on ISDN access
and DSS1+. The signalling within the IN
network will be based on ETSI Core-
INAP CS1 and CS2.

To further develop the concept of CTM,
ETSI is currently also undertaking work
on CTM Phase 2. This phase is adding
some new aspects to the phase 1 defini-
tion of CTM, like several CTM supple-
mentary services and the possibility to
indicate for a CTM user his or her mail-
box status (message waiting indication)
[6]. Another important aspect of phase 2
is the work on external handover (see
clause 3.5). The radio access part will
in phase 2 be supported by DECT CAP
(CTM Access Part).

In order to be able to introduce new
features and services in a flexible
manner, the ETSI CTM project has
agreed that CTM Phase 2+ should be
divided into feature packages (FPs). So
far, the CTM project has initiated work
on four new FPs:

• CTM Phase 2+ FP 1: Circuit Switched
data Services; 32 and 64 kbps Un-
restricted Digital Information

• CTM Phase 2+ FP 2: CTM Short
Message Service (SMS)

• CTM Phase 2+ FP 3: CTM/GSM
Roaming (feasibility study)

• CTM Phase 2+ FP 4: Point-to-Point
Protocol (PPP) interworking for Inter-
net access and general multi-protocol
datagram transport (suggested).

New FPs could be added in the further
development of CTM.

2.2  EURESCOM work on CTM

Eurescom P606 CTM Phase 2 work was
initiated in June 96, and was completed
in January 98. The main focus of the
work has been to develop the CTM
feature further, contributing to the ETSI
standardisation work on CTM with focus
on ETSI CTM Phase 2+. P606 has also
undertaken work on the migration
towards UMTS (Universal Mobile
Telecommunications System) by study-
ing what in EURESCOM has been
called CTM pre-UMTS.

In EURESCOM, earlier projects have
also had a focus on personal mobility /
terminal mobility within IN. The first
EURESCOM project addressing mobility

aspects within IN was P230 ‘Enabling
pan-European services by co-operation
between PNO’s IN platforms’. P230
mainly focused on interworking between
IN platforms, but also aspects of DECT
used as radio access and IN mobility
control were treated. To continue the
work on mobility in IN, EURESCOM
P507 ‘Mobility Applications Integration
in IN’ was initiated, focusing on the
support of mobile services on IN archi-
tectures, considering the CTM service as
a basis for short-term scenarios [1]. The
EURESCOM P606 was a follow up of
earlier projects, but with a stronger focus
on developing features and services for
CTM. The pre-UMTS part of P606 was
seeking an evolution path for CTM
towards the UMTS, contributing to
UMTS work in ETSI, among others.

3  EURESCOM P606

EURESCOM P606 CTM Phase 2 was
divided into three different tasks, more
or less following the three stage method:

• Task 1 focused on service features and
detailed service description both for
CTM and for CTM pre-UMTS

• Task 2 focused on functional descrip-
tion, architecture and information
flows for CTM and CTM pre-UMTS

• Task 3 focused on the additions neces-
sary on the protocol level to support
the new services / features developed
for CTM and CTM pre-UMTS.

Work done in P606 has also been used
as a basis for contributions towards ETSI
CTM standardisation, with focus on
ETSI CTM Phase 2 and ETSI CTM
Phase 2+. It should be mentioned that the
phasing of CTM within EURESCOM
was not equal to the phasing of CTM
within ETSI. Main work areas in P606
have dealt with features like CTM/GSM
roaming, SMS, handover, on-air sub-
scription, data-services, Virtual Home

Environment, etc. EURESCOM P606
was also looking into the development
within standardisation towards UMTS.

This chapter will describe some of the
work done in EURESCOM P606.

3.1  64 kbps Unrestricted
Digital Information (UDI)

An important set of applications for
CTM data services in the consumer
market will probably be several forms of
Internet access (eg. www browsers and
ftp). For the business user, teleworking
may represent a group of important
applications. File transfer (eg. ftp) and
e-mail should be supported, but www
browsers would also be interesting to
these users.

These applications need to be supported
in an optimised manner. One possible
way to meet these demands is the
64 kbps UDI. The 64 kbps UDI is a fixed
bandwidth symmetric ISDN bearer ser-
vice functioning more or less as a ‘bit
pipe’, which makes it very flexible. It is
already being utilised in fixed networks
for Internet access today.

The major advantage to the users is that
prices may be comparable with standard
analogue services, while transmission
speed will be well over that of standard
modems. The set-up time will also be
much shorter than for modems, which
take some 20 seconds to do their negotia-
tion process.

3.1.1  DECT/ISDN Interworking
Profiles

Within the DECT community there is
already considerable progress made in
developing standards for ISDN over
DECT. Two different DECT/ISDN inter-
working profiles described below might
help cater for the user needs mentioned
above:

EURESCOM
P230

EURESCOM
P507

EURESCOM
P606

ETSI

CTM
Phase 1

CTM
Phase 2

CTM
Phase 2+

Figure 2  Relations between EURESCOM projects and ETSI



36 Telektronikk 2.1998

In April 1996 the first edition of ‘DECT/
ISDN Interworking for end system con-
figuration’, ETS 300 434 (also called
ISDN Access Profile – IAP), was pub-
lished.

The IAP applies when FP (Fixed Part)
and PP (Portable Part) together constitute
an ISDN terminal. The ISDN applica-
tions are located in the PP. There is no
IWU in the PP. The FP maps the re-
ceived layer 3 messages at the ISDN
interface to DECT layer 3 messages and
vice versa.

The bearer services being covered are
[ETS 300 434-1]:

• circuit mode speech

• circuit mode 3.1 kHz audio

• circuit-mode 64 kbps unrestricted
digital information.

A work program has been started within
ETSI Project DECT on ‘DECT/ISDN
Interworking for Intermediate System

Configuration’ DE/RES 03039 (also
called Intermediate ISDN access Profile
– IIP) [DE/RES-03039].

The IIP applies when FP and PP together
constitute a gateway between an ISDN
network and an ISDN terminal. The FP
and the PP have an IWU each, that maps
the messages between the ISDN interface
and the DECT air interface. This implies
that an ISDN terminal can be connected
to a DECT PP supporting IIP via the
ISDN S interface.

The bearer services being supported are
the same as for the IAP1.

The profile best supporting the CTM user
needs is the IAP, since the IIP is mostly
tailor made for Radio in the Local Loop
(RLL) solutions. Nevertheless, the IIP
can be useful in supporting a standard
ISDN terminal connected to a DECT PP
supporting ISDN as described above.

3.1.2  Impact on existing standards

One important aspect of this service is
that the implementation is only foreseen
to impact on the access network. This
means that only the DECT FP and PP
need to be enhanced to support 64 kbps
UDI. In particular, there is a need to
support ‘double slot’ (two 32 kbps time
slots concatenated) to be able to reach the
demanded data rate of 64 kbps. This will
probably mean that a hardware upgrade
of all FPs in a voice only DECT network
is necessary. It is also important to notice
that the DECT/ISDN interworking pro-
file adds extra error correction and ARQ
mechanisms to the 64 kbps bit stream, to
the cost of a need for new buffers.

The FP will also have to be able to inter-
work with ISDN networks.

With regard to standardisation, the
upgrade can probably be made by incor-
porating parts of the DECT/ISDN pro-
file(s) mentioned earlier with the CAP
(CTM Access Profile). The only special
demand 64 kbps UDI will have on mobil-
ity aspects is for handover. For voice
connections bit errors during handover
might be acceptable to the user. This
might not be the case for a data connec-
tion as bit errors will lower effective
throughput and in the worst case even
lead to loss of connection. This is highly
dependent on the type of application. For
example, Internet applications will bene-
fit from strong error recovery procedures
in the TCP/IP protocols.

Another issue is the type of user equip-
ment and user interface. Most of today’s
data terminals expect the user to be
stationary, which limits the need for
support of handover.

3.2  Short Message Service

3.2.1  SMS description

The Short Message Service (SMS) in-
vestigated in P606 has been modelled on
the basis of the GSM Short Message Ser-
vice, preferably to be perceived by the
user as virtually equivalent to the SMS
service in GSM.

This implies that we may define three
different SMS services, as in GSM:

1. Mobile (portable part) originated
point-to-point SMS

2. Mobile (portable part) terminated
point-to-point SMS

3. Cell broadcast SMS.

The point-to-point services enable CTM
users to send and receive short messages
to and from other CTM users or in prin-
ciple any other suitable kind of parties
(eg. GSM users). The cell broadcast short
message service enables the CTM opera-
tor to broadcast unaddressed and un-
enciphered messages at regular intervals
to all CTM users located within a given
geographical area. The cell broadcast
SMS was not investigated by P606.

3.2.2  A possible implementation
method for the point-to-point
SMS

In EURESCOM P606, CTM SMS is de-
scribed as a call unrelated service, mak-
ing use of the SCUAF (Service Control
User Agent Function) and CUSF (Call-
unrelated User Service Function)
as defined in IN CS-2.

When transmitting a point-to-point short
message, the message will be relayed by
a short message service centre (SM-SC).
Unlike GSM, the information flows be-
tween this service centre and the rest of
the CTM network are considered to be
within the scope of the CTM specifica-
tions, ie. making use of a standardised
protocol.

As in GSM, the CTM network should
contain mechanisms to ensure that a mes-
sage is stored in the short message centre
until the message has been successfully
delivered to the CTM user (or is timed

1 In addition, packet-mode (X-31 case
B) D-channel (packet data) and
packet-mode (X-31 case B) B-channel
(packet data) may be supported.
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Figure 3  ISDN Access Profile
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Figure 5  Architecture for SMS in a CTM network

out), as well as to report back to the orig-
inating CTM user when the message has
been received at the SM-SC.

A key driver in the method described
below is to implement SMS with a mini-
mum of impact on existing protocols.
Hence, the most suitable method for
interworking against the SM-SC is con-
sidered to be the one described in GSM
03.47, basing the interworking upon
ITU-T Signalling System No. 7.

3.2.3  Implementation of SMS in
CTM network

Figure 5 shows the architecture for CTM
SMS, where the user is located in his or
her home network, or in a visited net-
work. The interface between the IWF
and the SMSC is based on GSM 03.47
description of SMS-MAP. The interface
between the SCFsl and the IWF is based
on INAP. Communication across net-
work boundaries is supported by a SCF-
SCF relationship.

3.3  CTM/GSM roaming

CTM and GSM are technologies with
different characteristics which could be
combined to provide a more powerful
solution. CTM focuses on being a fixed
network solution for the support of cord-
less mobility, which gives the user good
speech quality, advanced services and
high capacity. However, CTM could
experience difficulties providing efficient
coverage in rural areas, as well as con-
tinuing coverage in suburban areas. On
the other hand, GSM is attractive because
of its wide area coverage, both in Europe
and in other parts of the world, as well as
supporting a radio interface adapted to
mobile environments.

In a scenario consisting of both CTM and
GSM in combination, the two systems
would behave complementary to each
other and the scenario would appear
very attractive in the evolutionary path
towards UMTS utilising the best of two
blessings.

The co-operation between GSM opera-
tors and CTM operators represents a
powerful combination as it is possible to
combine the two systems in the future.
A possible way of integration is to com-
bine the IN logic and database in the
CTM network with the IN logic and
database in the GSM network, thus
deploying a common IN platform for the
support of CTM/GSM. In EURESCOM

P606, several scenarios have been devel-
oped, looking at solutions based on GSM
networks without any IN capabilities as
well as GSM networks with IN capabili-
ties.

3.4  Virtual Home Environment
(VHE)

3.4.1  Background

Within telecommunications in general
there is a shift in focus from standardising
services to standardising service capa-
bilities. This means that instead of having
standards describing a service in detail,
core features are being standardised.
These features can be put together to form
a wide spectrum of different services, thus
allowing for product differentiation
between competing service providers.

Service capabilities are also drivers for
new services within mobile networks
such as CTM and GSM. The question is
what to do when a user roams out of his
or her home network. To facilitate roam-
ing and still keep your ‘home services’,
the concept of virtual home environment
(VHE) has been introduced.

3.4.2  VHE Implementation
scenarios

To be able to support VHE the visited
network has to, as a minimum, support
certain triggers. These triggers will for
instance be set off when there is a request
for a change to the CTM user’s service
profile. Then, service control can be car-
ried out in principle in one of two ways:

1 Control of the service is released to the
home network

2 Relevant data are sent from the home
network to the visited network so that
control of the service can be carried
out from the visited network.

There are also a number of subsets of
these two scenarios such that not only
control of the service is released to the
home network, but also the connection
itself is being redirected via the home
network. 

In general, the choice of implementation
comes back to which network should be
in control; the home network or the
visited network.

Several aspects such as security and
signalling load have to be investigated
before a solution can be recommended.

SCUAF CUSF

SCFmm SCFsl

SDFmm SDFsl

mm = mobility management
sl = service Iogic
SDF = Service Data Function
SCF = Service Control Function
CUSF = Call Unrelated Service Function

SCUAF = Service Control User Agent Function
INAP = Intelligent Network Application Protocol
SMS = Short Message Service
MAP = Mobile Application Part
SMSC = Short Message Service Centre

IWF SMSC
INAP SMS-

MAP

Possible network boundary
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3.5  Handover

3.5.1  Definitions

Handover is defined as the process of
switching a call in progress from one
physical channel to another. This process
is initiated when there is a degradation of
the quality in the original channel caused
by for example movement of the portable
or some incidental radio disturbance.

Handover may be either internal or ex-
ternal. Internal handover processes are
internal to one fixed termination only,
whereas in the external case there is a
handover between two different fixed
terminations. This means that external
differs from internal handover in that
external handover occurs between two
independent systems, where each system
has its own lower layers of protocols and
an independent set of network layer ser-
vice access points. For CTM the aim is to
support some forms of external handover
by providing a common management
entity above the respective logical enti-
ties in the two fixed terminations.

Figure 6  Handover scenarios. The fixed termination (FT) may represent a single radio base station
directly connected to the fixed network, or a cluster of base stations connected via a cluster controller

to the fixed network

3.5.2  Why implement external han-
dover?

With the DECT systems on the market
today it is possible to provide continuous
outdoor radio coverage with internal han-
dover in a geographical area of about 1–2
km2 in urban environments. However, if
either indoor radio coverage or more traf-
fic capacity is to be added, the area with
internal handover must be reduced corre-
spondingly. Even though future DECT
systems may be capable of providing
internal handover in larger geographical
areas, external handover obviously still
represents a solution which is a lot more
desirable from the point of view of the
CTM service provider as well as the net-
work planner.

3.5.3  External handover scenarios

Figure 6 shows three different scenarios
for external handover, with increasing
degree of complexity;

• Scenario 1 – Intra-switch handover

• Scenario 2 – Inter-switch handover
with the SSF/CCF in the respective
switches connected to the same
SCF/SDF

• Scenario 3 – Inter-switch handover
with the SSF/CCF in the respective
switches connected to the different
SCF/SDF.

All of these scenarios have been investi-
gated in the CTM work of EURESCOM.

4  CTM evolution towards
UMTS

UMTS (Universal Mobile Telecommuni-
cations System) is the name of the ETSI
initiative within SMG (Special Mobile
Group) to migrate today’s second genera-
tion mobile system (GSM) towards third
generation mobile communication. The
existing work program suggests commer-
cial operation in 2002.

There is at the present no exact definition
of what UMTS (Universal Mobile
Telecommunications System) really is.
However, the basic idea behind UMTS is
to have a personal telecommunications
scenario where the user can access a
given set of services anywhere and at
any time. The technology behind UMTS
should be irrelevant to the user, and
could be a mix of, among others, PSTN/
ISDN, GSM, CTM, satellite, and so on.
Such a scenario requires advanced inter-
working procedures between different
networks, utilising the best from each
different technology, to achieve the
desired integration of independent
services of today.

CTM will have a natural role within the
migration toward UMTS, and together
with cellular and satellite systems sup-
port multimedia applications any time,
anywhere with a focus of attention on
supporting business and residential users’
needs for high bitrate mobile communi-
cation. To be able to support such ser-
vices in an efficient manner, packet data
communication will be important. This
means that in the evolution towards
UMTS, data services in CTM will
become increasingly important involving
the strong data communications possibil-
ities within the DECT specifications.

Today, the maximum data rate supported
by DECT is 552 kbit/s. There is work
going on within the DECT community
on refining the radio interface so that
data rates up to 2 Mbit/s can be sup-
ported. This will also be highly interest-
ing in a UMTS environment. Other
important aspects of CTM in the migra-
tion towards UMTS is higher speech

Scenario 1

SSF/CCF-1

FT-1 FT-2

SSF/CCF-2

FT-3 FT-4

SSF/CCF-3

FT-5 FT-6

SDF-2
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CCF = Call Control Function
SDF = Service Data Function
SCF = Service Control Function

SSF = Service Switching Function
FT = Fixed Termination
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quality and a higher capacity, for ex-
ample compared to today’s GSM net-
works. This does not imply that CTM
and GSM need to be competing tech-
nologies. The co-operation between
GSM operators and CTM operators rep-
resents a powerful combination, because
it is possible to deploy a common IN
platform for the support of both CTM
and GSM. The scenario could be en-
hanced further by incorporating a new
dedicated UMTS radio interface in addi-
tion to CTM and GSM, or even by in-
cluding a satellite component. Co-opera-
tion between CTM operators and satellite
operators would help the mixed scenario
to provide an even better coverage and
together with GSM operators, offer
communication any time anywhere.

5  Summary and
concluding remarks

This article has focused on the technical
aspects of CTM, referring to work within
ETSI and EURESCOM. It has also been
pointed out that CTM enables the fixed
network operators to introduce services
that are highly attractive, and that CTM
might contribute to wiping out the line
between mobile and fixed network com-
munications as seen from the end user
(Fixed Mobile Convergence – FMC). A
CTM-like service has recently been
launched in Italy, and the next 1–2 years
will bring some highly interesting feed-
back on the market prospects for CTM.
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Based on available equipment and
standards which are finalized or under
preparation, the potential of DECT
(Digital Enhanced Cordless Telecom-
munications) as a part of personal
communication / third generation is
examined. Non-technical factors in-
fluencing the future for DECT are also
addressed. This article mainly add-
resses DECT as an access technology
while the necessary support from the
network behind is not stressed.

Personal communication
scenario

The term personal communication is
ambiguous. In an evaluation of how
DECT can be a part of personal commu-
nication a common understanding of the
term is necessary. To gain this common
perception a scenario is described and
also some consequences of introducing
personal communication are included.
Two main trends are foreseen as indi-
cated in Figure 1:

• Change from plain old telephony to
personal pocket terminals 

• Development of pocket terminals
ranging from only speech to multi-
media capability.

In the Nordic countries with their high
penetration of cellulars the use of cellular
phones for low bitrate services instead of
wired phones is emerging. Also results
from a field trial performed by Telenor
using DECT to provide local mobility in
a small town indicate a willingness to
replace the fixed phone with personal
terminals. The trial customers stated
clearly, however, that small pocket
phones had to be personal. If a cordless
terminal should replace one fixed phone

in a household it gave little added value
as the terminal had to be kept stationary.
In this trial we also experienced that
users of mobile services always want an
extended area of coverage.

Both existing and new operators having
cellular licences will compete with the
fixed network services in a liberalised
telecommunication market. Their ser-
vices will to a large extent be based on
the use of pocket terminals and move
users from wired phones to personal
terminals.

The introduction of pocket phones led to
a change in telecommunication behaviour.
As long as only fixed phones are avail-
able the attitude is that as soon as you get
access to a phone, ie. when you get to
your desk or when you are back home,
you have to remember to make that or
those calls. Sometimes you have to hurry
to find a phone to make the call at an
appropriate time. To deal with incoming
calls when you are not at your desk or at
home, answering machines, switchboard
operators or call forwarding can help.

By carrying a pocket phone you can
make calls whenever you want almost
wherever you are, but the circumstances
have to be taken into account. The same
goes for incoming calls. In countries with
high penetration of cellulars it can be
observed that people use the pocket
phone in many different environments.
If there is a need to make a call they do it
there and then. There is a discussion
going about which situations or circum-
stances use of the phone disturbs or
annoys the surroundings and therefore
should not be accepted.

For more and more people one personal
pocket phone will be the basic telecom-
munication terminal and use of wired
phones will gradually decrease.

Multimedia pocket terminals
replacing personal phones 

There is a general trend toward services
being offered in the fixed network also
being wanted in mobile communications.
Also the quality of the service should be
comparable.

The emerging pattern of using cellulars
whenever and wherever needed can
contribute to the creation of a market
demand for advanced terminals capable
of handling data, video and so on. Mak-
ing and receiving calls and having access
to message services wherever you are
will not be sufficient. Users would like to
have access to the same services using
their pocket terminal as they have using a
fixed terminal, for example, being able to
access Internet from a pocket terminal
will be a feature required by users. A
development towards cellular handsets
being advanced PDA-like terminals with
personal information stored indicates that
personal pocket terminals and thereby
terminal mobility, will be an essential
part of personal communication.

As more and more PC functionality is
introduced in terminals the stored infor-
mation and user profiles will make the
terminals an important part of everyday
life both at work and for private use. As a
consequence of this the same terminals
may be used both in job situations and
outside working hours. Also the tendency
to work from different locations and
towards less differentiation between
working and non-working hours enhance
the need to use only one terminal.

When advanced terminals capable of
handling multimedia-like services are
available it can be assumed that user
patterns seen today among advanced
cellular users will be even more apparent.
If there is a need to have some kind of
information, to do a transaction, order
some goods, watch a sports event or
remotely control some device, you do it
there and then.

Given that personal communication
based on pocket terminals becomes the
common telecommunication subscrip-
tion, new markets will emerge. People on
the move with their pocket terminals will
often be in need of peripheral equipment
like printers, large screens and key-
boards. From such stand-alone equip-
ment which can be available at con-
venient points for travellers, access to
the home server can be obtained using

DECT as a part of personal communication
J O A R  L Ø V S L E T T E N

F i le Ed i t View Element Type

Figure 1 Personal terminals replacing plain old telephones
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pocket terminals. The connection can be
obtained by use of a standard interface
between the pocket terminal and the
equipment in use, eg. some kind of dock-
ing station. Paper prints can be taken,
documents or other files can be prepared
or video watched. The invoice for the use
of peripheral equipment and the connec-
tion will be related to the pocket termi-
nal, and only one invoice is received.

Demand for capacity

A differentiated demand for capacity
dependent on location can be expected.
A span in demanded bitrates is antici-
pated to vary from relatively low bit rates
up to 2 Mbit/s.

Users are expected to use their pocket
terminals for narrowband services like

speech wherever they are. But in some
areas more than others, users will be in a
position to use their pocket terminals for
more advanced services. This will mainly
be indoors or where some special activi-
ties are taking place outdoors, eg.
markets, outdoor restaurants, recreation
areas, sports arenas.
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Figure 2   Overview of DECT applications and features (from [1])
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Generally, people moving from one place
to another cannot be regarded as users of
advanced services, amongst others due to
reduced bit rate when on the move.

DECT applications and
functionality

DECT is a flexible radio access technol-
ogy that can support a wide range of ser-
vices and applications to different kinds
of networks as indicated in Figure 2. The
DECT standard is based upon TDMA/
TDD and includes a mandatory real time
Dynamic Channel Allocation which
makes frequency planning unnecessary.
It also secures that different uncoordi-
nated DECT systems can coexist in the
designated DECT frequency band with
an efficient use of the frequency spec-
trum.

A DECT handset can access different
networks, eg. public and private, and
base stations can be shared between dif-
ferent operators. One part of a public net-
work can host a private user group, or a
private system can provide public access
for visitors. The same base station can
also handle different services, eg. speech
and data.

The DECT standard is prepared for the
future by the provision of escape codes
and a multitude of reserved codes and
messages in every layer of the standard
so that evolutionary applications can be
specified.

A generic diagram of a DECT system is
shown in Figure 3. The main standard,
DECT CI (Common Interface), in
principle covers the air interface between
the Fixed radio Termination (FT) and the
Portable Part (PP). The CI can be re-

garded as a tool-box from which selec-
tions are made when services and appli-
cations shall be specified. DECT is trans-
parent to services provided by the con-
nected network and offers in itself only
cordless capability and mobility. The
Interworking Unit (IWU) which is net-
work specific and the End System (ES),
which may be a microphone, speaker,
keyboard or display, are not parts of the
DECT CI standard but are subject to
specific attachment requirements for
the chosen network to secure end-to-end
compatibility.

A DECT profile is a subset of the DECT
CI that gives an unambiguous description
of the air interface for specified services
and applications. In Figure 4 different
services and applications based on DECT
profiles are indicated.

The profiles include all requirements for
interoperability of equipment from dif-
ferent manufacturers.

The DECT profiles are:

• Generic Access Profile (GAP)
The basic DECT profile for any appli-
cation supporting 3.1 kHz telephony.

• Data Profiles
A family of profiles exploit the lower
layer data services of DECT, speci-
fically oriented towards LAN, multi-
media and serial data capability. Each
member of the family is optimised for
a different kind of user services.
Widely varying bandwidths are avail-
able, and DECT can support net data
throughput of n x 24 kbit/s up to a
maximum of 552 kbit/s.

• DECT/GSM Interworking Profile (GIP)
Describes how DECT FP is connected
via an IWU to the GSM network
which will then see a DECT user as a
GSM subscriber.

• DECT/ISDN Interworking Profiles
Two profiles are described:

The End System (ES) allows a suitable
PP to access the ISDN network using
DECT signalling. The FP and the PP
together appear to the ISDN network
as an ISDN terminal.

The Intermediate System (IS) provides
for a wireless link between an ISDN
network and ISDN terminals con-
nected to an S interface. The ISDN
terminals have transparent access to
all network defined services based
upon the basic channel structure
2B+D.

Network
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Figure 3  A general DECT-system
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• CTM Access Profile (CAP)
The profile will secure interworking
with CTM (Cordless Terminal Mobil-
ity) networks. CTM will make wide
mobility in DECT networks possible.

• RLL Access Profile (RAP)
The profile is divided into two parts:

Part 1, ‘Basic Services’, includes tele-
phony services, a 64 kbit/s PCM bearer
service and over-the-air OA&M ser-
vices.

Part 2, ‘Advanced Services’, specifies
ISDN services (2B+D and 30B+D)
and a data port for broadband packet
data services up to 552 kbit/s.

Also Wireless Relay Stations (WRS) are
standardised for DECT. These can be
used to provide extended coverage when
use of a base station is inappropriate.

In the ETSI Project DECT there is work
going on

• to standardise advanced dual mode ter-
minals DECT/GSM where both modes
can be active at the same time

• to standardise implementation of
GPRS (General Packet Radio Service)
over DECT

• to standardise 2 Mbit/s over DECT.

DECT’s potential as a part
of personal communica-
tion / third generation
mobile

Deployment of DECT network

It is assumed that dual mode terminals,
DECT/cellular, having one number and
being capable of handling advanced ser-
vices and applications are used. Offering
services over such a terminal is a good
example of FMC – fixed mobile con-
vergence.

DECT access is provided as a public ser-
vice in areas with high densities of users
wanting to use their pocket terminals for
more advanced services than speech.
This will be mainly indoors, where
people stay for some time. DECT net-
works may be a mixture of private net-
works providing access for the public
and public networks. A part of the public
networks can be virtually private, eg.
inside the premises of a company.

As DECT is not designed for velocity
coverage, passengers in cars or on public
transport may have a problem, even
though trials have proved that good
speech quality can be obtained in cars
exceeding 80 km/h.

In rural areas DECT access can be pro-
vided indoors by private DECT systems.
There will be a multitude of DECT
islands and when moving between these
islands the cellular mode of the pocket
terminal has to be used. In public DECT
islands any DECT terminal can be used.
The standard opens for private systems to
appear as public systems to visiting
users. Thus, the DECT mode of the ter-
minal can in principle be used wherever
DECT coverage is provided.

Services 

When DECT provides speech 32 kbit/s
ADPCM is used and the quality is near
the quality of wired phones. A stand-
alone DECT system provides seamless
mobility in an area covered by base sta-
tions connected to one radio controller.
With the implementation of CTM in the
fixed network handover between base
stations belonging to different radio con-
trollers is also obtained. If a DECT sys-
tem is connected to a cellular network the
mobility management is handled by the
cellular network.

One terminal can have access rights to
several different kinds of DECT net-
works and roam between them. The pro-
file standards will ensure interoperability
between equipment from different manu-
facturers. For example, if a terminal is
capable of handling voice and a specific
data profile used for Internet access,
GAP will ensure that the terminal can be
used towards any DECT system with
voice capability. The data profile secures
access to any system with the specific
data profile implemented, independent of
manufacturers.

ISDN solutions for DECT are on the
market. Data profile standards for
552 kbit/s over DECT exist and there is
work in progress to standardise 2 Mbit/s.
Hence, DECT has a potential to handle
multimedia-like services.

However, there will be limitations in the
functionality of pocket terminals based
on any technology. Terminals should be
suited to being carried, eg. in a shirt
pocket, hence the size has to be limited.

User interfaces like screen and keyboard
will suffer. Even if solutions like speech
recognition may help to overcome such
problems, one can expect the user friend-
liness of stationary terminals to be better.
Especially the need for a larger screen
than can be implemented in the pocket
terminals will be apparent when graphics
or video are presented.

Capacity 

A main problem when offering services
over radio is the limited bandwidth due
to limitation in available frequency
resources. If use of a personal terminal
capable of handling multimedia-like ser-
vices is becoming the basic telecommu-
nication utilisation for each individual
there will be a bandwidth problem using
existing cellular technologies.

DECT may help to solve a capacity
problem. Due to short range and the
dynamic channel selection feature DECT
is capable of handling advanced services
in areas with high user densities.

An uncertainty regarding DECT and
capacity is that a multitude of DECT
systems, both private and public,
supporting different kinds of services can
coexist, eg. in the same building. This
can make the planning of a DECT system
regarding traffic capacity somewhat
tricky.

Factors influencing
DECT’s success as part of
third generation

DECT products on the market

The DECT CI standard was finalised in
1992, but DECT has still not ‘taken off’.
One reason may be that it took some time
before the DECT profile standards were
in place. It seems that DECT residential
solutions are popular and DECT business
applications has an increasing market
share. Products for these applications are
made by many manufacturers, and small
DECT systems handling ISDN are now
available for residential and business
applications.

Lately, there has been an increasing
interest in DECT as RLL solutions.
World-wide there is a huge demand for
subscriber lines, and DECT as a stan-
dardised access technology is an interest-
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ing choice for the access network. Coun-
tries with poor telecommunication infras-
tructure is the main market for DECT
RLL, and mainly fixed telephony is pro-
vided.

Only a few manufacturers are offering
equipment for public DECT networks
including mobility. To provide wide
mobility in DECT networks a support
from the network behind is required. For
PSTN/ISDN this means a CTM solution.
A standard for CTM is expected to be
ready in the near future.

Time gap for DECT

DECT CTM solutions and the GSM/
DCS1800 might be competing techno-
logies. DECT has the greatest potential
for third generation like services and
applications, thus an advantage over
GSM/DCS1800. However, in 2002
UMTS products are expected to be avail-
able, and one important question is if this
time gap is sufficient for building DECT
CTM networks to introduce advanced
services. Also, one must bear in mind
that the GSM technology including
DCS1800 will be enhanced to handle
more advanced services in the same
period, eg. GPRS (General Packet Radio
Services). The bitrate of the GPRS tech-
nology will be approximately 115 kbit/s
which is well below the capability of
DECT.

If DECT is going to be part of third gen-
eration solutions advanced products have
to achieve a certain penetration before
competing, advanced GSM and UMTS
products are available. The time limit for
advanced DECT products to penetrate
the market can be discussed. However,
there is no doubt that roll-out has to
happen soon if DECT shall be a part
of third generation.

Also, there is a time gap for substantially
lower pricing of services based on DECT
compared to GSM, as the cost of using
mobile services is steadily falling. How-
ever, advanced GSM and UMTS equip-
ment and services can be expected to
have a relatively high price in an early
phase.

DECT and operators 

There has been an interest among Euro-
pean operators for DECT CTM solutions,
and Telecom Italia has built DECT net-
works in 28 cities mainly providing out-
door coverage. The networks are based
on proprietary CTM solutions. The ser-
vice was opened on 1 January 1998, and
the experiences made by Telecom Italia
can have an important impact on DECT’s
future as a part of public networks.

Operators that started public DECT trials
3 – 4 years ago were quite enthusiastic,
but time has passed without flexible
solutions for public DECT becoming
available. Hence, the interest has faded
among many of them.

It seems that several operators who pre-
viously had an interest in public DECT
are going for other technologies like
DCS1800, but some still go for DECT.

Manufacturers and DECT

Manufacturers making DECT equipment
also make GSM/DCS1800, a technology
which is a commercial success.

There is still a demand from operators
and the corporate market for public and
large business systems of handling
advanced multimedia-like services, ie.
utilizing the full potential of DECT. If
this demand is sufficient to convince the
manufacturers there is an increased
potential for profit when advanced DECT

equipment is included in the product
portfolio. There is therefore reason to
believe that DECT will be part of a third
generation solution.

A general impression is that manu-
facturers have been reluctant to imple-
ment functionality beyond speech in
their DECT products.

It seems unlikely that manufacturers
being big in the GSM industry will pro-
mote or be drivers for advanced DECT
solutions at their own risk. They find the
safest commercial way ahead towards
3rd generation to be enhanced GSM
technology and UMTS.

There will be many DECT products for
the residential and business market, but
the most interesting application seems to
be DECT RLL. When operators imple-
menting DECT RLL ask for more ad-
vanced services the market can be suffi-
cient for manufacturers to come up with
advanced solutions.

Conclusions

Technically, DECT has a potential to
become a part of third generation.
Especially dual mode DECT/GSM
solutions capable of handling multi-
media-like services would have qualities
suited for being part of a personal com-
munication platform.

However, it seems that other factors than
technical ones will influence the future of
advanced DECT networks. There is a
two-step time gap for advanced DECT,
first before enhanced GSM solutions
become available and then before UMTS
enters the market. DECT needs a certain
penetration before this happens. For the
time being it seems that the process of
implementing advanced functionality in
DECT products is rather slow. If DECT
is going to be a part of personal commu-
nication, the manufacture of advanced
DECT products and implementation of
these into DECT systems and networks
have to happen in the near future.
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1  Introduction and
historical perspective

Mobile radio has given the European
industry its most important success in the
last decades. Crucial to this success were
the standards developed by ETSI (Euro-
pean Telecommunications Standards
Institute) that have been adopted not only
by European countries, but by many oth-
ers as well. The best-known example is
GSM (Global System for Mobile com-
munications), the most widespread sys-
tem for cellular communications. It has
replaced a multitude of analogue stan-
dards throughout Europe, and seems to
become the de-facto world-wide standard
for cellular communications. The DECT
(Digital Enhanced Cordless Telecommu-
nications) standard [1] promises to
become a similar success story. It was
originally designed in 1991 in order to
replace the several analogue standards
for cordless telephones that existed in
Europe at that time. The first commercial
products went on sale in 1994, when
about half a million terminals were sold.
In 1997, about 8 million terminals were
in use, and this number is expected to
increase to 30 million by the year 2000.

Since the early 1990s, the market for
DECT equipment has increased both
geographically and in scope. Geographi-
cally, many extra-European countries
have accepted the DECT standard (some-
times with slight modifications); this is
also reflected in the change of the inter-
pretation of DECT: while the ‘E’ in
DECT was originally translated as
European, this has been changed to
Enhanced, to do away with any geo-
graphical restrictions. Another important
change has occurred in the scope of cord-
less system. In the analogue days, ‘cord-
less’ meant just that the microphone and
earpiece were attached to the ‘base sta-
tion’ (i.e. the usual phone), not by wire
but by a radio link. With the DECT sys-
tem, many new applications became
possible: one base station can serve sev-
eral mobile terminals, and it is possible
to combine several base stations to a ‘cel-
lular’ system, where the mobile terminal
can connect to various base stations dur-
ing a talk and make handovers. This
allows companies to build up a wireless
private branch-exchange system (PBX),
for example. When we take this feature
to its extreme and combine it with capa-
bilities of wired intelligent networks, it
also becomes possible to build a low-
mobility cellular system based on DECT.

Field trials for such systems have been
done in Norway [2] and other countries.
Finally, DECT is intended to be used in
wireless-local-loop (WLL) applications.
There, the DECT link replaces the high-
installation-cost connection from the sub-
scriber to a central office (CO), or, e.g.,
to a village centre connected by ordinary
cable to the CO.

The new applications of DECT pose new
challenges both to the network and to the
radio link. The networking aspects have
been treated e.g. in [3] and another con-
tribution in this special issue [4]. The
present paper will concentrate on the
radio link. The quality of the transmis-
sion can be limited either by noise, by the
time dispersion of the mobile radio chan-
nel, or by co- and adjacent channel inter-
ference. Various methods have been pro-
posed to mitigate those effects, and we
will discuss them below. Section 2 gives
the specifications of the air interface as
prescribed by the DECT standard. Sec-
tion 3 describes the performance in noise
and co-channel interference. The effects
of the time dispersion are analyzed in
Section 4. The next two sections discuss
diversity and equalizers, two means to
overcome the basic limitations on the
performance. Section 7 compares DECT
to the rival system PHS from Japan.
The next two sections deal with practical
implementation issues: Section 8 de-
scribes a testbed for assessment of the
performance of DECT terminals in vari-
ous environments, and Section 9 com-
pares the popular heterodyne receiver to

more advanced direct-conversion re-
ceivers. A summary wraps up this paper.

2  The DECT air interface
specifications

DECT, like GSM, uses a combination of
TDMA and FDMA for multiple access.
The 20 MHz band that has been allocated
to DECT (1880 – 1900 MHz) is divided
into 10 frequency bands; the carrier
frequencies are actually separated by
1.728 MHz. On each carrier, 12 users can
be accommodated in a TDMA scheme:
the time axis is divided into frames
which last 10 ms each, and are divided
into 24 timeslots. Each user is assigned
two timeslots that are separated by 5 ms:
the first timeslot is used for the down-
link, the second slot for the uplink. This
implies that time division duplexing is
used for separating uplink and downlink
(in contrast to GSM, where frequency
division duplexing is applied). We will
see later that this has important conse-
quences for diversity, and also for smart-
antenna applications. The timeslots are
separated from each other by guard
times, which are necessary, since the run-
times from the different terminals to the
base station may be different. The 52 µs
guard time prescribed in DECT can
theoretically deal with a 15 km distance
between base station and mobile terminal
– this is far more than actually needed;
even when directional antennas are used,
the ‘cell radius’ is usually less than 3 km.
The rest of the guard time is used to give
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the transmitter amplifiers time to power
up – the faster these amplifiers have to
be, the more expensive they become.

Each timeslot begins with a 16 bit pre-
amble and a 16 bit packet synchroniza-
tion word (the 32 bit S-field). This is
followed by the D-field. This D-field
contains 64 bits of signalling (A-field)
and 324 bits of data. The A-field includes
a Cyclic Redundancy Check (CRC) for
the detection of packet reception failures;
it allows transmission of signalling in-
formation with a net rate of 4.8 kbit/s.
Finally, the B-field contains 324 bits
of data, enabling the transmission of
32 kbit/s ADPCM coded speech in one
slot. The overall transmission data rate is
therefore 1.152 Mbit/s. This frame/slot
structure suggests that DECT terminals
can be designed to be far less complex,
and thus less expensive, than GSM.
DECT does not use a complicated speech
coder, which explains the fact that it
requires 32 kbit/s instead of the 6.5 or
13 kbit/s prescribed by GSM. It also con-
tains no channel coding for the speech
data, so that the bit error rate (BER) for

tolerable transmission quality has the
rather low value of 10-3 (as compared to
10-1 for GSM). By combining two or
several timeslots, DECT can provide
much higher bitrates, up to 552 kbit/s,
and carry asymmetric traffic, making
DECT attractive for data transmission.
The modulation format is GFSK (Gaus-
sian Frequency Shift Keying) with nomi-
nal modulation index hmod = 0.5, which
is equivalent to Gaussian Minimum Shift
Keying. However, the tolerances in the
modulation index are quite large.

The time-bandwidth product of the Gaus-
sian filter BGT is 0.5, where BG is the
bandwidth of the Gaussian filter, and T is
the symbol period. This provides a com-
promise between emitted spectrum and
intersymbol interference (see Figure 2).
The resulting RF-channel bandwidth is
about 1.56 MHz (for a 99 % power
criterion). With the specified channel
spacing of 1.728 MHz, adjacent channel
emission up to -40 dBc is allowed. Table
1 shows a summary of important DECT
parameters.

3  Performance in noise
and co-channel inter-
ference

The structure of the receiver is not speci-
fied in the standard. Three realizations
have been at the centre of attention:
coherent reception, differential phase
detection, and limiter-discriminator
detection. Coherent reception is difficult
to implement, because the tolerances for
the transmitted signal as foreseen in the
standard are very large, so that carrier

recovery and tracking is difficult. In dif-
ferential phase detection, we compute the
difference of the phase between two sub-
sequent samples that are separated by
one bit length. It is thus not necessary to
recover the carrier phase, because any
offset (that remains unchanged during
one bit duration) will be eliminated when
we take the difference of two phases.
Finally, limiter-discriminator detection
uses the fact that MSK can be seen as a
kind of frequency-shift keying: we just
detect the instantaneous frequency with
an FM/AM converter and a threshold
detector.

Extensive investigations have been done
to find out the performance of MSK in a
flat Rayleigh-fading channel with noise.
Adachi and Parsons [5] found that for
differential phase detection and for fre-
quency-discriminator detection, the error
probability is about 0.7/SNR (where the
signal-to-noise ratio SNR is defined as
bit energy over noise power density)
when the receiver filter bandwidth is
chosen in an optimum way. For differen-
tial phase detection, the optimum filter
bandwidth is about BrT = 0.75, for
limiter-discriminator detection,
BrT = 0.55.

Another problem is co-channel inter-
ference (CCI). For a system like DECT,
cell planning in advance of operation is
neither feasible nor desirable. The capac-
ity would be exploited very inefficiently
and a complete redesign of the cell struc-
ture would be necessary every time
someone installs a new base station. So-
called dynamic channel allocation avoids
these problems. The mobile part listens
on the time-slots it does not use whether
there is a channel with low CCI avail-
able, and moves the user there if there is
a need to do so. Also, carrier frequency
changes are possible. Of course, such a
scheme cannot eliminate all CCI, but
only minimize it. It is common to model
the CCI (and also adjacent channel inter-
ference ACI) as Gaussian (see e.g. [6]),
so that it affects the BER in the same
way that noise does; the BER is about
0.7/CIR, where CIR is the carrier-to-
interference ratio. For CCI, the CIR is
not influenced by the receiver filter,
while the ACI is influenced.

4  Performance in time-
dispersive channels

Mobile radio channels are not only time-
variant, i.e. fading, but also time-dis-
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Transmission format FDM/TDD/TDMA

Frequency band 1880 – 1900 MHz

Centre frequency for channel N (0..9) 1 897 344 – N * 1728 kHz

Number of frequency channels 10

Number of users per frequency channel 12

Channel spacing 1.728 MHz

Frame length (24 slots) 10 ms

Data rate 1.152 Mbit/s

Modulation method GFSK, BGT = 0.5

Tolerated bit error rate < 10-3

Table 1  Important parameters of the DECT standard



persive [7]. When we send a delta pulse
from the transmitter, we will receive a
series of delta pulses with different delay
times, attenuation factors, and phase
shifts. Two quantities characterize this
time dispersion in a rough approxima-
tion: the maximum excess delay, i.e. the
difference between the delays of the first
and the last echo, and the rms delay
spread, i.e. the square root of the second
central moment of the square of the
absolute value of the impulse response.
At the receiver, the different echoes are
‘smeared’ by filtering and the integration
procedures inherent in the receiver. If
now the rms delay spread is very much
smaller than the bit length, then the
receiver does not ‘notice’ the time dis-
persion of the channel, and we can de-
scribe the channel as ‘flat fading’, the
way we did in the previous section. If
this condition is not fulfilled, however,
then the time dispersion leads to inter-
symbol interference, and thus to errors
that cannot be eliminated by increasing
transmitter power. These errors are thus
called ‘irreducible errors’, although this
name must not be misinterpreted – they
can actually be reduced by equalizers or
diversity. The BER associated with these
errors is called ‘error floor’.

The time dispersion of the channel also
makes the synchronization much more
difficult. In FDMA systems, the usual
way to synchronize a receiver is to per-
form an eye-pattern analysis, and put the
sampling time at the time instant where
the eye has its widest opening. Changes
in the optimum sampling time are moni-
tored and adjusted by a control loop with
a rather low bandwidth (on the order of
the Doppler frequency, say, 100 Hz or
less). However, this type of synchroniza-
tion is both difficult and inefficient in
TDMA systems with preambles. The
design of the S-field in DECT rather
suggests a different approach, which
works in three steps:

(i) The ‘power up’ ramp for the rele-
vant slot tells the receiver very
roughly (within several bits) that a
new timeslot is about to start.

(ii) The sampling time is determined
from the preamble (i.e. the first 16
bits of the S-field). The preamble
consists of alternating +1/-1 infor-
mation bits. This means that the
received phase difference has the
shapes depicted in Figure 3. The
sampling time is then put into the
middle between two zero-crossings
of the received phase difference.

(iii) The word (or packet) synchroniza-
tion is done with the help of the
packet synchronization word, i.e.
bits 17–32 of the S-field. Due to
the group delay in a time-dispersive
channel, the received sequence can
be shifted effectively by one bit for-
ward or backward (as compared to a
flat-fading channel). By comparing
the (known) packet synchronization
word with the received sequence, we
can detect such a shift, and adjust
the receiver timing appropriately.

Actually, the synchronization procedure
described above is not optimum. Im-
provements have been proposed by us
[8]; the additional gain in BER is up to a
factor of 4. It is important to note that
this burst-by-burst synchronization (also
called ‘adaptive sampling’ or ‘training-
sequence-based determination of the
sampling time’) differs fundamentally
from the pure eye-pattern analysis men-
tioned above. Eye-pattern analysis is a
type of ‘blind’ synchronization, i.e. can
be used when we have no known
sequence in our frame structure. It is thus
more general, but gives worse results.
For DECT, however, the knowledge of
the S-field should be used to improve
performance.
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For GMSK without any receiver filter-
ing, the error floor obtained with (opti-
mum) adaptive sampling is K • (S/T)2,
where K is about 10-3. Any receiver
filtering increases K: for BrT = 0.625,
K is about 0.05. Figure 4 shows the error
floor for various filter widths. This is
also an important design parameter for
DECT systems: we have seen above that
a small receiver bandwidth decreases the
effects of noise and adjacent channel
interference, while it has little influence
in the co-channel interference perfor-
mance. Now we see that it increases the
effects of the channel time dispersion.
For various environments, different
receiver bandwidths will be optimum.
This suggests the implementation of vari-
ous filters in the receiver, with the possi-
bility to (automatically) choose the opti-
mum. Of course, such a strategy is only
feasible if the filters are implemented
digitally.

In a first approximation, errors due to
noise, CCI and time dispersion are in-
dependent and their associated BERs can
be simply added to give the total BER.
This is not strictly true, because the
group delay distortions (i.e. what causes
ISI-induced errors) are strongest in the
fading dips, where also the noise has its
strongest effect. However, these are al-
ready rather fine points that need not be
considered in a first system design.

5  Diversity

DECT demands a BER of 10-3 without
channel coding in order to give accept-
able speech quality. As we have seen, the
noise-induced BER is about 1/SNR in a
Rayleigh-fading environment, so that the
average SNIR must be better than 30 dB
in order to fulfil this requirement on the
average. Furthermore, the indoor en-
vironment is often stationary: when a
user is sitting in a fading dip (i.e. a point
of low received signal strength), he will
not move out of it for the duration of the
whole conversation. These problems can
be greatly reduced by the application of
diversity. Usually, DECT systems have
two antennas at the base station, and we
select the signal of one of them or com-
bine them. Furthermore, we can also
have two antennas at the mobile terminal.
In the following, we will first consider
the uplink, with one antenna at the
mobile and two antennas at the base
station. Another configuration will be
treated later.

The simplest approach to using the
signals from antenna branches A and B
is the so-called switching diversity.
When the transmission starts, we always
use branch A. If the transmission quality
achieved with that branch is not accep-
table (i.e. either the received signal
strength is too low, or the CRC check in
the A-field tells us that we have a too
large BER), then we use antenna B for
the reception of the next timeslot. If the
reception quality achieved with that
antenna is also insufficient, we switch
back to branch A, and so on. The ad-
vantage of this approach is that we need
only one additional antenna and one
switch compared to the no-diversity case.
This is offset, however, by two serious
drawbacks: first, we do not use con-
sistently the ‘better’ signal: if, for ex-
ample, both antennas give insufficient
transmission quality, then we might be
switching back and forth between a bad
and an even worse signal. This also
makes the definition of the threshold
(what is ‘sufficient transmission qual-
ity’?) difficult. If the threshold is too
high, then we are constantly switching
back and forth; if it is too low, then we
accept signals that sound rather bad to
the user. The second drawback of the
switching diversity is associated with the
inherent time delay. The switching be-
comes effective only 10 ms after the
measurement. In the meantime, the user
may have moved so much that the signal
from the branch that was formerly bad is
now good, and vice versa.

A more involved approach is selection
diversity. In this case, we monitor the
quality of the signals from both diversity
branches, either the received signal
strength, or the BER, and choose the
branch that gives the better results.
This avoids all problems with defining a
threshold, and it also becomes possible
to do ‘instantaneous switching’. The
drawback of this method is that we need
more hardware. For RSSI-driven diver-
sity (received-signal-strength-indicator),
we additionally need (compared to the
switched-diversity case) two sensors for
the instantaneous power. For BER-driven
diversity, we need additionally a com-
plete receiver (we have to receive and
demodulate the signals from both
branches). Finally, we could also com-
bine the signals from the two branches
(not just select from them). However,
this approach gives little improvement
over the selection diversity.

An additional requirement for the diver-
sity to work properly is that the signals at
the two antenna branches are uncorre-
lated. If the signals are impinging upon
the base station from all directions, this
is not a big problem: we just require that
the antennas are spaced a fraction of a
wavelength, e.g. 4 cm – this can easily
be done in a base station. If, however,
the directions-of-arrival (DOAs) of the
incoming waves are all concentrated
within a small range, then the necessary
distance between the antennas increases
tremendously. Such concentrated DOAs
usually occur only if the base station is
situated above the rooftops – a situation
that does not occur in the usual cordless
applications, but which might become
relevant for WLL links.

Up to now, we have only considered
the uplink, but of course we need good
speech quality also on the downlink. If
we have only one antenna on the mobile
terminal, then we must use the base
station antennas in such a way that the
transmission quality for the downlink is
enhanced. This is facilitated by the fact
that up- and downlink are on the same
frequency. In a stationary environment,
we can therefore say that if it is better to
use the signal from antenna A in the up-
link, it is also better to transmit from
antenna A in the downlink (reciprocity
theorem). Note that this is not true in
GSM, because it uses frequency division
duplexing, so that the channels for uplink
and downlink are in principle always dif-
ferent. Problems for the branch selection
in DECT can only occur if the channel
changes strongly within 5 ms, the time
between the uplink and downlink trans-
missions. Such a quick change in the
channel can for instance occur in the case
of fast-moving scatterers (cars passing
by) – the mobile terminal is assumed to
be slow-moving anyway. An alternative
would be to install two antennas also at
the mobile terminal. As mentioned
above, the antennas have to be spaced
only a few centimetres apart, and even if
the distance is smaller, inherent pattern
diversity usually leads to good decorrela-
tion of the received signals.

Using diversity considerably improves
the performance in noisy or interference-
limited environments. The required SNR
(for 10-3 BER) is decreased by some
10 dB, depending on the exact diversity
scheme, if two branches are used.
Adding a third branch, however, de-
creases the required SNR only by an
additional 3 dB. This is why only two
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diversity branches are used in most
equipment. Diversity also decreases the
effects of time dispersion, see Figure 5
(note that these are theoretical error
probabilities under ‘ideal’ circumstances;
measured BERs in actual systems are
somewhat higher). However, the toler-
able delay spread is still limited; even in
the best implementations, it must remain
below about 300–400 ns. For environ-
ments with larger time dispersion, al-
ternative methods are required, namely
equalizers, which will be treated in the
next section.

6  Equalizers

The DECT specifications do not foresee
an equalizer, because its implementation
was deemed to be too expensive at the
time the specifications were written.
However, for some new applications,
delay spreads of 500 ns or larger occur,
which cannot be dealt with by ‘normal’
receivers even when diversity is applied.
Thus, an equalizer is required. Since no
equalizer was foreseen in the standard,
one might think that a ‘blind’ equaliza-
tion (adjusting the equalizer coefficients
without knowledge of either the channel
or the data) is required. Fortunately,
however, we can use the simpler and
more efficient ‘training-sequence-based’
equalization by employing the (known)
S-field as a training sequence. There is
even a subsequence in the S-field (bits
17–27) that has very good autocorrela-
tion properties (the sidelobes have only
height 2). This sequence can thus be used
for measuring the impulse response of
the channel, and for the training of the
equalizer.

Essentially, two types of equalizer have
been proposed for DECT: Viterbi
equalizers [10] [11] [12], and DFEs
(decision feedback equalizers) [13]. In
a Viterbi equalizer, we first measure the
impulse response of the channel. We
then determine for each possible input
sequence what the output from this
channel would be. When the data are
received, we analyze what data sequence
has been most probably sent. One im-
portant parameter for such an equalizer
is the so-called ‘constraint length’, i.e.
the anticipated length of the impulse
response of the channel. If we anticipate
long impulse responses, then the equal-
izer becomes very complex. On the other
hand, if the anticipated length is shorter
than the actual length of the impulse
response, then the results will become

inaccurate. Up to now, only very short
constraint lengths have been proposed
(two-state Viterbi equalizers), which
were shown by simulations to handle
delay spreads up to about 500 ns.

In a DFE, we have essentially a (non-lin-
ear) filter, i.e. a tapped delay line with a
feedback section. The filter coefficients
are adjusted in such a way that during the
training phase, the mean squared error
between (known) training sequence and
the actual received sequence is mini-
mized. Also in this equalizer, we have a
trade-off between complexity and per-
formance. One implementation proposed
in [13] is a DFE with 3 taps in the feed
forward and 2 taps in the feed backward
section; its performance (simulated) is
shown in Figure 6.

Equalizers have a twofold beneficial
effect in time-dispersive channels. The
equalizer does away with the error floor,
indeed. On the other hand, they also
reduce the noise-induced errors in such
environments. Some time dispersion in
the channel will actually lower the BER
as compared to the non-dispersive case.
This is due to the fact that the time dis-
persion provides inherent time diversity,
which can be used to combat fading.
Echoes that arrive at the receiver at dif-
ferent times suffer from different fading:

49Telektronikk 2.1998

A
ve

ra
ge

 B
E

R

.01 0.1 1

Normalized delay spread S/T

10-2

10-3

10-4

10-5

10-6

10-7

10-8

10-9

no diversity

RSSI-d
riv

en
 d

ive
rs

ity

BER-d
riv

en
 d

ive
rs

ity
Figure 5  Reduction of error floor by

diversity (from Ref. [9])

B
it 

er
ro

r 
pr

ob
ab

ili
ty

 -
 B

E
R

0

Signal-to-noise ratio dB

1

10-1

10-2

10-3

10-4

10-5

10-6

S/Tbit=0 (flat fading)
S/Tbit=0.1 without equalizer
S/Tbit=0.1 with (3,2) DFE
S/Tbit=0.2 without equalizer
S/Tbit=0.2 with (3,2) DFE

non - fading

10 20 30 40 50

Figure 6  BER as a function of the SNR for a (3,2) DFE for various delay
spreads. From [7]



it is very improbable that the receiver is
in a fading dip with respect to all the dif-
ferent paths from transmitter to receiver.
Thus, the high error probabilities in the
fading dips are eliminated. This is also
reflected in Figure 6. As the time disper-
sion increases, the performance with the
equalizer becomes more similar to the
performance of ‘non-fading’.

7  The competition: PHS

While the DECT has found wide accep-
tance in many countries, Japan has de-
vised its own rival standard, which also
has achieved considerable success. This
standard is called PHS (Personal Handy-
phone System), and is mostly identical to
DECT in its system design. It is also an
FDMA/TDMA/TDD system, and uses
32 kbit/s ADPCM without error correc-
tion. However, there are some important
differences in the radio link: the modula-
tion format is π/4-DQPSK, so that two
bits are sent with each symbol. The pulse
shapes used are pulses with a square-root
raised-cosine spectrum with α = 0.5.
There are only eight timeslots (four
users) per carrier frequency. The radio
channels are only 300 kHz wide, the bit
rate is 384 kbit/s.

The change in the modulation format
also leads to important changes in the
performance of the radio link. The sensi-
tivity of π/4-DQPSK to noise in a
Rayleigh-fading channel is about the
same as for GMSK for the same Eb/No.
For co-channel interference, π/4-DQPSK
performs worse by about 3 dB. The bit
error rate due to time dispersion of the
mobile radio channel is about 0.5
(S/Tsymbol)2. With the data rates used in

PHS, this implies that a delay spread of
230 ns is admissible. This is quite similar
to the values that occur for the DECT
system; there, we had between 120 ns
(measured in a suboptimum system) and
250 ns (computed for an optimum sys-
tem). At first glance, this similarity is
astonishing: PHS uses a symbol duration
that is larger by a factor 6 than in DECT,
so that we would expect a much smaller
sensitivity to time dispersion. However,
it can be shown that π/4-DQPSK has an
inherently larger susceptibility to time
dispersion errors, because adaptive sam-
pling does not reduce ISI-errors as
strongly as it does in GMSK [14].

The major advantage of PHS is the large
spectral efficiency. While DECT can put
120 users into 20 MHz, PHS has 300
users in 23 MHz. This is caused mainly
by the fact that PHS uses a four-level
modulation format, which has inherently
higher spectral efficiency. On the other
hand, the higher sensitivity to co-channel
interference requires a larger separation
between base stations; this reduces the
capacity (compared to DECT) by a factor
that lies between 1.4 and 2, so that from a
pure ‘radio link’ point of view, the
capacity of a DECT system should be
very similar to that of a PHS system. Fur-
thermore, DECT has some capacity
advantages due to various system aspects,
like handovers.

In Japan, the 77 frequency channels have
been divided into the 37 lower channels
that are used for home and office use (i.e.
real cordless and PBX applications) and
the 40 upper channels, which are used for
a low-mobility PCS system. This system
has been very successful in Japan; it
already has several million users. On

the other hand, this system has also
shown the enormous investments that are
necessary to build up such a system:
the metropolitan area of Tokyo is now
covered by several hundred thousand
base stations. We finally note that in the
USA, there is the so-called PWT system
that combines the system specifications
of DECT (including multiple-access
specifications) with the π/4-DQPSK
modulation format; this results in a per-
formance that is very similar to DECT.

In any case, the competition between
DECT and PHS will probably not be
decided in the technical sector, but by
regulatory and marketing aspects. Will
the Europeans be ready to provide the
spectrum from 1900–1920 MHz for a
system competing with DECT, and will
the Japanese provide the spectrum from
1880–1900 MHz?

8  Testing the radio link:
the testbed of TU Wien

While most research into the radio link
performance of DECT is done by simu-
lations on the computer, there is no sub-
stitute for real measurements. The perfor-
mance of hardware can be best assessed
in a testbed, where certain prescribed test
procedures can be done under controlled
circumstances. At the TU Wien we
designed and built such a testbed for the
evaluation of the DECT standard’s physi-
cal and medium access layer specifica-
tions and to find the limitations of the
DECT link for indoor and outdoor appli-
cations especially in dispersive radio
channels.

The first generation of the testbed imple-
mented the TDMA and FDMA structure
of DECT, and was restricted to a simplex
link [15]. The basic arrangement of the
testbed is shown in Figure 7. It consists
of a single direction DECT RF-link, set
up by one desired transmitter (TX1), one
interfering transmitter (TX2), the re-
ceiver (DRX), and an indoor channel
simulator (CAN). The return link is
established by a wired low data rate
signalization connection from the re-
ceiver via a controlling personal com-
puter (DTC) back to the desired trans-
mitter (TX1). Transmitted data, received
data and timing as well as synchroniza-
tion information is transported by a high
data rate connection to the error counter
(ERC), which calculates the bit error as
well as the synchronization error rate.
The latter one gives the rate of slots

50 Telektronikk 2.1998

Transmission format FDM/TDD/TDMA

Frequency band 1895 – 1918 MHz

Number of frequency channels 77

Number of users per frequency channel 4

Channel spacing 300 kHz

Frame length (8 slots) 5 ms

Data rate 384 kbit/s

Modulation method π/4-DQPSK, square-root raised-cosine
with α = 0.5

Peak mobile transmitter power 80 mW

Table 2  Important parameters of the PHS standard



which were missed because the receiver
could not synchronize. These basic build-
ing blocks of the testbed are completed
by extensive diagnostics and measure-
ment hardware, which give full hardware
and system transparency.

The receiver is an incoherent direct con-
version receiver (see section 9). Gain and
frequency control may be operated with
different algorithms and any combination
of internal/external frame, slot, or bit
synchronization may be chosen for
advanced performance diagnostics.
The internal bit synchronization of the
receiver uses the algorithm presented in
section 4.

The second generation of the testbed
currently completed focuses on exten-
sions which may be added to the DECT
standard in the future. It also has even
more thorough diagnostic possibilities:
not only does it record the number of
errors which occurred, but the complete
received signal in its complex baseband
representation (to the computer hard-
disk). This gives the opportunity to apply
off-line postprocessing to the recorded
data. To study the effect of variable
antenna patterns we implemented a
switched beam antenna with a Butler
matrix, which allows us to select one
of eight antenna beams for transmission
and reception at the base station and so to
investigate the feasibility and usefulness
of switched beam antennas in future
DECT systems.

9  Receiver hardware

When looking at cordless communica-
tions equipment today, we find mainly
two competing transceiver architectures.
Heterodyne transceivers have been well
established for a long time, but need
quite a number of expensive and hardly
integrateable RF- and IF-components.
Direct conversion architectures, although
known in theory for a long time, are rela-
tively new in real implementations but

Figure 7  The DECT testbed
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show a high potential for integration and
are thus relevant candidates for the
implementation of DECT phones [16].

9.1  Heterodyne architecture

The principle of a heterodyne DECT
transceiver with a single IF is well
known (Figure 8). The receiver RF part
consists of a discrete high performance
image rejection filter followed by a
preamplifier and a simple receiver IF
mixer. The receiver IF part operates at an
IF of e.g. 110 MHz and consists of a dis-
crete, high performance IF filter followed
by an IF amplifier and a discriminator
demodulator. The IF filter is one of the
most intricate points in performance and
costs in the heterodyne transceiver solu-
tion. Taking advantage of the constant
envelope of GMSK, the IF amplifier is a
non-linear limiter amplifier without gain
control.

The transmitter IF part consists of an FM
modulator on IF level which is controlled
by the Gaussian filtered transmit data
followed by an IF amplifier and a simple
IF low-pass for IF harmonics suppres-
sion. The transmitter RF part is built
from a simple IF mixer, a discrete, high-
performance image rejection filter, a
power efficient class C medium power
amplifier and a harmonics-low-pass. The
synthesizer consists of a voltage con-
trolled oscillator, a dual modulus pre-
scaler and low frequency synthesizer
components.
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Figure 8  Heterodyne architecture



9.2  Direct conversion
architecture

Figure 9 shows a direct conversion re-
ceiver, where the signal is transformed
from baseband to RF and vice versa in a
single step without using an intermediate
frequency. Here, image frequencies do
not appear.

The RF-part of a direct conversion re-
ceiver consists of a simple and cheap pre-
filter for noise and interference reduction
followed by a low-distortion preamplifier
with switchable gain to reduce the
dynamic range. The down-conversion
from RF to baseband has to be performed
in a more complex quadrature down-con-
verter. This quadrature converter supplies
in-phase and quadrature components of
the received signal in baseband.

The receiver baseband part performs
channel filtering, level control and A/D
conversion by baseband signal process-
ing followed by digital demodulation. To
accomplish all these tasks, which were
shared between the RF and IF parts in the
heterodyne architecture, baseband signal
processing can be done in two ways.

The first possibility is to filter the com-
plex baseband signal by two analogue
low-pass filters for channel selection,
then to amplify the signals in a variable
gain amplifier with accurate gain control,
so that the dynamic range is highly re-
duced. Finally, A/D conversion is per-

formed by a low resolution ADC. As
a second possibility the signal can be
filtered and level adjusted only coarsely
by a low-order filter and a simple gain
control, which means that both channel
selection and gain control have to be
done in the digital domain. Thus, a high-
resolution ADC must be used for A/D-
conversion, and channel filtering is done
digitally.

The transmitter baseband-part converts
the transmit data stream into complex
symbols and performs the shaping of in-
phase and quadrature component of the
GMSK signal. The transmitter RF-part
shifts the complex baseband signals in a
quadrature up-converter to RF. Amplifi-
cation is again performed in a power
efficient class C medium power amplifier
and a subsequent low-pass removes car-
rier harmonics. The synthesizer is equal
to that in the heterodyne solution.

9.3  Comparison

Both architectures are well suited for
DECT transceivers. The differences
occur mainly in the receivers, and both
impose different challenges for imple-
mentation.

Filtering by passive elements with high
dynamic range makes the heterodyne
receiver uncritical in intermodulation and
noise performance. The limiter-amplifier
in the IF part and the discriminator-

demodulator are simple and low-power
solutions and avoid the necessity for an
automatic gain control (AGC) by their
inherent high dynamic range. The FM
modulator in the heterodyne transmitter
supports a GFSK signal with a naturally
low accuracy of modulation index, but
matches quite well to the heterodyne dis-
criminator demodulator. Due to the in-
accuracy in modulation index and the
non-linear limiting, equalization of delay
spread is not possible with the limiter
discriminator receiver.

A well known critical point of the RF-
part in direct conversion receivers is DC-
blocking due to second order non-lineari-
ties in the quadrature down-converter at
reception of strong signals and self-
reception of the local oscillator. This can
be removed by AC coupling with care-
fully selected timing constants. In the
receiver baseband part, the direct conver-
sion principle requires linear signal pro-
cessing from the output of the quadrature
down-converter to the demodulator. The
accuracy of the automatic gain control
can be traded against the resolution of the
following A/D converter, both requiring
power consuming circuitry.

We have seen that the major drawback of
the heterodyne solution is that it uses a
number of discrete high-performance
filters, which cannot be integrated and
make up for a considerable part of the
costs of a DECT telephone. The direct
conversion DECT transceiver completely
avoids costly discrete elements by mov-
ing signal processing mainly to the base-
band, but also to more complex but inte-
grateable RF circuitry. So far, companies
seem to have chosen the low-risk-tech-
nology heterodyne handset with its inher-
ently higher production costs. If they
choose a direct conversion solution, it
will need a higher development effort,
but will eventually yield a very low-cost
consumer-electronic product.

10  Conclusion

DECT has been designed as a low-cost
system which has important conse-
quences for the radio link. Due to the
absence of channel coding, the bit error
rate in the channel must be quite low, i.e.
10-3. This requires high signal-to-noise
ratio, low co-channel interference, and
low time dispersion. This last condition
is aggravated by the fact that no equalizer
is foreseen and that DECT is a high-data-
rate system. However, diversity is widely
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Figure 9  Direct conversion architecture
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and successfully applied to improve BER
and tolerance to time dispersion. For
most PCS and WLL applications, equal-
ization will be necessary to obtain satis-
factory performance, but co-existence of
hand-helds with or without equalizers is
no problem.

On the other hand, the very simplicity of
the DECT system allows a straightfor-
ward and therefore cheap construction of
the hardware. Tolerances in the standard
are not very tight, which allows the use
of cheap components and even single-
chip implementations of complete hand-
sets. These low production costs have
been the prerequisite for the phenomenal
growth of the DECT market, and allow
to anticipate an even brighter future.
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1  Introduction

Personal and mobile communications
systems have experienced an overwhelm-
ing increase in number of users in the

recent years. With an increasing number
of users and also additional services like
data services being introduced there is a
growing need for capacity.

Capacity can be increased by higher
spectrum efficiency or an extended fre-
quency band. Since the frequency band
allocated to personal communications
systems is limited, a number of tech-
niques is being developed to achieve
higher spectrum efficiency. In a cellular
system the radio communication is be-
tween the user and a base station which
provides radio coverage within a certain
area, which is called a cell. In this case
the capacity is limited by the cell density,
the frequency reuse distance and the
number of users which can be served
simultaneously by each base station.

The traditional ways of separating users
communicating with one base station is
by frequency, FDMA – Frequency Di-
vision Multiple Access; by time, TDMA
– Time Division Multiple Access; or by
code, CDMA – Code Division Multiple
Access. Traditional base station antennas
are omnidirectional or sectored, but this
is a ‘waste’ of power because most of it
will be transmitted in other directions
than towards the user. In addition, the
power radiated in other directions will be
experienced as interference by other
users. Figure 1 illustrates the concept of a
cell and multiple users communicating
with one base station.

Spectrum efficiency can be increased by
using smaller cells, so-called microcells,
or by using frequency hopping, a tech-
nique which disperses interference. All
these techniques are used in current digi-
tal mobile communications systems (eg.
GSM) and will be employed also in
future systems. However, in addition to
these, the most promising technique is
smart or adaptive antennas. This tech-
nique adds a new way of separating users
on one base station, namely by space,
SDMA – Space Division Multiple
Access. An additional capacity gain is
achieved by reduced interference levels,
making lower frequency reuse distances
possible. This will be explained further in
chapter 4.

The idea of smart antennas is to use
adaptive, directional antennas at the base
station. By directing the antenna beam
towards the communication partner only,
more users can be assigned to the same
base station. In this way, a much more
efficient usage of the power and the spec-
trum is achieved, than in the traditional
case of omnidirectional or fixed beam
antennas. Figure 2 illustrates the concept
of SDMA with multiple users communi-
cating with a base station employing

Smart antennas
– The answer to the demand for higher spectrum 
efficiency in personal communications systems

M A G N E  P E T T E R S E N  A N D  P E R  H J A L M A R  L E H N E
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Figure 1  Multiple users communicating
with one base station; users separated by
frequency, time or code

Figure 2  Base station employing smart
antennas; users separated by direction
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smart antennas. In this case the users can
use the same physical radio communica-
tion channel simultaneously if they are
sufficiently separated by direction. As
will be clear in chapter 2, SDMA is the
final step in a development towards
increasingly ‘smarter’ antennas.

In the last couple of years there has been
large activity in the field of smart anten-
nas for mobile and personal communica-
tions. So why is the interest appearing
now, and not five or ten years ago? The
answer probably lies with the fact that
until now there has not been much reason
to worry about spectrum efficiency. Also,
if a base station is to track a large number
of users simultaneously, the computa-
tional cost will be large, making power-
ful, expensive signal processors neces-
sary. Only recently have such processors
reached a reasonably low cost.

Smart antennas have a number of ad-
vantages over traditional omnidirectional
or sectored base station antennas in addi-
tion to increased capacity, including
increased range, higher level of security
and possibility for new services. This will
be discussed in more detail in chapter 4.

Although this article focuses on smart
antennas for land based mobile commu-
nications, one should keep in mind that
the technology can and will be exploited
also for other types of radio systems.

2  Basic principles

What do we mean by the term ‘smart
antenna’? The theory behind smart an-
tennas is not new. The technique has for
many years been used in electronic war-
fare (EWF) as a countermeasure to elec-
tronic jamming. In military radar systems
similar techniques were used as early as
World War II. There is in principle a
number of ways in which an adaptively
adjustable antenna beam can be gene-
rated, for instance by mechanically
steered antennas. However, the technique
almost exclusively suggested for land
based mobile and personal communica-
tions systems is arrays, or group an-
tennas, giving directivity. This tech-
nology will be explained in some detail
in chapter 3.

The main philosophy is that interferers
rarely have the same geographical loca-
tion as the user. By maximising the
antenna gain in the wanted direction and
simultaneously placing radiation pattern
minima in the directions of the inter-
ferers, the quality of the communication
link can be significantly improved. In
personal and mobile communications, the
interferers are other users than the user
being addressed.

2.1  The concept of a 
‘smart’ antenna

Several different definitions for smart
antennas are used in the literature. One

useful and consistent definition can be
that the difference between a smart/adap-
tive antenna and a ‘dumb’/fixed antenna
is the property of having a steerable and
fixed lobe-pattern, respectively. This is
the definition to be used in this article.
Figure 3 illustrates the concept of a smart
antenna. Normally, the term ‘antenna’
comprises only the mechanical construc-
tion transforming free electromagnetic
(EM) waves into radio frequency (RF)
signals travelling on a shielded cable and
vice versa. We may call it the radiating
element. In the context of smart an-
tennas, the term ‘antenna’ has an ex-
tended meaning. It consists of the radiat-
ing element and a control unit. We can
denote the control unit the smart an-
tenna’s intelligence and it is illustrated in
Figure 3 by the ‘brain’, normally realised
using a digital signal processor (DSP).
The processor controls feeder parameters
of the antenna, based on several inputs,
in order to optimise the communications
link. The optimisation criteria can differ
as will be explained in the next section.
This shows that smart antennas are more
than just the ‘antenna’, but rather a com-
plete transceiver concept.

2.2  Levels of intelligence

Based on the definition above, one can de-
fine ‘levels of intelligence’. These are de-
scribed below and illustrated in Figure 4.

• Switched lobe
This is the simplest level of intelli-
gence, and comprises only a basic

"Intelligence"

Control

RF in/out

To/from radio
sub system

Steerable lobe

Figure 3  Principle of a smart antenna
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switching function between separate
directive antennas. The antenna lobe is
chosen which has its angle of direction
closest to the direction towards the
user. Because of the higher directivity
compared to a conventional antenna,
some gain is achieved. Such an
antenna will be easier to implement in
existing cell-structures than the more
sophisticated adaptive arrays, but it
gives a limited improvement.

• Dynamically phased array
By including a direction of arrival
(DOA) algorithm for the signal re-
ceived from the user, a continuous
tracking can be achieved. The an-
tenna’s main lobe is directed towards
the user, and thus the signal level is
maximised.

• Adaptive antenna
In addition to a DOA algorithm, if
algorithms for determining the direc-
tion towards interference sources (e.g.
other users) are added, the radiation
pattern can be adjusted to null out the
interferers. In addition, by using
special algorithms and space diversity
techniques, the radiation pattern can be
adapted to receive multipath signals
which can be combined. These tech-
niques will maximise the signal-to-
interference-and-noise ratio (SINR). A

complementary gain is achieved in the
downlink direction by using the same
radiation pattern as found for recep-
tion. This requires that the radio chan-
nel does not change very rapidly. A
more comprehensive description of the
technology used is found in chapter 3.

Conventional mobile systems usually
employ some sort of antenna diversity
(e.g. space or polarisation diversity).
Adaptive antennas can be regarded as an
extended diversity scheme, using more
than two diversity antennas. In this con-
text, phased arrays will have a greater
gain potential than switched lobe anten-
nas because all elements can be used for
diversity combining [1] [2].

2.3  An evolutionary path for
smart antennas

All the described levels of intelligence in
the previous section are technologically
feasible today. However, in the domain
of personal and mobile communications,
an evolution can be foreseen in the utili-
sation of smart antennas towards gradu-
ally more advanced solutions. The evolu-
tion can be divided into three phases [3]:

1. Smart antennas are used on uplink
only. (Uplink means that the user is

transmitting and the base station is
receiving.) By using a smart antenna to
increase the gain at the base station,
both the sensitivity and range are in-
creased. This concept is called High
Sensitivity Receiver (HSR) and is in
principle not different from the diver-
sity techniques implemented in today’s
mobile communications systems.

2. In the second phase, directed antenna
beams are used in the downlink (base
station transmitting and user receiving)
direction in addition to HSR. In this
way, the antenna gain is increased both
on uplink and downlink, which implies
a spatial filtering in both directions.
Frequencies can be more closely re-
used, thus the system capacity in-
creases. The method is called Spatial
Filtering for Interference Reduction
(SFIR). It is possible to introduce this
in second generation systems, like for
example GSM.

3. The last stage in the development will
be full Space Division Multiple Access
(SDMA). This implies that more than
one user can be allocated to the same
physical channel simultaneously in the
same cell, only divided by direction.
In a TDMA system, two users will be
allocated the same time slot and carrier
frequency at the same time and in the

Switched lobe Dynamically phased array Adaptive antenna

Signal

Interference

Figure 4  Levels of intelligence



57Telektronikk 2.1998

same cell. In phase 2, the capacity is
increased due to tighter frequency
reuse. In phase 3, an additional in-
crease in capacity is achieved locally
per base station. Introducing SDMA in
second generation TDMA systems will
be difficult, but it will be a natural
component in third generation systems,
like UMTS.

The ‘levels of intelligence’ in the pre-
vious subsection describes the level of
technological development, while the
steps described here can be regarded as
part of a system evolution.

3  Technology for 
Smart Antennas

This chapter explains some of the under-
lying technology employed in order to
implement smart antennas. The treatment
given here is far from complete, but
should give an impression of the basic
ideas. The technology is based on array
antennas where the radiation pattern is
adjusted by altering the amplitude and
relative phase on the different array ele-
ments. Even though the reception and
transmission parts are integrated, and
much of the same hardware normally
will be used, they will be explained sepa-
rately. This is because conceptually the
uplink and downlink are quite different
in terms of smart antennas.

3.1  Reception (uplink)

Figure 5 shows schematically the imple-
mentation of the reception part of a smart
antenna. The antenna array contains N
elements. The N signals are being com-
bined into one signal, which is the input
to the rest of the receiver (channel de-
coding, etc.).

As Figure 5 shows, the smart antenna
reception part consists of four units. In

addition to the antenna itself it contains a
radio unit, a lobe forming unit and a
signal processing unit [4].

The array will normally have less than 10
elements in order to avoid too high com-
plexity of the signal processing. The ele-
ments could be positioned linearly (linear
array) if a sector is to be covered or in a
circle (circular array) if symmetrical cov-
erage around the base station is desired.
Often, each of the array elements will
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Figure 5  Smart antennas, reception part
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consist of a number of antenna elements
separated vertically which are combined
passively to achieve a narrower vertical
lobe [5]. Each of the array elements will
more or less resemble a traditional base
station antenna. Figure 6 shows a circular
and a linear array, and also a linear array
with multiple antenna elements per array
element.

The radio unit consists of down conver-
sion chains and (complex) analogue to
digital conversion (A/D). There must be
N down conversion chains, one for each
of the array elements.

The signal processing unit will, based on
the received signal, calculate the com-
plex weights w1-wN with which the re-
ceived signal from each of the array ele-
ments is multiplied. These weights will
decide the antenna pattern in the uplink
direction. The weights can be optimised
from two main types of criteria; maxi-
misation of received signal from the de-
sired user (bullet 2 from sec. 2.2) or max-
imisation of the SINR by suppressing the
signal from interference sources (bullet 3
from sec. 2.2). In theory, with M antenna
elements one can ‘null out’ M-1 interfer-
ence sources, but due to multipath propa-
gation this number will normally be

lower. Figure 4 (chapter 2) shows a case
where the SINR is maximised by placing
nulls in the direction of the interference
sources.

The methods which maximise SINR do
in principle require knowledge of the
instantaneous channel response in both
time and space from both the desired user
and all the interference sources. Common
for all the methods which suppress inter-
ference is therefore that they require a
reference or training sequence, i.e. a
known bit sequence must be transmitted
periodically in order for the receiver to
be able to estimate the channel response.
This sequence should be unique for each
user.

In the lobe forming unit the actual
weighting of the received signal from
each of the array elements is performed.
In the most advanced case this unit will
be an integrated channel equaliser/smart
antenna. In this case N•D weights will be
required, where D is the number of sym-
bol periods (depth) in the channel equal-
iser. This is called a spatio-temporal
filter [6] [7], because it removes the un-
desired signal components and keeps the
desired ones both in time and space
domains.

When the lobe forming is performed dig-
itally (after A/D) the lobe forming
and signal processing units will normally
be integrated in the same unit, namely
the DSP. The separation in Figure 5 is
done to clarify the functionality. It is also
possible to perform the lobe forming in
hardware at radio frequency (RF) or
intermediate frequency (IF) [8].

3.2  Transmission (downlink)

The transmission part of the smart
antenna will be schematically very simi-
lar to the reception part. The transmission
part is shown in Figure 7. The transmis-
sion signal is split into N branches, each
being weighted by (complex) weights
z1-zN in the lobe forming unit. The
weights are calculated by the signal pro-
cessing unit. The weighting decides the
radiation pattern in the downlink direc-
tion. The radio unit consists of the up
conversion chains. In practise, some com-
ponents, like the antenna itself and the
DSP, will be the same as on reception.

The principle difference between uplink
and downlink is that since there will be
no smart antennas employed to the user
terminals (mobile stations), on downlink
there is no way of knowing the instan-
taneous channel response. One could
think that the weights calculated on
reception (w1-wN) would be optimal also
on transmission, but this will normally
not be the case. If time division duplex is
used (TDD, uplink and downlink trans-
mission separated in time), the uplink-
weights will be valid on downlink only if
the channel does not change during the
period from uplink to downlink trans-
mission, i.e. if the user is moving very
slowly. This can rarely be assumed in
general. If frequency division duplex is
used (FDD, uplink and downlink trans-
mission separated in frequency) the
weights will generally not be the same,
because of the channel response depen-
dency on frequency.

The technique most frequently suggested
to solve this problem is the estimation of
DOA (chapter 2). On uplink the DOA for
the desired user is estimated, i.e. the
direction from which the main part of the
user signal is received. This direction is
used in downlink transmission. This is
done by choosing the weights z1-zN so
that the radiation pattern is a lobe di-
rected towards the desired user, as illus-
trated for instance in Figure 2.
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Figure 7  Smart antenna, transmission part
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Figure 8  The uplink transmission experiences much angular spread due to multipath propagation. Downlink transmission based on
directing a single lobe in the direction of maximum reception (DOA) is not optimum in this case

The DOA can be estimated by a number
of well known algorithms, for instance
MUSIC, ESPRIT or COSSA [3].

3.3  Technical challenges and
critical factors

There are a number of technical chal-
lenges which must be overcome in order
for smart antennas to achieve their full
potential in mobile and personal commu-
nications. These include both modem
implementation aspects and network

aspects. The aspects mentioned in this
subsection are only some of the areas
where research is done to find proper
solutions.

The downlink is one of the major chal-
lenges. As described in the previous sub-
section the lack of knowledge about the
instantaneous channel response on down-
link can to some extent be compensated
for by estimating the DOA and transmit
in that direction. But this makes the
downlink performance very dependent

on the channel response behaviour in
space. If there is much multipath propa-
gation, so that the received signal has
much angular spread, directing a single
lobe in the direction of maximum recep-
tion is far from optimum in terms of
maximising signal power transferred to
the user. Interference suppression, to
maximise SINR, is also difficult on
downlink for the same reason.

In addition, when the channel is changing
rapidly, the optimum direction calculated
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on uplink may not be valid on downlink
transmission. Figure 8 illustrates the case
with much multipath propagation and
angular spread. Much attention is at the
moment given to this problem, and a lot
of effort is put into finding possible solu-
tions.

The linearity in reception and trans-
mission chains is another critical factor.
If the transfer functions for the up- and
down-converter chains are not perfectly
known the actual weights will be differ-
ent from the calculated ones, and the
antenna radiation pattern may change
significantly because of this. Since the
transfer functions of the up- and down-
converter chains are temperature depen-
dent and also may change with time,
frequent on-line calibration of the radio
units of the smart antennas is necessary
[8].

One of the network aspects deserving
renewed attention when smart antennas
are being introduced is connection set-
up. When the user initially establishes
contact with the base station, no angular
information is available and some means
for the base station to ‘find’ the user is
necessary. A possible solution is that the
base station scans the cell for new users
by continuously sweeping through the
cell with a ‘search’ beam. A similarly
critical point is handover. When the con-
nection is to be handed over to another
base station some means must be found
to provide the network with information
of which base station to switch to.
A possible solution is to use an external
system for positioning, for instance GPS.
Information of the location could enable
the network to make an ‘educated guess’
about which cell to hand the connection
over to. Another possibility is a sweeping
‘handover beam’ mapping the user signal
quality from different base stations [10].

Upon introduction of full SDMA (chap-
ter 2) there will be new demands on radio
resource allocation. For instance in a
TDMA system, each user must be allo-
cated not only a carrier frequency and a
time slot, but also an angle. When angu-
lar collisions occur for two users using
the same physical radio channel, one of
them must switch to another channel.
This must be done in a way so that the
connection is not broken. This indicates
that a system using SDMA must employ
some sort of dynamic channel allocation.
Figure 9 shows the occurrence of an
angular collision.

When using smart antennas a ‘spatial
isolation’ between the desired user and
interferers is achieved by directing the
antenna lobe in the direction of the de-
sired user [11]. However, if the inter-
ference source is much closer to the base
station than the desired user, the isolation
is lost and communication may break
down. This is similar to a ‘near-far-prob-
lem’ and indicates that some sort of
power control is necessary, so that the
transmit power from the user terminal is
adjusted according to the distance from
the base station.

4  Implications on
personal and mobile
communications

Introducing smart antenna technology
into personal and mobile communica-
tions is perhaps the most important new
technique to increase capacity in mobile
networks since the cellular technology
was introduced. It has impact on radio
performance and stretches several limits
beyond today’s feasibility level. In this
case, as in most others, there are also
drawbacks and cost factors. In addition,
it will have impact on radio planning.
Also, new demands are put on network
functionality. All of these aspects are dis-
cussed in this chapter.

4.1  Potential improvements

There are potentially great improvements
in using smart antennas in mobile com-

Base
Station

Figure 9  Angular collision

a)

b)

Figure 10  Reduced frequency reuse dis-
tance when employing smart antennas
can be attained by using smaller cell

clusters. a) Traditional 7-cell cluster as
used in e.g. GSM; b) Possible 3-cell
cluster when using smart antennas
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munications. They have a number of
advantages over traditional omnidirec-
tional or sectored base station antennas.
These include:

• Increased capacity. By transmitting
electromagnetic power only in the
direction of the communication part-
ner, the interference experienced by
other users will be reduced, the fre-
quencies can thus be reused more fre-
quently as Figure 10 shows an ex-
ample of, and capacity is increased.

• Increased range. Because the base
station antennas will be more directive
than traditional ones, the range will
increase if the same amount of power
is transmitted. This is useful in sparse-
ly populated areas where the base sta-
tions can be positioned further apart
because capacity is not dictating base
station deployment.

• New services. The spatial knowledge
of the position of the user makes new
services possible. These services can
for instance include emergency call
location or location specific billing.

• Security. It is more difficult to tap a
connection when smart antennas are
used. To successfully tap a connection
the intruder must be positioned in the
same direction from the base station as
the user.

• Reduced multipath propagation. When
a narrow antenna beam is used, the
effect of multipath propagation, due to
signal reflections, will be greatly re-
duced. This could ease the require-
ments on future modem design.

The most important of the advantages
mentioned above is increased capacity.
A capacity increase of 3 to 5 times is
foreseen for GSM and similar TDMA
systems [12]. For CDMA systems the
increase is expected to be even higher.
As described above, the reduced fre-
quency reuse distance will lead to in-
creased capacity. In future systems, the
introduction of SDMA will give an addi-
tional capacity gain, because more users
can communicate simultaneously via one
base station.

Because interference suppression is the
most important single factor increasing
capacity, let us give an example of the
potential. Given a system with N mutu-
ally interfering users and an adaptive
antenna with N + K antenna elements.
For each of the N users, it is then pos-
sible to eliminate N - 1 interference

sources and simultaneously exploit K + 1
multipath signal components [2].

4.2  Drawbacks and 
cost factors

There is always a price to pay. Increased
complexity leads to higher equipment
costs. Besides, smart antennas will not
be equally suitable in all geographic and
demographic scenarios. It is a question
whether the higher cost will be com-
pensated for by the gain in all scenarios.

One drawback is the physical size. To
obtain a reasonable gain, arrays of sev-
eral elements are used, having an element
spacing of 0.4 – 0.5 wavelengths [9]
[13]. (The wavelength for 900 MHz is
34 cm, while it is 17 cm for 1800 MHz.)
Thus, these are large antenna systems
and for 900 MHz the construction can be
impractically large. For example, with 10
elements spaced 0.5 wavelengths apart,
the total array width is 1.7 m on
900 MHz. Constraints on the size can
also be a deciding factor for the choice of
diversity technique (i.e. space vs. polari-
sation). Smart antenna systems are also
computationally intensive. In order to
take advantage of the potential benefits,
there is a need for powerful and rapid
numeric processors and control systems.
There is also a need for efficient algo-
rithms for real-time optimising and signal
tracking.

4.3  Radio planning

It is necessary to develop a new way of
thinking when it comes to choosing good
sites for base stations with smart antenna
systems. The current rule in placing base
stations along a highway, a railway line
and so on, is optimised on the basis of a
fixed radiation pattern. Angle dependent
access methods can, to a small degree,
only be exploited in this way. By putting
the base stations further away from the
road or line, the beam can be swept along
the coverage area. In this way, the spatial
dimension is much better exploited. This
is illustrated in Figure 11. New radio
access protocols are necessary to take
advantage of the new dimension in e.g.
connection set-up and handover.

4.4  Network aspects

Even though smart antennas basically is
a radio sub-system technology, it has
some implications on the networking

functions as discussed in chapter 3. In
connection set-up, the base station needs
some means to locate the user, and estab-
lishing directional information. Also
when handover is to be performed, the
network needs some positioning informa-
tion about the user in order to make the
right decision. This will require addi-
tional signalling information compared
to current methods.

4.5  What about GSM?

Smart antennas will be fully exploited in
third generation systems. However, parts
of the technology can be integrated in
current second generation systems like
GSM and DCS1800. It is possible to use
smart antennas in GSM without making
changes to any other components than
the Base Transceiver Station1 (BTS)
[14]. It is difficult to implement full
SDMA in GSM because it is not possible
to allocate more than one user per time-
slot and frequency per BTS.

In ongoing trials using DCS1800 (chap-
ter 5), smart antennas will only be used at
the BTS. Consequently, the gain is
highest on the uplink direction. The
SINR is expected to be raised by up to
30 dB! [6] Other sources [16] indicate an
improvement of 4 to 8 dB for downlink
and 14 dB for uplink. One of the conse-
quences of the improved signal quality
can be a capacity increase of 3 to 5 times.

5  Current situation

This chapter contains a brief overview of
the current situation in the area of smart
antennas with regards to ongoing re-
search and state-of-the-art.

5.1  Availability and 
state-of-the-art

As mentioned earlier, in addition to be-
coming an integral part of third genera-
tion mobile communications, smart
antenna technologies have the potential
to significantly improve the capacity in
second generation systems, like GSM/
DCS1800. Therefore, research is focused

1 In GSM, the base station subsystem
(BSS) is organised in a controller part
(BSC – base station controller) and the
radio part (BTS – Base Transceiver
Station). The BTS consists of one or
more transmitter-receiver units (TRX).
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on current systems as well as on future
systems, like UMTS.

Already, simple implementations of
smart antennas designed for DCS1800
are available commercially. These are
switched lobe solutions (similar to bullet
1, section 2.2), with a small number of

lobes and switching based on signal level
only [17] [18]. Most likely, many manu-
facturers are working on more advanced
smart antenna solutions for GSM and
DCS1800, but for reasons of competition
it is difficult to get information about this
kind of product development.

Apart from simple switched solutions,
the closest smart antennas have come to
implementation is testbeds which have
been demonstrated on a stand-alone
basis, and which are being implemented
in a running network at a later stage. The
European ACTS-project TSUNAMI
[8][11][15] has successfully demon-

Figure 11  Different radio planning principles must be employed when smart antennas are to be used. 
a) Conventional highway coverage technique; 

b) Possible method of highway coverage using smart antennas
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strated a testbed consisting of one base
station and two mobile stations [19]. The
testbed is based on DCS1800 technology,
and will be implemented into the DCS1800
network of Orange PCS in the UK.

Ericsson have reported impressive results
from a similar testbed [14], also based on
DCS1800 technology. This testbed is to
be implemented into the DCS1800 net-
work of Mannesmann Mobilfunk in Ger-
many.

5.2  Ongoing research

A lot of international research is being
done to develop smart antenna solutions.
The research ranges from algorithms for
DOA-estimation and channel characte-
risation, investigation of the implications
on network aspects like handover and
call-set-up, estimations of capacity and
range improvements to development of
hardware like antennas and receivers. In
addition to land based mobile communi-
cations there is also research focusing on
smart antennas for satellite communica-
tions.

A major drive in European research with-
in this area is the aforementioned
TSUNAMI-project, which has its main
focus on smart antennas for UMTS.
Some of the European institutions which
have published results are the Universi-
ties of Bristol and Bradford in the UK,
Aalborg University in Denmark, RWTH
Aachen in Germany and also the Royal
Institute of Technology in Sweden.

In the United States, the research on
smart antennas focuses on benefits for
CDMA-systems to a larger extent than is
the case for Europe. Some of the institu-
tions reporting results are Lucent Tech-
nologies and AT&T Labs Research,
Telecom Solutions Inc. (Virginia) in co-
operation with universities of Virginia
and Texas, MIT Lincoln Lab and Hughes
Network Systems and NASA.

In Asia, Kohno Laboratories of the
Yokohama National University, Mit-
subishi Electric Corporation and the Uni-
versity of Singapore, among others, have
reported results. However, the European,
American and Asian institutions men-
tioned above only make up a small per-
centage of the universities and companies
currently performing research within the
area of smart antennas.

6  Summary and
conclusions

The concept of smart or adaptive an-
tennas have the potential to significantly
improve the capacity in mobile and per-
sonal communications systems, almost
to the degree where it can be called a
revolution. Additional benefits include
increased range, new services, increased
level of security and protection against
multipath propagation.

The main idea of smart antennas is that
the base station antenna radiation pattern
is adjusted adaptively in such a way that
the antenna beam is directed towards the
desired user only, and nulls are directed
towards the interference sources. In this
way, one base station can separate users
on the same physical communication
channel by angle. This is achieved by
using array antennas on which the radia-
tion pattern can be adjusted by altering
the amplitude and relative phase on each
of the array elements.

Field trials have shown that smart an-
tennas do work. However, the full po-
tential of the technology remains yet to
be demonstrated. There is still a number
of technical challenges which must be
solved. In addition, there are some draw-
backs compared to current systems, like
larger antenna constellations and more
expensive hardware.

Smart antenna solutions will most likely
be an integral part of third generation
mobile communications systems, but less
powerful solutions can also be imple-
mented in second generation systems,
like GSM, to give a significant gain.
Smart antennas will influence most
aspects of the systems, also network
aspects and radio planning.

Few experts seem to doubt that smart
antennas will have a large impact on
future mobile and personal communica-
tions systems, and much research is cur-
rently taking place to find proper solu-
tions.
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Evil communications corrupt good
manners – I Corinthians 15:33.

A man by nothing is so well betrayed,
as by his manners – Edmund Spenser.

The use of mobile telephones in
various situations has become an
element in the definition of socially
appropriate/inappropriate behavior.
They are causing us to reconsider how
we construct our social worlds. Their
use demands a reevaluation of the
taken-for-granted assumptions of
everyday life. This paper examines
how people deal with inappropriate
mobile telephones use, particularly in
restaurants. The data, that is the talk,
was collected in focus groups and
through participation in electronic
discussions on Usenet. The partici-
pants from the focus groups included
50 persons – 34 men and 16 women.
Of the respondents, 30 reported ex-
perience with a mobile telephone while
the remaining 20 reported only limited
experience. The paper has also drawn
on Goffman’s notion of drama and
staging. From this basis it examines
the reasons that restaurants are partic-
ularly sensitive to the use of mobile
telephones. There is a discussion of,
among other things, parallel front
stages and coerced eavesdropping.
Finally, there is a discussion of the
management strategies available
when ‘threatening’ situations arise.

1  Introduction

Not long ago I attended a church service
in my wife’s hometown, a small village
on the West Coast of Norway. The
church is a beautiful old stone building
that was built around the year 1000. The
inside of the building has white walls
with the remains of drawings from the
first part of the millennium. In addition,
there are beautiful pews and an altar that
reflect a long tradition of intricate wood-
working. I was sitting near the back of
the church not really listening to the
singsong of the preaching, only enjoying
the sunshine through the windows. I was
trying to take in the scene when sud-
denly, on the other side of the aisle I
heard the telltale peeping of a mobile
phone. The offender sprang out of the
pew in which he was sitting and rushed
out of the church. After exchanging
glances with several others sitting near
me, things settled down again and I
retreated back into my inner thoughts.

By now, most of us have been in a bus,
an elevator or a restaurant and have heard
or seen somebody talking on a mobile
telephone.1 In addition to the locations
mentioned above, I have seen, or ex-
perienced, people using mobile tele-
phones in places ranging from art
galleries to toilet stalls. In a 1937
Readers Digest article Smith noted that,
“There is no room in the house so private
that he (sic.) cannot crash it by tele-
phone” (Smith cited in Fischer 1992,
225). This lament now seems to have
been extended to the far corners of the
known world. These sightings show just
how widespread the technology has
become while the awkwardness of these
situations points to the ways in which we
are having to re-examine, or perhaps re-
exert our ideas of propriety.

In this paper I am interested in examining
how it is that people are making sense of
these changes and where people place the
boundary between the appropriate and
the inappropriate use of mobile tele-
phones. I focus particular attention on
the use of mobile phones in restaurants
since it seems to have become a meta-
phor for vulgarity. The development of
this metaphor is, however, not that sur-
prising from a sociological perspective.
After all, it is in restaurants that one sees
quite clearly people dealing with the
issues of self-presentation, boundary
issues, etiquette, and ‘stage manage-
ment’.

This paper is a continuation of my work
on the social boundary issues associated
with the introduction of video telephony
(Ling 1996). The mobile telephone, in
many respects, represents the opposite of
video telephones. Where videophones
require one to be fixed to a specific loca-
tion, one can roam with a mobile phone.
Where one is forced to pay attention to
their conversation partner with a video
telephone, one is freer to carry out paral-
lel activities with a mobile telephone.
Where the video telephone conversation
is a well-bounded event, the mobile tele-
phone call is less well defined and can
intrude while one is on the bus, in a
restaurant ... or in church.
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1 In this article I use the term mobile
telephone. This is a translation of the
Norwegian term mobiltelefon and
refers to all radio based telephone
devices aside from the cordless tele-
phones whose coverage is usually less
than 3-400 meters. In Norway the term
mobile telephone refers to both devices
that are mounted in cars and those
carried about. In the US, the similar
generic term is cellular telephone.

Figure 1  The advent of the mobile telephone has meant that we are experiencing the
use of the device in new and unexpected places. As a result we are forced to reexamine
our sense of propriety
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The work analyses data from a series of
focus groups held in the Oslo area in
addition to data collected in other
forums. The data was analyzed using
qualitative analysis techniques and the
results have been further illuminated
through the use of Goffman’s dramatur-
gical approach to small group interaction.
The methods of the analysis will be dis-
cussed in the next section followed by an
examination of Goffman’s applicability
to this work, an analysis of the social
meaning of mobile telephones and finally
by the examination of the inappropriate
use of mobile phones.

2  Method and theoretical
background

2.1  Method

The work here represents an analysis of
and reflections upon the information pro-
vided by informants in two different fora.
The data, that is the talk, was collected in
focus groups and through participation in
electronic discussions on Usenet. The
participants from the focus groups in-
cluded 50 persons – 34 men and 16
women.2 Of the respondents, 30 reported
experience with a mobile telephone,
while the remaining 20 reported only
limited experience. It is worth noting that
men were far more likely to have re-
ported experience with mobile tele-
phones. The preponderance of men, ca.
75 %, reported having used the devices
while only slightly more than 30 % of
the women said the same.

The inclusion of information from
Usenet is somewhat outside the tradi-
tional approach to social science and thus
is worthy of special comment. In a way,
this form of information gathering is a
type of telephone survey in that the inter-
action is of an anonymous nature. None-
the-less, this approach is useful in the
collection of natural talk. The data used
here was collected by posting a comment
in the forum on restaurants asking for the
opinions of other participants. The origi-
nal comment clearly indicated that I was
interested in a sociological analysis of
the responses. Those who responded,
four individuals, were thanked for their

input and their comments were added to
the database included here. The advan-
tage of this approach is that one can eas-
ily take preliminary hunches and
concepts, form them into additional
questions and gather additional informa-
tion on these specific questions. This
interaction with the data follows in the
tradition of qualitative research, though
through a new medium (Glazer and
Straus 1967; Lofland and Lofland 1984;
Spradley 1979).

It is important to be aware of the differ-
ences between the data gathered through
the two approaches. The first is the
degree to which informants felt pressure
to respond. In the case of the electroni-
cally gathered information, the forum in
which the text was produced is open to
all with Usenet access. Thus, there is no
specific responsibility to respond. By
contrast, those who participate in focus
groups and in other interview situations
are participating in a somewhat unnatural
setting where there is perhaps a certain
social pressure to contribute. Thus, in the
comments from Usenet one might get the
loudmouths where in focus groups one
may pressure people to formulate ideas
that they otherwise would not have con-
sidered. Another aspect of the interaction
on Usenet is that it is textual, not verbal.
While this is a barrier to spontaneous
remarks – that are often the most telling
– it also means that the remarks are com-
posed. That is, there is an element of
reflection in the messages (though some
that have read flame wars may be led to
wonder about the quality of the reflec-
tion). A final difference is that the focus
groups were Norwegian where the
Usenet input was more global, though
dominated by the US. I mention these
contrasts to clarify the data, not to assert
one source as superior to another.

These two sources of data were exam-
ined using standard qualitative analysis
techniques. That is, the text was ex-
amined, classified, re-examined and
further classifications and concepts
formed the basis for the material reported
below (Spradley 1979; Glaser and
Strauss 1967). It will become obvious to
the reader that the work of Goffman is
deeply integrated in this paper. I must be
quick to point out, however, that this is
an inductive analysis. The concepts and
the taxonomy presented below arose out
of the data. This paper is not an attempt
to prove Goffman, an impossible task
since he left no hypotheses to prove or
disprove. Rather, Goffman’s insights,

along with others from the interactionist
school, have shown themselves to be use-
ful for illuminating the concepts and for
setting them into relief.

2.2  Theoretical background:
the contribution of Goffman

This paper makes use of Erving Goff-
man’s contribution to sociology. It is
Goffman, in the tradition of Mead and
Blumer, who has focused on the drama-
turgical aspects of every-day life. This
approach is particularly interesting in that
he often gained insight into the structure
of society by examining the situation
when things went wrong or when there
was stress. It is when our ability to main-
tain façade comes into serious disarray
that we see people move to defend issues
of importance. In addition, we also see the
strategies used to deal with the situation.
The results of the focus groups and other
inputs have underscored that the use of
mobile telephones presents us with a
stressing of the normal situation in society.

Before accepting Goffman’s work with-
out question, however, one should also
consider its shortcomings. At the most
obvious level, many have criticized Goff-
man for what is considered a lack of
scientific rigor. In the words of Giddens,
Goffman’s popularity “derives more
from a combination of an acute intelli-
gence and a playful style than from a co-
ordinated approach to social analysis”
(1984, 68). Meyrowitz notes that Goff-
man’s work is considered by some to be
“a stylistic merger of the scholarly mono-
graph and the novel” (1985, 32).3 By
way of a response, his work seems to
have been so evocative that it has been
and continues to be a rich source of
inspiration for others. Thus, in spite of
the fact that his methodology is undocu-
mented and his work is inaccessible, it
has inspired others. This speaks to his
success in observing and describing
social interaction.

Another criticism is that Goffman fo-
cused his analysis on only face-to-face
interaction. There was little or no ana-
lysis of mediated interaction in his work
(Giddens 1984, 68-9; Meyrowitz 1985,
32, 345 n. 53). Like the previous point,
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3 Both of these theorists draw on Goff-
man in their own work. Thus, this
criticism seems to be more of a straw
horse upon which one can beat with
immunity.

2 The focus groups were conducted in
Norwegian and the analysis of the talk
was largely undertaken before the
material was translated into English
for inclusion in this paper.



this limitation has not prevented the re-
application of his insights to mediated
situations, or as in this case, hybrid situa-
tions. His work has served as a point of
departure for examining of various forms
of electronically mediated interaction.

Looking beyond the issue of style and the
failure to examine mediated interaction
there are two other criticisms leveled at
Goffman. These include the sense Goff-
man, and the interactionist school to
which he belongs, do not adequately de-
scribe the reproduction of social struc-
ture. In addition, these theorists tend to
ignore the idea of motivation by painting
a picture of society as populated by cyni-
cal manipulators (Turner 1986, 459).

In relation to the first critique there is in
Goffman an often implicit – but some-
times explicit – assumption of society’s
reflexive nature. Reflexivity refers to the
mutual assumptions one carries into
interaction that are built up and institu-
tionalized over time. This is how inter-
actionists, and to an even greater degree
those using the closely related sociology
of knowledge, describe the development
and maintenance of social structure
(Berger and Luckmann 1967, 47–128).
For those using these perspectives,
institutions, such as the way in which we
eat dinner or the way we speak on the
telephone, are events that include the
reciprocal typification of habitual actions
that have built up over time. This may
seem like a ‘lite’ version of analysis for
those who see the structure of society in
terms of large institutions such as the
church, capitalism or kinship. None-the-
less, the Goffmanian approach does not
preclude the inclusion of these types of
factors. Rather, it is more concerned with
every-day, micro-social issues.

The second point is well taken. To read
Goffman is to read about petty schemes.
One reads about people who try to
present the best face but are continually
hampered by masks that do not fit cor-
rectly, by irreverent children or naïve
idiots who ask the wrong question or by
the mobile telephone that rings at the
wrong time. According to this reading of
Goffman, if we were to take away these
contrivances and face the naked ape as it
were, there would not be much to take
stock of.

There really is more to us than just petty
façade management. After all, our very
interest in reading Goffman, the empathy
that we feel towards the ruses and char-

acters he describes, speaks to a more
complete individual than the simple cyni-
cal manipulator. In his defense, many
disciplines have their more or less com-
plete stick figures (or one might call
them crash dummies) upon which they
build their theories. There is the eco-
nomic man of the economists, the
Skinnerian response machine, etc. Each
is an invention to make a point. Goff-
man’s creation is the same.

While accepting the criticisms outlined
here, I find in Goffman a useful and an
evocative access point to the analysis of
the data that is presented below. At the
same time, I have been taken in. It is dif-
ficult not to be. Reading his analysis is
one of those exciting adventures asso-
ciated with being social scientists. The
insight, the wit, the analysis and the con-
ceptualization all come together in a rich
and insightful analysis.

2.3  The dual nature of mobile
phones

One last stop before the main analysis
will be to consider the social meaning of
the mobile telephone. This device has
sprung onto the scene over the last
decade. In Norway, 40 % of the citizens
use a mobile telephone. The combination
of access to the devices, the development
of an adequate network and various other
market related aspects have been impor-
tant in the growth of this industry (Bakke
1996, 83; see also Haddon 1996b). In
addition to the more traditional analyses
of market forces, one can also examine
the rise of mobile telephony from the
perspective of its social meaning. What
does the mobile telephone symbolize? In
this connection, the work of researchers
at the University of Sussex in the UK is
of interest. That of Silverstone and Had-
don (1996) and Silverstone, Hirsch and
Morley (1992) is particularly insightful.

When examining the social meaning of
new technology, it is useful to consider
how the various devices and services
relate to pre-existing social structures. Sil-
verstone et al. (1992) describe the dual
nature of communication technologies. On
the one hand, they are objects that occupy
space and can be displayed as an example
of the user’s status and position in society.
In addition to their status as objects of dis-
play, they also have a use value. It is the
former in which I am particularly inte-
rested. Silverstone et al. note that:

All technologies have the potential to
be appropriated into an aesthetic en-
vironment (and all environments have,
in some sense, an aesthetic). And many
are purchased as much for their
appearance and their compatibility
with the dominant aesthetic rationality
of the home as for their functional sig-
nificance (1992, 23).

The introduction of a new technology
into what Silverstone and Haddon call
the moral economy of the home also
means that they must find their func-
tional role. This role is not necessarily
that which the designers had intended.
Rather, it is through the combined dis-
play and use of the objects that the users
come to understand the devices and it is
through this process that the users weave
them into a part of their own identity
(Silverstone and Haddon 1996, 58, see
also Marx 1994).

One might, for the moment, consider the
mobile telephone a type of jewelry like a
belt buckle, a watch, or a broach. That is,
the device can have functional features as
well as being a type of display. It can be
appreciated or scorned. It can be the
object of desire and interest or it can be
seen as a symbol of vulgarity and bad
taste. In order for the display to be
successful, however, it must be done at
the appropriate time, in the appropriate
way with the appropriate élan.4 The
difference between a mobile telephone
and a necklace, however, is that the
former can be set into life by others
who call in at the wrong time.

There are two final points to be made
here. The first is that the adoption of new
technology is a conservative process in
that there is a prerequisite to incorporate
the object into users’ daily routines.
There is in this process, however, a sense
in that one can not go back home. Upon
the domestication of the object, life
changes, the new object and their
attached routines nudge their way into
the daily life of the user in both obvious
and in not so obvious ways (Silverstone
and Haddon 1996, 60; Stone 1994).
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4 These comments are reminiscent of the
development of a social norm pro-
scribing against the use of digital
watches that ‘peep’ each hour. When
first on the market, many people used
the peep function causing a discussion
around their use during films and
other public gatherings.



Finally, there is a focus on the domesti-
cation of devices such as the TV or the
PC within the home in the work outlined
above. A mobile telephone is slightly
different since the device is, almost by
definition, individual and not attached to
a physical location. Thus, some of the
aspects of the moral economy of the
household need to be seen in a slightly
broader form. It may be that the device
is only used internally within the family,
at the cabin or as an internal messaging
system. Apart from these alternatives,
however, mobile telephones are not nec-
essarily the same type of display or use
object as, for example, a TV or a PC.
This is expressed in both the use of the
object but also in the reorientation of the
user to the object itself. 

3  Inappropriate use of
mobile telephones

Now it is time to turn to the use and mis-
use of mobile telephones. The data from
the focus groups indicated an almost
visceral reaction to the inappropriate use
of mobile telephones. The respondents
were able to offer clearly formulated and
well-rehearsed verbal sanctions against
those who used mobile telephones in-
appropriately. At a broad level, the fact
that these formulations were readily at
hand indicates that the provocation is not

at the level of the individual rather it is at
the social level. In addition, it is evidence
of the debate at a somewhat broader
social level over the norms of telephone
use. It indicates that we are in the process
of sorting out our collective sense of how
to deal with this issue (Haddon 1996a).

The respondents in the focus groups were
quick to point out various situations
where they felt it was inappropriate to
use mobile telephones. These included
airports, stores, meetings, on trains and
busses, at various social functions and in
theaters.

It irritates me to go to airports and I
think it is embarrassing and very pre-
tentious to sit there with that tele-
phone. Sitting there with a cup of
coffee with a man beside you with a
PC in his lap. It simply irritates me.
I think it is unreasonable.

Once [my husband] had [a mobile
telephone] in to town and we were in
the town and were shopping and right
as we came out of a store the tele-
phone rang. I thought it was very dis-
gusting to stand there outside the store
and talk and he thought he was going
to be so big and because and I saw
that. I think that was very disgusting.

Last week I was in a meeting and there
were 10 or 12 in the meeting. Four of

them had a mobile telephone. There
was shuttle traffic out to the hallway.
That is unacceptable.

I was at a Christmas party the other
evening and there was a lady who flew
in and out of the ring [where children
sing Christmas carols] 3–4 times.
I cannot understand why one will have
a mobile telephone at a Christmas
party. And this with meetings, there
are five men each with their own
mobile telephones. They ring just
about continually, there should be a
rule that one leaves their mobile tele-
phone and pager in the reception area.

I think you have to be considerate when
you have a mobile telephone. For
example, that you don’t have it on
when you are at the movies. It is not
so nice when they begin to ring in the
movies, it is not so pleasant and theater
and several other places where you
should not call. I think that people need
to be considerate and turn them off.

In their defense, many users of mobile
telephones understand that its use is not
appropriate in all situations. Some
respondents noted that it was embarrass-
ing if the telephone rang in certain situa-
tions. Others were sensitive to the need
to turn off the device when they were
otherwise engaged.

If I had it I would have turned it off
now. It is not that important. In cine-
mas and such places as now, I would
have turned it off. One can say that
there are taboo areas.

The discussion here illustrates the de-
velopment of a social norm proscribing
the areas in which it is appropriate to use
mobile telephones.

3.1  Restaurants as a special
social situation

In addition to the situations outlined
above, a common theme in among the
respondents in the focus groups was the
irritation over the use of mobile tele-
phones in restaurants. To understand this
irritation it is perhaps useful to examine
the social meaning of eating at a restau-
rant. There are two elements that are of
interest here: the territorial nature of
restaurants and Goffman’s idea of face.

3.1.1  Boundaries in restaurants

Some of the things that make a restaurant
special from a social perspective are that
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Figure 2  The fact that mobile telephones allow for personal communication from and
to many locations mean that third parties have audio access to our conversations. The
consequent breaching of social boundaries has a resonance for Norwegians who have
developed a sense of ‘managed unreachability’ as a basic cultural trait

LA
R

S
 B

A
H

L 
/ 2

M
A

J 
/ S

A
M

F
O

T
O



one’s use is temporary and it has ele-
ments of being both a public and a
private space (Lipman 1967; Mars and
Nicod 1984, 66-69; Silverstone 1996).
The tables, booths and the portions of the
lunch counter occupied by the patrons
become theirs for the period of occu-
pancy.5 To claim a territory, however,
we must go through the rituals of estab-
lishing and agreeing upon illusory
perimeters or ‘symbolic fences’ with our
fellow patrons (Gullestad 1994).

Some [territories] are ‘situational’;
they are part of the fixed equipment in
the setting (whether publicly or pri-
vately owned), but are made available
to the populace in the form of claimed
goods while-in-use. Temporary ten-
ancy is perceived to be involved, mea-
sured in seconds, minutes or hours,
informally exerted, raising constant
questions as to when it terminates.
Park benches and restaurant tables
are examples (Goffman 1971, 29).

We become quite accomplished at ignor-
ing others who are in quite close proxim-
ity through the use of a fictive curtain
between tables that are, in reality, quite
close to each other or even the very same
table. These barriers allow each dining
party to maintain the notion of a type of
privacy that is, more or less, open for all
to see and hear.

Goffman goes on to note that there are
often demarcations, based on architecture
and the placement of furniture that stabi-
lize claims to space. These conventions
allow for the erection of easily observ-
able boundaries between individuals
and parties on an ad hoc basis (Goffman
1971, 33–34). In this way, an individual
or group can temporarily identify where
it is that they belong and also determine
their expectations as to where other
patrons have the right to intrude. The
waiters and waitresses, of course, enjoy
a certain freedom of movement within
through this complex of fiefdoms.

Within the stability there is also a
flexible nature to these settings. Tables
can be divided or combined in order to
accommodate varying numbers of partic-
ipants, groups can occupy adjoining
tables or counter space and commandeer

the area in between, etc. This notion of
flexibility varies, however, with the class
of the restaurant (Mars and Nicod 1987,
49). In exclusive establishments the
tables are only adjusted ‘back stage’, that
is before the arrival of the customers.
This minimizes the need for the patrons
to readjust their ‘borders’ with the
entrance of other claimants. In other,
more proletarian restaurants the cus-
tomers often take the initiative to divide
and re-divide the space as the need
arises. While this allows for a more con-
centrated complex of groups – something
in which the proprietor is interested – it
also means that there is the need to adjust
claims to territory, carry out cross border
raids when the need arises for extra
chairs or condiments, and in the worst
case, it may mean wars of attrition when
two parties lay claim to the same terri-
tory.6

The notion of social boundaries has a
particular resonance for Norwegians.
Social anthropologists have identified
what they call “managed unreachability”
as a basic cultural trait. While seen with
foreign eyes, behavior may seem cold
and aloof. When judged from a Nor-
wegian perspective, however, this is seen
in a positive light. The management of
contact with others in public situations,
and more privately, is seen as a way to
protect a sense of self (Gullestad 1994,
167; see also Haugen 1983).

3.1.2  Maintenance of face

The second aspect of interest here is that
of façade or ‘face’. Goffman suggests
that one is maintaining their face when
their presentation and management of
self is internally consistent. The develop-
ment and maintenance of face is not a
solitary activity, rather it is a social pro-
duction. The face one presents is only as
good as the willingness of the audience
to treat it as real. Thus, façades are a
crystallization of our willingness to be
integrated into society (Goffman 1967,
7). As Goffman notes:

A person’s performance of face-work,
extended by his tacit agreement to help
others perform theirs, represents his
willingness to abide by the ground
rules of social interaction. Here is the
hallmark of socialization. If he and
others were not socialized in this way,
interaction in most societies and most
situations would be a much more haz-
ardous thing for feelings and faces
(1967, 31).

Face helps us to integrate ourselves in
society, since we base and adjust our pre-
sentations on our perceptions of the situ-
ation. Without this, behavior would spin
off in unpredictable directions and com-
mon intersubjective understandings of
the interaction would be impossible.

If one considers a restaurant in this con-
text, it can be seen as a dynamic stage
upon which one’s façade is displayed. It
is a special situation where one is asked
to combine etiquette and social finesse. It
is where there is often a demand to cele-
brate social unity with one’s family,
friends or colleagues. At the same time,
there are many unexpected turns and
twists that a restaurant visit can take.
There is a well prescribed set of rules
and rituals that must be observed – the
correct use of utensils, the way in which
one eats, the topics that are available for
conversation, etc. There are many possi-
bilities for personal adventure – meeting
that special someone in a singles’ bar,
closing an important deal, savoring a
specially cooked meal, celebrating a
birthday or other significant transition,
etc. Finally, there are many potential haz-
ards – spilling the wine or the soup, mak-
ing inappropriate remarks, the need to
cover over the fact that one received a
poorly cooked meal, having to deal with
Uncle Fred after he has had too much to
drink, meeting others who one had hoped
to avoid in that situation, using the wrong
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5 For long term patrons, certain posi-
tions may become ‘theirs’ whenever
they are present. To dispute this claim
can result in severe sanctioning (Lip-
man 1967).

6 Singles’ bars and restaurants where
one eats in order ‘to be seen’ are in a
class for themselves. In the singles’
bar, the barriers are there to be
opened and closed as the attentions of
others are sought or are to be avoided
(Collas 1995; Giuffre and Williams
1994; Haavio-Mannila and Snicker
1980; Parker 1988). Common opening
ploys – the purchase of a drink by a
remote admirer, the use of the line
“haven’t we met somewhere before”,
etc. – are both inquiries as to the open-
ness of the local landscape. In the case
of restaurants where one appears to be
seen, one may even use strategies to
underscore their presence, that is they
open themselves for observation, i.e.
the grand entrance or sending a
message to the management to page
themselves over the PA system. This
latter strategy seems somewhat similar
to the characterization of the patron
who uses the mobile telephone only as
a way to draw attention to themself.



knife and thus indicating unfamiliarity
with ‘correct behavior’, etc. (Chen
1990–91; Fine 1995; Giuffre and Wil-
liams 1994; Parker 1988). All of these
demands require that one becomes fluent
in the maintenance of face.

One can see that eating at a restaurant is
an important social performance by ex-
amining the rules of etiquette (Jackson
1952, 325; Duncan 1970, 266–69). In
every culture, the rules of eating decorum
are extensive and often include quite pre-
cise orderings of events and prescriptions
of the exact placement of eating equip-
ment, drink and food (Mars and Nicod
1987, 28–29; Rombauer and Becker
1964, 9–25). Manners also indicate status
and hierarchy. It is through our use of
manners that we indicate the way in
which we expect to be treated. Thus,
holding the teacup with the little finger
extended in the proper way is in the
words of Duncan, a “dramatization of
the self” and a message to others that we
expect a certain type of treatment (1970,
266). Geertz also comments on the way
in which manners indicate status. He
notes that etiquette is a recripocially built
barrier that surrounds the individual.
Etiquette protects the inner stability of
the occupant and, as one goes up the
social ladder, “the thicker the wall of
etiquette protecting the emotional life”
(1972, 290; see also Gullestad 1992,
165). All of this attention to the process
of eating, particularly when it is done in
public, speaks to the importance of the
event, as well as to the potential for prob-
lems. It also speaks to the importance of
reaffirming the social order (Cahill 1990,
391).

The final aspect of face in restaurants is
that a restaurant visit is an event with a
clearly visible price tag. All participants
know, with some clarity, the cost of eat-
ing out; it is listed for all to see on the
menu. Implied in this is the assertion of
status and the idea of gifting. Thus, to eat
out is to give evidence as to one’s posi-
tion in society. To invite one to a restau-
rant is, in some respects, to set a price on
a social relationship. In a similar way, to
accept such an invitation has the implica-
tion of indebting one to their host. Thus,
untoward things that disturb the experi-
ence, such as the ringing of a mobile tele-
phone, not only disrupts the work of
maintaining façades, but can also de-
preciate the exchange between the dining
partners. This sentiment was quite com-
mon among the informants who noted,
for example “I have paid a lot of money

for that meal” and “[Hearing a mobile
phone in a restaurant] can make you feel
like you’ve wasted money and made a
bad choice about what you did that
evening.”

Thus, the development and maintenance
of face in a restaurant is a delicate pro-
cess. While there are benefits to be
enjoyed by its successful achievement,
there are also perils. The importance of
the event is underscored by the elaborate
rituals of etiquette associated which have
developed and by the clearly visible eco-
nomic aspect of the event.

3.2  Use of telephones in
restaurants 

Against this backdrop it is not surprising
that respondents in the focus groups cited
the use of a mobile telephone in restau-
rants as a particularly galling social vio-
lation.

It is awful to see those who go around,
I could throw up! They use it even in
restaurants, it looks so dumb.

One can talk about common manners!
When I was out at Mat & Vinhus [a
local restaurant], it costs a lot of
money to eat there, and the mobile
telephone rang for somebody sitting
behind us that had a lot of time to talk
and talk. That is not good manners,
I mean he could have said, just one
second and gone out.

I think it is repulsive to sit there and
talk with people on a mobile telephone
in a restaurant.

With a point of departure in Goffman’s
concept of ‘face’ and that of temporary
‘territoriality’ one can begin to examine
why the use of mobile telephones is so
unpalatable. The most basic objection to
mobile telephones has to do with the
sounds associated with their use. When
discussing the ‘modalities of violation’
of personal space, Goffman brings up
‘sound interference’. In this case the
violator fills up his or her accorded space
and then some. One can violate the terri-
tory of others by carrying out an en-
counter over a longer than proper dis-
tance and thus ‘obtruding’ into the social
space of others (1971, 33–34, 51). An
aspect of this discussion that Goffman
neglects is the type of sound one makes.
There are a whole family of sounds that
are inappropriate, particularly in restau-
rants. The unwilling belch or flatulence
are only the tip of the iceberg. Any par-

ent or member of a fraternity knows the
variety and imaginativeness with which
some diners can willingly create ‘inap-
propriate’ noises. The ringing of a mobile
telephone fits into this family of inappro-
priate sounds, almost regardless of its
volume.7

In restaurants where it is the most diffi-
cult to make a long term claim to space,
i.e. cafeterias, it is the easiest to use a
mobile telephone. That is, a certain clash
of personal space is taken for granted
and people are called upon to manage
barriers most actively. In addition, the
background noise may be of sufficient
volume to cover over the mobile tele-
phone conversation. On the other hand,
in those restaurants where the boundaries
between parties are the easiest to define,
i.e. more formal restaurants where the
individual is able to claim a table for a
whole evening at the cost of a large bill,
there is the assumption that the restau-
rant, and the other patrons, take responsi-
bility for barrier maintenance.

3.2.1  Ringing

Several respondents noted the abruptness
with which the mobile telephones rang.
One person said that “They sit on busses
and trams and on street corners and in
restaurants and the telephones peep and
peep”. The most abrupt sound produced
by the mobile telephone is often their
ringing. The peeping or ringing is by
nature an intrusive sound not unlike that
of an alarm clock. One informant noted
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7 It needs to be noted that the accept-
ability of the mobile telephone is some-
what place dependent. In a restaurant
where higher levels of noise are part of
the setting and where one is not
expected to treat their attendance as a
particularly special occasion, a tele-
phone is more acceptable because its
use is covered by other activities. One
can include children’s restaurants, fast
food restaurants and informal cafes
and eating locales in, for example,
shopping centers where there is what
one might call active background
sound, i.e. fountains or musak. On the
other hand, in situations where one is
expected to attend to the here and now,
i.e. the vintage of the wine, the topic of
conversation, the quality of the food,
the look in her or his eye, etc., then the
direction of attention to a telephonic
partner would be a greater intrusion.



“The ring-ring of a phone disturbs the
mood. Distracts the diner.” While satis-
fying the demand to alert the attention of
the user, the ringing can test one’s ability
to manage the social situation.

Many other restaurant patrons have
developed a set of responses with which
they can cover over unexpected sounds.
The crashing of glasses or plates is
parried with the use of a smile; the inter-
ruption of a child is dealt with either
through forbearance or a short scolding;
a belch is either ignored or laughed at;
the abrupt arrival of the waiter is tole-
rated and the ringing of a traditional tele-
phone in a restaurant is ignored since it is
not a signal of importance to the
participants. The adroitness with which
one can smooth over such social rough
spots was called face work by Goffman.

Each person, subculture, and society
seems to have its own repertoire of
face saving practices. It is to this
repertoire that people partly refer
when they ask what a person or a cul-
ture is ‘really’ like. And yet the partic-
ular set of practices stressed by partic-
ular persons or groups seem to be
drawn from a single logically coherent
framework of possible practices. It is
as though face, by its vary nature can
only be saved in a certain number of
ways. (Goffman 1967, 12–13).

Through the use of poise and savoir-faire
one minimizes the damage of embarrass-
ing incidents to the social situation. It
seems, however, that the ringing of
mobile telephones is not adequately
routinized such that their ringing causes
difficulties in maintaining face. There is,
in addition, a complicating factor with
mobile telephones. The ringing is often
such that it is not just the intended called
who must interrupt their conversation to
answer the phone. Rather, the growing
pervasiveness of mobile telephones
means that the ringing occasions the
need for all of those with a mobile phone
to check if theirs is ringing.

Finally, the ringing of a phone in an in-
appropriate situation draws attention to
that which follows, namely a telephone
conversation. The phone conversation
will, in effect, take the user out of the
social context in which he or she was and
place them into another. Thus, the ring-
ing alerts others that the discussion
which follows will be different in tone
and subject.

3.2.2  Loud talk

The second type of sound that was irri-
tating to the respondents was that of the
person talking on the phone. It was com-
mon for the informants report that those
who used a mobile phone employed
‘loud talk’. One noted that: “People talk
loud on telephones. Louder than usual, at
least. That is as annoying as having a
loud party next to your table.” This
brashness violates territories and makes
it difficult to maintain the face:

When you have a loud person talking
into a [mobile] phone and you (can’t
help but) hear only half of the conver-
sation, that disrupts the coziness of the
restaurant feeling.

While many attribute the volume of talk
to a desire for display or a sign of vul-
garity, one can also examine this issue
from the perspective of how the technol-
ogy effects our form and style of interac-
tion. At one level, when speaking on the
phone there is the need to replace the
visual gesturing of face-to-face commu-
nication with a form of verbal gesturing.
The telephone conversation is a speech
event with distinguishing characteristics.
Several of these break with the style and
tone of the speech events that are com-
mon in face-to-face communication. In
face-to-face conversation quite nuanced
body language has several functions.
Through our use of nods, glances, small
sounds and other gestures we indicate
attention, the desire to speak, the desire
to retain the floor and indicate pauses.
We also use these devices to impart
meaning and emphasis. All of these
gestures are changed in a normal tele-
phone conversation. Visual gestures
are replaced by intonation and linguistic
structure in ‘grounding’ the conversation
(Rutter 1987, 105, 126; Martin 1991,
95–97; see also Duncan 1972, and Saks,
Shegloff and Jefferson, 1974). Instead of
relying on body language to control turn
taking, pauses, emphasis, etc., these are
done with what one might call verbal
gestures. We use tones such as ‘uh’ to
replace the lack of eye-contact that con-
trols turn taking, phrases such as ‘ah ha’
replace nodding and other signals of con-
tinued attention on the part of the lis-
tener, etc.

In addition to the different style of talk,
one is often prompted to speak louder
when using the phone. This is because of
the need to be heard over background
noise on the line and the general social-

ization that one speaks up on the tele-
phone (Martin 1991, 95–97).8

Thus, the need to include verbal gestures
and the habit of speaking up on the phone,
in addition to the fact that the whole
episode is announced by the ringing of the
device, makes it easy for others to identify
the talk as a telephone conversation. If the
listener has preconceived problems with
the use of telephones in restaurants the
ease of identifying the talk allows them to
play out their prejudices.

3.2.3 The management of parallel
front stages

Respondents talked about considerations
that went beyond the directly audible
aspects of mobile telephony. The first
of these is that the combination of the
private telephone call and the private
dinner conversation means that one must
juggle two parallel interactions. When
one begins to talk on a telephone, they
have, at least partially, removed them-
selves form the ongoing interaction in
their physical location (Clark 1995). One
informant in the focus groups expressed
an annoyance with this potential. This
person noted that “It is a little irritating
when ... you sit together with someone
and they cannot set [the mobile phone]
down.”

While it is possible to carry on parallel
activity while eating at a restaurant or
while speaking, these possibilities are
limited (Ling 1994; Lohan 1996a). The
intrusion of a mobile telephone call
threatens the pre-existing situation. At
the first level, one must choose which
conversation takes precedence. Goffman
calls this accreditation.

Messages that are not part of the offi-
cially accredited flow are modulated
so as to not interfere seriously with the
accredited messages. Nearby persons
who are not participants visibly desist
in some way from exploiting their com-
munication position and so modify
their own communication, if any, so as
to provide interference (Goffman
1967, 35).
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8 According to Bakke (1996) we expect a
certain level of background noise from
the phone. If this is not to be heard one
feels that the phone is dead and it
reduces the sense of co-presence. This
has led to the use of ‘comfort noise’ in
digital systems that are, by nature,
more free from background noise.



If the telephone call receives accredita-
tion the mobile phone user has in effect
two front stages,9 that in the physical
restaurant and the telephone conversa-
tion.10 Quite often, the behavior appro-
priate in the one situation is not appropri-
ate in the other. The different relationship
that one has with one’s dining partners
and one’s telephone partner means that
the negotiation of topics, the depth, pas-
sion and emotion with which one can
address the one party and the range of
common understandings will probably
not be the same for the other (Garfinkle
1967, 35–75). The shifting front stages
for the phone user makes it possible for
others to see the user of the mobile tele-
phone in a type of verbal cubism. While
the face-to-face restaurant talk may be,
for example, cozy, intimate and integra-
tive, the talk on the mobile phone may be
of power relations, fast deals and office
politics. Another example of this that has
been seen for its comic value is when
one’s intimate dinner with a lover is
interrupted by a call from an irate spouse.
The stage management can become quite
complex. Like a cubist painting, the
speaker on the mobile phone is seen from
two perspectives. There is a certain dis-
sonance when judged from the perspec-
tive of classical notions of talk, dialogue
and narration that present a single per-
spective to the audience.

In order to manage the stage one can
erect various types of partitions. One can,
for example, temporarily move from the
‘front region’ of the restaurant to a recep-
tion area or other more removed location
in order to allow the harmonious comple-
tion of the call. This strategy is, however,
only partially successful if the offense to
the decorum was done by the ringing of
the telephone in the first place. A second
strategy discussed by Goffman is that the
original audience be granted a temporary
back stage status (Goffman 1959, 139).
Thus, they will be allowed insight into
the staging of another performance. In
the short term, this allows the completion
of the telephone call: however, once
belief in the first performance is sus-
pended, rebuilding its façade may be a
difficult proposition, particularly if the
original audience is only begrudgingly
willing to accept its back stage status.

During the period of the call the dining
partners are left in a particularly stressful
sort of suspended status in that they are
asked to wait. They are not dismissed,
rather, they are left hanging. Only after
the conclusion of the call can they
resume of their earlier status. While
waiting they must engage themselves
in some type of waiting strategy that is
easily discarded when the other summons
them back. This is a particularly difficult
social juxtaposition.

One possibility is to somehow acknowl-
edge their presence to the caller – i.e.
the mobile telephone user indicates the
presence of the third person and may
even make open side comments to them
or, in some cases, the third person may
even make open side comments to the
caller and the called. Another possibility
is that the third person may be called on
to indicate that they are not engaged in
the conversation at all (Lohan 1996a).
An informant described this latter situa-
tion for a daily restaurant patron and a
frequent mobile telephone user. “He
always has a companion with him who is
left to peruse the alphabetized beer bottle
collection behind the bar for five or ten
minutes.” Here, the companion is left to
maintain his own illusion of indiffe-
rence.11 This strategy for dealing with
the situation will be discussed imme-
diately below.

3.2.4  Coerced eavesdropping12

Another aspect of boundary management
is the issue of eavesdropping. The com-
mon understanding of this problem is

that those inside a conversation fear that
those outside the conversation can
become privy to secrets. There was a
slightly different perspective reported
here in that the informants feared that
they would hear too much, a sort of co-
erced eavesdropping. The need to guard
against this was seen as a problem.

Several of the respondents noted that the
audience to a mobile phone conversation
in the restaurant is not only one’s imme-
diate dining partners, but also those who
are within hearing distance of the con-
versation. The placeless nature of the
call (from the perspective of the remote
caller) means that the talk may take up
private issues not intended for others to
hear. The information exchanged can be,
or perhaps more importantly, can appear
to be revealing. Thus, the audience is
provided involuntary access to portions
of the phone user’s life, a clear violation
of Gullestad’s managed unreachability
(Gullestad 1994). Many of the respon-
dents talked about unwittingly eaves-
dropping in on other’s telephone conver-
sations. In the words of one respondent:

I think it is fine that the telephone is
stationary at home. A conversation
should be between two persons. I think
it is unfortunate that others are there.

[Hearing a mobile telephone at a
restaurant] breaks up the enclosed
social circle that a restaurant offers.
Seeing people communicate and be
social at different tables is part of the
restaurant experience.

In other cases the topic may be judged to
be superfluous as in the case reported by
one informant “[The user of a mobile
phone] yaks away about (obviously)
trivial matters.” Regardless, the need to
guard against hearing too much was
reported to have been disruptive.
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11There are echoes of Simmel’s discus-
sion of the stranger in this situation
(Simmel 1971, 143–149; Bogard,
1996).

12The word eavesdrop refers to the
ground upon which rainwater drips
from the eaves of a house. Presumably
if one were to stand inside the eaves-
drop they become privy to the commu-
nication inside the house.

9 A later formulation was developed by
Goffman in which he presents the idea
of frames (1974). Framing refers to
that set of conventions that define
‘what is going on here’. While there
are many alternative possibilities,
social interaction requires that the
participants in an interaction agree, at
least generally on the same notion of
an interaction’s content and form. This
agreement frames the activity (Gid-
dens 1984, 89–90).

10This is particularly true if the mobile
telephone user has received the call. If
he or she has initiated the call they can
at least prepare their dining partners
for the event, and they also avoid the
noise of the ringing telephone. It is
also worth noting that these two front
stages are not necessarily mutually
exclusive. It is, in fact quite possible
for others to participate quasi-actively
in a telephone conversation. This is
particularly true if the caller, the
callee and the third person are all
familiar with each other and are per-
haps planning a common occasion
(Lohan 1996a).



3.2.5  The mobile phone as a
vulgar metaphor

The fact that one carries on a telephone
conversation may have become an in-
appropriate gesture in its entirety. Again
and again the informants went beyond an
analysis of the component elements and
encapsulated the whole event by de-
scribing it as rude or disconcerting.

Talking on a cell phone at dinner, in
movies, (or at a seminar (yes, I’ve seen
it)) is just plain rude. My family never
allowed telephone calls at the dinner
hour in my home, because when people
are sharing a meal, it is the time to
communicate and socialize. (emphasis
added)

I think it is a little impolite when
people stand there and bellow in a
mobile telephone ... or me it is not
good manners. It is like standing there
and whispering to somebody. That is
not polite either.

There was not a discussion of the mecha-
nics of body language or the non-con-
textual nature of the conversation, rather,
there was a reaction to the event as a
whole. Almost as drinking coffee from a
saucer, holding a wine glass from the
base, eating from one’s knife, or in some
cultures eating with one’s left hand have
become a gloss or a characterization of a
certain type of person, the use of a
mobile telephone in a restaurant has
become a metaphor for the vulgar
breaching of manners.

3.3  Management strategies

Once the breach has been made, how do
other patrons respond? When face has
been threatened, Goffman refers to the
need to undertake ‘face work’.

By face-work I mean to designate the
actions taken by a person to make
whatever he is doing consistent with
face. Face work serves to counteract
‘incidents’ – that is, events whose
effective symbolic implications
threaten face. Thus poise is one
important type of face work, for
through poise the person controls
his embarrassment and hence the
embarrassment that he and others
might have over his embarrassment
(Goffman 1967, 12–13).

The mutual management of embarrass-
ment illustrates the integrative function
of face work. This is what Berger and

Luckmann see as the reciprocal nature of
society (1967, 47–91). In this way “one
has an interest in a defensive orientation
towards saving his own face and a pro-
tective orientation saving the face of oth-
ers” (Goffman 1967, 14). Thus, we are
likely to ignore minor infractions in the
spirit of the occasion.

There are other situations, however, that
go beyond the simple management of
embarrassment. Setting this type of a sit-
uation aright is an important issue since
its continuation can threaten the situation
and can insult our sense of identity. Dun-
can, in fact, asserts that the flagrant
ignoring of manners can be seen as a
serious threat to order.

Anger over ill manners of others arises
out of the belief that not following our
manners is a way of telling us that we
are not really important in the eyes of
the transgressor. We excuse a faux pas
made out of ignorance (and soon cor-
rected) because we still feel the im-
portance of our manners as a social
bond. We laugh at comic depictions
of vulgarity so long as the majesty of
what we hold important is not
threatened. But we do not laugh at
savage ridicule or continued vulgarity,
because they endanger the social
principle upon which our manners
are based (Duncan 1970, 267).

When a breach has been made and there
is the need for face work, the audience
has several responses available to them.
At the simplest level Goffman suggests
that one employs studied non-obser-
vance. Beyond this one might challenge
the offender or vilify the offender in
abstentia.

3.3.1  Civil inattention

One of the most common strategies for
dealing with a relatively minor offense,
such as talking on a mobile telephone, is
to engage in what Goffman calls ‘civil
inattention’ (Goffman 1963, 85–86). This
is described as the willingness to turn a
blind eye towards behavior that repre-
sents a potential threat to face. It is an
attempt to gloss over the disturbance
and to carry on.

Via socialization in manners and courte-
sy, we understand the intrusiveness pay-
ing attention to the conversations of oth-
ers. Thus, the public use of a mobile tele-
phone tests the courtesy of patrons in a
restaurant. As discussed in the section on
eavesdropping, those outside the conver-
sation may fear that they will hear too
much. The reaction is to become em-
barrassed for the potential embarrass-
ment of the telephone user. Thus, we
must parry our own interest and replace
that with a set of staged stances that are
socially defined, e.g. making a display of
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Figure 3  The use of the mobile telephone in restaurants by employees, but more
importantly by patrons, has become a metaphor for the vulgar use of the device
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reading the menu, looking at the decor,
suddenly becoming engrossed in the
papers one is carrying in their hand or, as
reported above, looking at beer bottle
collections. This is studied non-obser-
vance. As the mobile telephone becomes
normalized we will likely need to de-
velop a repertoire of suitable inattentive
postures which we can assume.

The goal of this is to not disturb the
scene.

The combined effect of the rule of self-
respect and the rule of considerateness
is that the person tends to conduct
himself during an encounter so as to
maintain both his own face and the
face of the other participants ... A state
where everybody temporarily accepts
everyone else’s line is established.
This kind of mutual acceptance seems
to be a basic structural feature of
interaction, especially the interaction
of face-to-face talk (Goffman 1967,
11).

The fact that we generally give no out-
ward sign of reacting to the use of mobile
telephones indicates that the offense is
not as significant as others.

3.3.2  Challenges and responses

Beyond civil inattention one has the
ability to sanction others using various
types of challenges. In the case of
“Extreme impropriety ... is likely to
result in his being stared at or studiously
not seen” (Goffman 1963, 87).

In these cases one may make a transition
from civil inattention to the slightly
stronger studied non-observance (1967,
17–18). The differences between the two
seem to be the degree to which the ob-
server acknowledges the existence of the
observed. Civil inattention includes the
idea of a token recognition followed by
focusing on other matters. By contrast,
studied non-observance seems to be mak-
ing a great display of refusing to
acknowledge that the observed exists.
The former seems to be more of a
strategy of interaction for those who are
more or less in agreement on the agenda
while the latter may indicate more of a
disagreement as the nature of the setting.
Civil inattention is a courtesy and studied
non-observance is a negative sanction.

Beyond these relatively discrete sanc-
tions one can also employ strategies such
as glaring, sighs, poorly disguised com-

ments etc. Further steps include direct
confrontations, ask the waiter or other
authority to intercede, and the like. These
strategies may or may not succeed. If the
offender refuses to curtail their behavior
in the face of the sanctions, then the ball
moves back to the person who issued the
sanction. It may be that their face has
been put into question. This means that
either they are left to bluster, they can
retaliate or they “can withdraw from the
undertaking in a visible huff-righteously
indignant, outraged, but confident of ulti-
mate vindication” (Goffman 1967,
22–23).

There is obviously a balancing point in
all of this. If one begins to make more of
a disturbance in their sanctioning than
the situation allows, they may become
the object of sanctions themselves.

Improper conduct, however, does not
automatically release others from the
obligation of extending civil inatten-
tion to the offender, although it often
weakens it. In any case, civil inatten-
tion may be extended in the face of
offensiveness simply as an act of tact-
fulness, to keep an orderly appearance
in the situation in spite of what is
happening (Goffman 1963, 87).

3.3.3  Attribution

Judging from the responses of infor-
mants, a final strategy for dealing with
the use of mobile telephones in restau-
rants and other public places seems to be
ex post facto stereotyping of the offender.
While not addressing the situation on the
spot, these stereotypes help to form a
general attitude toward mobile telephone
use. These are the building blocks in the
rise of new social norms. They are the
formulation and rehearsal of preventative
sanctions. It is as if to say “If you do this,
people like me will have a poor opinion
of you”. This follows in the tradition of
Gluckmann (1963) who notes that infor-
mal discussion and gossip can function
to hold a group together.

The stereotypes or attributions used by
informants included the notion of over-
important status display, the pointless-
ness of the talk and finally, illusions as to
the character of the offender. In terms
of the first, it was common to hear that
those who use mobile phones inappropri-
ately were showing off or that they were
some type of a status seeking yuppie
(Haddon 1996a, 3).13

I know a patron at my lunch time spot
who apparently hires a school kid to
call him at set intervals during lunch
every time he is there, lest we be (bliss-
fully!) unaware of his being the proud
owner of a mobile phone.

The second type of attribution had to do
with the non-instrumental nature of the
discussions. This type of an assertion is
well-grounded in commentaries from an
earlier era of the telephone. When system
capacity was limited and calls were
expensive social talk was discouraged
(Ling 1994, 13–14). Those who used the
telephone for inappropriate calls were
likely to be seen as gossips or wags. Sim-
ilar glosses were applied to those who
made open use of mobile phones. In the
words of one informant.

One sees people standing around on
the street and there is a lot of baloney
that is said there. Unnecessary discus-
sions so I don’t see the point of it.

Finally, some respondents went beyond
rather neutral descriptions to the asser-
tion that the mobile telephone was a
device used to facilitate illicit activity.
This is seen in the following sequence
of comments.

Person 1: It is a fact that more jobless
have a mobile telephone now than
those who have a job. And a large
portion of these are as a matter of fact
immigrants.

Person 2: But how is it that you say
that the jobless teens and youth have
mobile telephones?

Person 1: Jobless on paper. I would
not say they are.

Person 3: No.

Person 1: I would suggest that there
are many pushers that have mobile
telephones ... Criminals, real crimi-
nals.

Person 3: Oh, that doesn’t sound too
good.

Person 1: No, but it is true. I come
from Oppsal and there is big time
crime and there are all the worst
types and they go around with mobile
telephones. They call all the time and
there is no let up.
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13In a brochure published by Telenor
describing the use of mobile tele-
phones in restaurants, there is the title
“It is only dumb to be a Yuppie seven
years too late.”



Here the use of a mobile telephone is not
just a small social faux pas, rather it has
become a symptom of, in the speaker’s
mind, dangerous social trends, i.e. immi-
gration and drug use.

Regardless of the stereotype applied to
the offender, the application of a gloss
is an attempt to make sense of the way
in which technology is being used. The
necessity for this is being pressed upon
us by the growing use of these techno-
logies. In many respects, one can not
remain neutral. They must take up a posi-
tion on one or the other side of the barri-
cade. It is here that the social bond is in
danger of becoming unraveled, and it is
here that the most intense strategies of
social maintenance need to be deployed.

4  Conclusion

In this paper, based on the examination
of focus group data, I have examined
how people make sense of the inappro-
priate use of mobile telephones, particu-
larly in restaurants. I have looked at the
social meaning of mobile phones and
restaurants. In addition, I have looked
at how the use of the former in the latter
presents both the user and other patrons
with a difficult social situation. The anal-
ysis has drawn on the work of Goffman’s
notion of drama and staging in order to
place the analysis in a larger framework.
Goffman’s concepts of social boundaries,
face, front stage / back stage, civil inat-
tention, studied non-observance and
sanctioning via attribution have been
used.

This paper is a further examination of the
ways in which technology has shifted
social boundaries. Devices such as the
video telephone and the Internet have
meant that we need to reconsider how it
is that we construct our social worlds.
They have made demands on the taken-
for-granted assumptions of everyday life.
These developments mean that we can
communicate in new ways at new times
in new places. While there are un-
imagined possibilities there are also un-
imagined complications. In sorting these
out we will start to see technologies’
effects on power relations, gender and
age differences.
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This issue of the Status section contains four papers, ranging
from standardisation and research on broadband access net-
works, quality of service (QoS) and ETSI’s 10th anniversary,
1988 – 1998.

EURESCOM stands for ‘European Institute for Research and
Strategic Studies in Telecommunications’. It is organised as a
German GmbH, and has its headquarter in Heidelberg, Ger-
many. Telenor is currently participating in 15 projects which are
shown in the table on the right. EURESCOM originally organ-
ised only the Public Network Operators (PNOs) in Europe, but
in the last year membership has been opened for all fixed and
mobile network operators as well as service providers. It is
interesting, though, that no new members have applied so far.

First, Mr. Umberto Ferrero presents project P614 – ‘Implement-
ation strategies for advanced access networks’. Mr. Ferrero is
project leader of P614 which started in October 1996 and will
end in November 1998. In his paper he explains the goals of the
project and different broadband access technologies and archi-
tectures. The project aims at providing guidelines for the Public
Network Operators (PNOs) for the implemenation of broadband
access technologies.

The second paper addresses P806-GI – ‘A common framework
for QoS/Network performance in a multi-provider environ-
ment’, and is written by Mr. Ola Espvik, Mr. Terje Jensen and
Mr. Bjarne Helvik. Providing a defined quality of service (QoS)
to the end-user has become more complicated after the liberal-
isation of the telecommunications market because several net-
work operators and service providers may be involved in pro-
viding the final service. The P806-GI project tries to investigate
the challenges and define a common framework for QoS upon
which the PNOs can agree.

The third paper also adresses QoS, but from a user point of
view. Mr. Magnus Krampell discusses the efforts done in the
ETSI project TIPHON – ‘Telecommunications and Internet Pro-
tocol Harmonization Over Networks’. EP TIPHON has defined
so-called Quality Classes, which are used as examples of a
generic quality model. Mr. Krampell’s paper introduces a gen-
eral methodology for a user-oriented quality model and pro-
poses an extended set of Quality Classes.

The European Telecommunications Standards Institute – ETSI
– was founded in 1988 from the reorganisation of CEPT (Con-
férence des Administration Européennes de Postes et Télécom-
munications). In conjunction with the General Assembly, ETSI
arranged a one day seminar to celebrate its 10th anniversary
under the title ‘The State of the Art in European Telecommuni-
cations Standardisation’. The seminar was held in Nice, France
on 25 March 1998. Telektronikk was present and a report from
the seminar is the last paper in this issue. A strong Norwegian
delegation, counting 10 people, was present.
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Project no Duration Name

P 605 Feb 96 – Jupiter – Joint Usability, Performability and
Feb 98 Interoperability Tests in Europe

P 608 Aug 96 – TINA concepts for 3rd generation mobile
Apr 98 systems

P 614 Oct 96 – Implementation strategies for advanced
Nov 98 access networks

P 616 Nov 96 – Enhanced ATM Implementation Issues
Mar 98

P 617 Mar 96 – Evaluation of High Performance
May 98 Databases for Interactive Services

P 619 Feb 96 – PNO – Suppliers Technical Interfaces
Mar 98

P 710 Feb 97 – Security for the TMN X-interface
Dec 98

P 714 Feb 97 – CSCW Tools for Telecommuting
Apr 98

P 801 Mar 98 – Local Information Infrastructure to
Jun 99 Support Community Communication

Networks (CCN)

P 802 Jan 98 – Strategic study into sustainability with
Jun 98 respect to social & economic impacts

of telecom services

P 806 Mar 98 – A common framework for QoS/Network
Sep 99 performance in a multi-provider environment

P 807 Mar 98 – Jupiter II – Usability, performability &
Mar 99 interoperability trials in Europe

P 813 Apr 98 – Technical Development and Support for
Jun 99 European ATM Service Introduction

P 816 Mar 98 – Implementation frameworks for
Sep 99 integrated wireless-optical networks

Table 1  EURESCOM projects in which Telenor is currently participating 
(April 1998)
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The access network is the portion of the telecommunication
infrastructure linking every single customer to the closest
local exchange: traditionally dimensioned to deliver tele-
phony, it now calls for a thorough upgrade to accommodate
new midband and broadband services, exploiting the ex-
tensive range of available technologies. EURESCOM P614
represents the third generation of access network related
EURESCOM Projects, after P306 ‘Access network evolu-
tion and preparation for implementation’ [1,2] and P413
‘Optical networking’ [3].

1  Introduction: 
what is EURESCOM P614?

The Project started in October 1996 and involves over 50
experts from 12 European Operators. P614 addresses the access
network dilemma with a more holistic view, and reflects three
main ideas developed during the previous Projects and lessons
learned. First, the future access network will feature a number
of alternative implementations and several architectures, and
will extend its domain towards longer reach allowing for node
consolidation: European Operators need to understand and cope
with a number of architectures and systems with a single, com-
prehensive overall network perspective to assure the effective
exploitation of the heavy investment involved. Second, the
access network evolution is quickly moving towards real
deployment, and co-operative projects have to focus on prac-
tical issues, such as specifications, outside plant technologies
and interoperability of new and old technologies. Third, the
monitoring and the contribution to standardisation bodies, to-
gether with the techno-economic appraisal of technical imple-
mentation need to be carried out on an ongoing basis by
EURESCOM members, to quickly and effectively react to the
changing access network scenario.

2  Broadband access networks
requirement and specifications

New standardization bodies and groups of interest are sprouting
every so often, and it is increasingly difficult to monitor all of
them, particularly for small operators. P614 provides members
with the accurate coverage of the work going on within all the
relevant study groups. Moreover, sensitive topics can be jointly
addressed and supported, elaborating common papers to speed
up subsequent processing of established bodies. P614 members
are identifying areas where standards are urgently required, with
the purpose of contributing as appropriate in a co-ordinated way
(Deliverable 9).

Significant cost reduction is achieved by the mass market of one
(or few) solutions. EURESCOM access network related Projects
identified ATM-based passive optical networks (ATM-PON)
complemented by short-range high-speed copper based trans-
mission as the preferred option. This choice, which dates back
to mid 1994, facilitated the quick convergence of FSAN (Full
Services Access Network) members to this solution, enabling
the successful development of the specification requirements
and its downstreaming to established standardisation bodies.
Specific targets are selected as areas requiring further and quick
study or areas showing inconsistencies. So far, the first area for
common effort is the Service Node Interface requirements iden-
tification, analysing advantages and disadvantages of the differ-

ent architectures incorporating such interfaces (Deliverable 1).
Another critical study area is the identification of requirements
for the broadband home networks (Deliverable 11).

3  Evolution towards broadband: 
the end of a single architecture

The dramatic technological evolution and the regulatory change-
out are leading to the installation of a variety of broadband
access systems. On the one hand, Operators look at target solu-
tions: a wider time frame scenario enables the investigation of
fibre rich implementations, taking advantage of potential bene-
fits in terms of global network rationalisation and optimisation.
The overall access network optimisation potentially enables
significant cost savings, improved service quality and eventual
integration of services for business customers, provided that
specifications and standard solutions are being developed.

The target solutions encompass both ATM-PON and ATM
point-to-point links; one or several evolution paths from a set of
existing access networks architectures to the identified target
architecture is being addressed (Deliverable 2). On the other
hand, the compelling need to enter new markets and provide
new services requires the full exploitation of existing infra-
structures, re-using twisted pairs, coaxial cables and, under
certain circumstances, even powerlines. The broad diversity of
technical implementation is able to match the diversity of ser-
vice offering and acceptance, existing infrastructures and other
local constraints, enabling the investment optimisation (Deliver-
able 6). The results offer Operators the possibility to identify the
relevant parameters to be considered when planning an upgrade
of their own access network, understanding the capability and
limits of the existing initial architectures and giving full knowl-
edge of the established target solution (including performance
and reliability figures).

4  Going wireless: 
broadband radio access

Broadband radio technologies are becoming more and more
close to real field deployment, and are offering very promising
applications for both incumbent operators and new competitors.
But the big, potential, cost savings stimulate a big hype of inter-
est, boosted by an aggressive marketing campaign. P614 re-
views the radio access network architectures and technologies
giving B-ISDN/ATM access to residential and business cus-
tomers; a Request For Information (RFI) was issued. P614 is
also reviewing ongoing research and standardisation activities
and estimate the type of technologies available in the long term.

P614 highlights the truth on time for available systems and tech-
nical capabilities. Many systems are in their infancy and the wide
diversity of technical implementation and regulatory constraints
are making the successful exploitation of such technologies more
difficult. The need for common air interface and radio-to-fibre
interfaces have been identified as a key enabler for a real and
extensive use of broadband radio solutions; the visions elaborated
on are now being downstreamed in the appropriate bodies (Deliv-
erable 4). A promising development is the possibility to exploit
broadband radio technologies on top of fixed, fibre-rich access
networks as an ideal complement to by-pass costly final drop
technologies and home network related problems.

EURESCOM Project P614
– Implementation strategies for advanced access networks

U M B E R T O  F E R R E R O
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5  Basic technologies and practical
implementation aspects

It is widely known that 70 % of the access network costs is due
to infrastructure – how can this burden be reduced? Re-use of
copper wires is well known, but other solutions include adopt-
ing innovative and relatively little known installation techniques
that make it possible to re-use ducts, simplify installation, make
the infrastructure more flexible, or simply adopting ultimate
solutions whenever possible.

The deployment of new broadband technologies in the access
network implies a number of practical implementation issues
such as powering, testing, cabling and outside plant technology.
P614 promotes the understanding of these technologies with the
organisation of the Workshop on Access Network Cabling and
Installation Techniques (ANCIT, 30-31 March 1998). P614
focuses on feasibility evaluation and cost estimates, supporting
Operators choices with the necessary technological understand-
ing (Deliverable 5).

6  Optical technologies in the access
today and tomorrow

New optical low cost technologies are emerging, such as cheap
point-to-point optical transmission sub-systems, allowing for
several applications as drop, home cabling or alternative optical
distribution network. Moreover, the increasing availability of
optical fibres in the access enables the fruitful exploitation of
technologies that have already proved their effectiveness in
other network segments, such as wavelength multiplexing and
sophisticated measurements and maintenance techniques
(Deliverable 7).

FTTH has been discussed since the early 1980s. Now, with the
real deployment of hybrid systems and major technological
breakthrough, the exploitation of the FTTH concept becomes
really viable, at least for some applications and in some en-
vironments. P614 members are willing to stimulate the cost
reduction of FTTH solutions in such a way that it can be used
as early as possible for avoiding intermediate evolutionary steps
at least in green-field areas (Deliverable 8). The idea is to iden-
tify function limitations and Operator requirements that could
make FTTH configuration cheaper, and to justify from an eco-
nomic point of view a service offer corresponding to the FTTH
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configuration: a cheap broadband FTTH access might be a suit-
able complement to the narrowband mobile service offering
(Deliverables 12, 13 and 14).

7  The price of broadband evolution

EURESCOM Projects P306 ‘Access network evolution and
preparation for implementation’ and P413 ‘Optical networking’
elaborated on extensive techno-economic evaluations which
proved very useful as commonly agreed guidelines for the
definition of network evolution strategies. So, one of the P614
objectives is to identify economically viable implementation
strategies for an effective broadband access network introduc-
tion, maintaining a comprehensive and updated cost evaluation
of system and architectural alternatives. P614 periodically up-
dates results evaluating new service assumptions and including
new technological developments (Deliverable 3).

Marketing people tend to propose extremely low cost figures
when the technology is being developed, and much higher
prices when the contract is approaching ... So, from reading
reports and magazines the latest technology always seems to
be the cheapest, and drawbacks seem to be very minor. P614
reports bring back to earth the (easy) enthusiasm, recommend-
ing under which circumstances solutions can really be cost-
effective. This activity represents an ongoing concern for
EURESCOM, supporting Shareholders with independent and
critically assessed estimations of the economic implications of
the broadband access network deployment. Studies are made in
such a way as to make the application of the results by the

Figure 2  Line cost: 2 Mbit/s asymmetric connection [5]
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8  Relationship outside the EURESCOM
community

P614 is becoming increasingly popular as a reference source of
independent broadband access network recommendations, as
witnessed by the number of hits collected by the web-site and
the request for reprints and documents from operators and man-
ufacturers all over the world: access network experts from US,
Brazil, Korea, Taiwan, Indonesia and New Zealand, as well as
some European suppliers and consultants, have already
requested P614 reports. P614 has established links with several
access network related Projects. A bilateral agreement is estab-
lished with ACTS OPTIMUM (Optimized Network Architec-
tures for Multimedia Services) Project to use the OPTIMUM
tool and exchange cost estimates.

9  Dissemination of results

EURESCOM Project P614 is committed to open dissemination
of results, reflected in the choice to make all the deliverables
public (i.e. accessible by people outside EURESCOM Share-
holders). The effort to raise consensus on the Project results is
confirmed by the plan to favour co-operation with other bodies
(international standardisation organisations and manufacturers)
and with the preparation and running of periodical seminars and
workshops. P614 presents its results at several international
conferences and maintains a public web-site where a full range
of information on the Project is made available; papers and De-
liverables can be easily downloaded and P614 members can be
contacted for further information.

10  Conclusions and future work

The Operators tend to swing between the idea of doing nothing
or everything as far as broadband access network is concerned.
P614 results recommend what to do (something), when to do it
(with specific phasing, following the maturity of different tech-
nologies), and where (in areas of well defined technical and
service characteristics).

P614 tries to spot, and tackle, some areas that have been out of
focus so far, increasing the awareness of their potential and giv-
ing answers to ‘hot’, much discussed questions, or to counteract
some ‘myths’ on technical capabilities and trends.

P614 is becoming a recognised independent and reliable source
of information on broadband access network evolution. The
next challenge can only be the actual field deployment of some
of the available systems.
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Title Planned issue date

D1 An analysis of the relative benefits of proposed SNI standards April 1997

D2 Target B-ISDN access network architectures December 1997

D3 Techno-economic analysis of major factors of B-ISDN/ATM upgrades September 1997

D4 Opportunities for broadband radio technologies in the access network January 1998

D5 Optical technologies for advanced access networks: early results December 1997

D6 Evolution paths towards target B-ISDN access networks July 1998

D7 Optical technologies for advanced access networks: final results September 1998

D8 Elaboration of common FTTH guidelines July 1998

D9 Contributing to standardisation bodies and other fora April 1998

D10 Techno-economic evaluation of B-ISDN access networks September 1998
architectures, scenarios and business cases

D11 Evaluation of Broadband Home Networks for residential and small September 1998
business

D12 FTTH: Definition of the suitable powering architectures * February 1998

D13 FTTH: Definition of access network quality and cost * February 1998

D14 FTTH: Definition of related service offer strategies * February 1998

Table 1 EURESCOM P614 Deliverables

* Deliverables to be produced following approval by the Board of Governors.
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The multitude of operators/providers together with the wide
range of services emerging in telecommunication networks,
request for general descriptions dealing with quality of ser-
vice issues. Such descriptions should be established between
the end-user and the provider as well as between the pro-
viders. The latter is more pronounced as a number of pro-
viders could co-operate in order to fulfil a service request.

1  Introduction

It is essential to observe that the quality of a service is basically
different from the attributes of the service. The quality (defined
by the value of a set of quality parameters) of a service tells the
customer whether an ordered service is delivered within specifi-
cations of an agreement. The point of having parameters de-
scribing Quality of Service (QoS) is that they – when given
numerical values – enable the customer to have a well defined
opinion of what he is paying for, and allow him to make com-
parisons in the market. This requires a common understanding
of QoS and how it is measured.

Typically, for an Internet type of service, the customer (and ser-
vice provider) has to rely on services from different network
operators, to fulfil his mission. For the years to come it is fore-
seen that more customers will require more explicit guarantees
of QoS for the Internet services. QoS is therefore becoming
increasingly more important to competing public network oper-
ators (PNOs) / service providers and customers.

A majority of PNOs apply the ITU QoS framework (ITU-T
Rec. E-800) [1] in their quality work. However, there are vari-
ous other international organisations like ISO, ETSI etc that
address the issue of QoS, each having to some extent their own
collection/system of parameters. Having many collections of
QoS parameters in use – some of them even being a mixture of
the others together with some ‘droplets’ of attributes and ‘per-
sonal inventions’ – makes life difficult both for the customer/
user and the service provider – as well as creating inefficiency
in research programs addressing aspects of QoS.

Imperative to the future is to avoid solutions to frameworks and
parameters dependent upon the ever increasing number of ser-
vices and actors in the telecommunication market. The
EURESCOM project P806-GI: A Common Framework for
QoS/Network Performance in a multi-Provider Environment is
going to investigate the challenges of QoS in a multi-provider
service provision with the aim of reaching an agreement among
the EURESCOM shareholders.

The challenges are further elaborated in Section 2. Section 3
then deals with existing frameworks and approaches, prior to
outlining the steps undertaken in Section 4.

2  The multi-provider service agreement
interface challenges

Operating telecommunication networks have long traditions for
interworking. That is, it should be possible to transfer informa-
tion between users in networks managed by different organisa-
tions. Interconnect agreements must be described correspond-
ingly. Traditionally, this is done among a few actors of the same
kind (the national PNOs) and where ‘the QoS impairment
budget’ is subdivided between the actors according to ITU stan-
dardised reference connections.

Considering the increasing number of actors as well as the dif-
ferent types of actors, (eg. platform operators, access providers,
transport provider, content hosts and users/customers) and the
corresponding identification of network domains, multiple com-
binations of competition and co-operation are expected. Further
emphasis on regulations concerning interconnect, in particular
looking at dominating operators, is also anticipated.

It is foreseen that QoS/performance agreements should be estab-
lished related to most of the interfaces between actors. In partic-
ular, any requirements for unbundling the network elements and
functional groups could lead to a considerable number of non-
traditional interfaces.

Ensuring availability and successful calls/information transfers
originated in one network domain and destined for other
domains is also an issue. In particular, the users may require
explanations and possible compensations by the operator/pro-
vider dealing with the ‘originating’ side (of which he is a cus-
tomer). Therefore, interconnect agreements have to incorporate
means that the relevant operator/provider can apply in order to
avoid deteriorating situations. That is, on the transfer/call level
both outgoing and incoming situations must be considered and
the views of both parties of an interface must be taken on. This
implies that the contents of such agreements should adequately
cover issues arising for the purpose of protection and guarantee
between actors, see Figure 1. Guarantee issues include state-
ments from relevant actors promising a sufficient high level of
QoS such that the end-users are believed to be satisfied. Protec-
tion issues include precautions against receiving traffic flows
severely reducing the QoS within the domain considered. The
protection aspects may, again, be seen from more parties; either
these could be stated in order to limit the load from neighbour-
ing domains (as seen from the left domain in Figure 1 b)) or
these could be stated in order to avoid degradation of QoS due
to load generated from connected subscribers (as seen from the
right domain in Figure 1 c)).

EURESCOM project P806-GI:
– A Common Framework for QoS / Network Performance
in a multi-Provider Environment

O L A  E S P V I K ,  T E R J E  J E N S E N  A N D  B J A R N E  H E L V I K

a)

b)

c)

Figure 1 Interconnect agreements must consider aspects of: 
a) guarantee for originating part; b) protection for destinating party; 

c) protection for originating party
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An agreement should include aspects like
the conditions for operation, how to assess
these conditions and actions to be under-
taken in case agreed levels on any of the
conditions are exceeded. Naturally, the
particularities on interfaces have to be con-
sidered when describing these aspects. For instance, delays may
be more essential on packet switched relationships while block-
ing probabilities are used on circuit switched connections. In the
general case, variables describing delays as well as variables
describing blocking are relevant.

The approach to be followed may begin by describing the
potential roles present in the provisioning of services. This
may also look at the different phases of the service life cycle.
Contributions from regulatory bodies should also be taken into
account as a motivation for identifying interfaces between
actors.

Such interfaces may be located between horizontally separated
domains (domains with similar functionality) and between verti-
cally separated strata (strata where the lower one provides cer-
tain services for the one above). That is, horizontal means inter-
connecting network domains at the same functional level, eg.,
between two exchanges. Vertical means connecting different
levels in a functional view or network architectural view, the
interface between a content host and a platform operator, or
between a platform operator and a transport provider. An ex-
ample of the latter, related to Intelligent Networks, is connec-
tions between Service Control Points and Service Data Points.
Functional relationships would exist between the different net-
work elements, like when service logic/data are executed on a
platform provided by another actor. That is, an interface may
be more diffuse than a physical link between network elements.
Naturally, when interfaces are incorporated within an element,
assessing the conditions may become more involved unless
external equipment can be used.

In addition, an actor would also like to know the characteristics
of the loads at the ingress points. For instance, load with higher
variability or having severe correlation may influence the net-
work such that the performance is significantly degraded com-
pared to situations where such effects are not present. There-
fore, descriptions of traffic characteristics should also be given.
Alternatively, counteracting measures could be taken if the
offered traffic load deviates from the characteristics. It might
be tempting to either avoid such situations or make the relevant
traffic flow confirm with the better behaving characteristics
(eg., by applying shaping). Activating management mecha-
nisms, like call gapping, in order to smoothen the impact on the
network conditions would lower the QoS for the service con-
cerned. Therefore, the way management procedures affect QoS
must be taken into account. Naturally, if the situation is such
that no significant reduction of performance is foreseen, the
traffic flow could be treated as it is. This may, in one way, seem
similar to a ‘best effort’ manner for treating the traffic load and
could be stated as such in a contract. In that way the thresholds
in the agreement may be regarded as minimum values which are
commonly met and where better values can be found when the
network state allows for it. However, multiple thresholds could
be given where different reaction patterns are described for each
interval.

Based on the description of roles and interfaces, a framework
for interconnect agreements related to QoS is defined. Other
aspects, like legal, economical, technical protocol specific etc,
should also be considered; however, these are not treated in
P806-GI. In principle, the contents of an agreement looked at
may include, ref. Figure 2:

• Interface description

• Traffic patterns expected (with relevant parameters in order to
characterise the traffic flows)

• QoS parameters and thresholds

• Evaluation schemes including procedures for carrying out
measurements

• Reaction patterns.

Varying aspects of these topics may be pronounced for the
different interfaces. For this project we point out the need of a
general framework to be applied. As part of the evaluation pro-
cedures, exchange of data between interconnected actors will
be referenced.

Naturally, the network operator will usually be the only instance
having a complete view of the network state. In order to limit
any disturbances following a network condition, it is a sound
principle to choke the relevant traffic flows at the edges of the
network. Considering interconnect, this means that suitable
mechanisms should be present in the network elements asso-
ciated with the ingress points.

Often, having described the conditions to appear on the inter-
face, belonging measurement schemes are identified. Values for
variables of the arrival processes, service mixture and the result-
ing performance are to be captured. As for every measurement,
decisions of when, where and what to measure must be made.
That is, topics like time and duration, interface/location and
events have to be specified. These are measurements that may
be carried out by both parties of an interface. It must also be
decided whether or not continuous measurements are to be per-
formed. As measuring could be regarded as sampling, it is also
to be agreed upon if terms in a contract can be questioned based
on a single measurement period or if a number of measurement
periods have to be done of which several indicate that the terms
can be questioned before the contact is renegotiated or other
means are applied. This is also seen as a trade-off between the
time for reactions (responsiveness of a scheme) and the effort
needed for preparing and carrying out the reactions.

In addition, measures treating sudden changes in the arrival
processes must be present. Load control is an example of such
quick response measures. Which measures to apply for an inter-
face should also be stated in the interconnect contract. A num-
ber of measures, operating on a range of time scales, may be
thought of.

Load control implying rejecting or delaying traffic is considered
as a feature utilised during operation. One of the purposes may

Interface
description

Performance
variables

Traffic
patterns

Performance
thresholds

Measurement
schemes

Reaction
patterns

Figure 2  Possible structure of an interconnect agreement
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be to avoid that a single group of services/call types seizes too
large a fraction of the capacity leading to degradation of the
quality for other services/call types. This may be particularly
relevant when mass calling services are introduced.

Another example where load control between operators may be
requested is when one operator chooses to reroute traffic
through network domains1 that are not prepared for this. This
may happen when the more direct connection is not available,
eg. due to link failure. Although accounting rules may treat this
situation by introducing financial compensations, using mea-
sures for not degrading the QoS for the remaining services
could be more fruitful in order to keep one’s reputation.

3  Existing QoS frameworks and
approaches

Various international bodies have made efforts towards making
general QoS frameworks, eg. see [4]. Some of these are:

• ITU-T E-800 where part of this standard is adopted by IEC as
terminology standard IEV 191

• ETSI framework, [2]. This framework is based on the work of
the FITCE Study Commission [3]

• The service failure concept of EURESCOM P307. The
attributes of a service failure is regarded independent of the
service it affects and its cause in the network [7]

• QoS in layered and distributed architectures

- The ISO/OSI QoS framework [6]

- The Telecommunication Information Networking Architec-
ture Consortium (TINA-C) QoS framework [14]

• ETNO Working Group 07/95 on QoS. This group is working
toward a consistently defined set of common European QoS
parameters (QoS indicators). The aim is harmonised Euro-
pean QoS definitions and possibly performance targets for
pan-European services, in order to facilitate comparison of
the results of the measurements. The work is based on the
approach of the FITCE Study Commission and ETSI. Up to
now, the work has concentrated on voice telephony.

In addition, EURESCOM P603 [8] has studied the bearer ser-
vice part of some actual QoS frameworks. It was concluded, [4],
that the frameworks were partially overlapping but essentially
supplementary, since they focus on different aspects. Although

concepts may be different, and there are considerable differ-
ences in terminology, a unification seems feasible. None of
these are primarily intended as a basis for measurements, nor
are they intended for a quantitative comparison of QoS aspects
across different types of bearer networks.

Aagesen [5][12][13] made a thorough discussion on QoS in open
distributed processing (ODP) systems. One conclusion is that
there are no fundamental contradictions between the OSI, ITU-
ISDN, ODP, and TINA QoS frameworks. Common features are:
i) objects offering services and performing QoS handling func-
tions, ii) QoS parameters/attributes, and iii) contracts between
objects. However, the focus and the use of concepts differ.

A brief description of a collection of EURESCOM projects hav-
ing addressed or QoS/NP aspects is given in [11].

4  How to proceed

From the studies so far is seems feasible to reach a common
understanding as regards a first common framework applicable
in a multi-provider environment, where the providers may oper-
ate in different

• domains and/or
• strata.

The most important issue is to reach a core structure and mini-
mum set of parameters that the various actors can agree upon.
Based upon the experiences gained in P307 [15] and P619 [9]
together with the recommendations of P611 [10], see Figure 3,
EURESCOM – in its project P806-GI during 1998–1999 –
addresses the following topics:

• A preliminary common end-user – provider QoS interface is
to be established. This includes a well defined mapping of the
end-user’s terminology/parameters into ‘top level’ parameters
of a common harmonised QoS/network performance frame-
work to be chosen/constructed. A QoS agreement between
end-user and provider is to be structured and defined. The
interface, framework and agreement should be independent
of specific services and network/provision technologies. The
usefulness of the framework in connection with service
degradation analysis is also observed.

• After having investigated the above mentioned scheme in an
IN and Internet scenario, a generic service structure, customer
– provider QoS interface, QoS parameter structure, and struc-
ture for service level agreement applicable at the interface
between provider(s) and end-user will be proposed. A Memo-
randum of Understanding (MoU) related to the structure and
definitions of the previous objective and items is also to be
prepared.

• Including the experience gathered in EURESCOM projects
P307 and P619 as regards data dissemination and common
targets, adequate procedures for collecting and exchanging
QoS data in a multi-provider environment will be investigated
and structured.

P806-GI is organised as three main tasks. In the first of these
the common framework is to be elaborated. As previously de-
scribed, this is done in two phases. After the first phase, in the

1 Under the control of one or several other operators.

TINA-C
ETNO

TINA-C

ETSI EURESCOM

P611 P307

P603

P806-GI

Frameworks

Projects

ITU

ISO

Figure 3  Input and basis for elaborating generic framework for multi-provider
environments
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second task, the framework is to be applied for IN and Internet
configurations. For these applications the structure of intercon-
nect agreements as depicted in Figure 2 is to be examined to-
gether with the framework. A third task deals with management
of measurement and data handling. During the second phase of
the first task a (possible) refined framework is described to-
gether with a draft MoU.

The project started in March 1998 and is scheduled to end in
September 1999. Currently, there are nine PNOs involved,
sharing the 100 man-months allocated. Two workshops/semi-
nars are planned, the first one around November 1998 and the
second one around October 1999. Three deliverables are to be
issued, edited by the three main tasks.

5  Conclusion

The public network operators have for a number of years used
ITU-T E.800 as their conceptual framework with respect to QoS
and network performance. In addition, the ETSI and ETNO
frameworks are in use. Although important aspects of existing
frameworks are still valid, the challenge is to agree upon a com-
mon harmonised QoS framework sufficient in an ODP/multi-
provision handling of services. The EURESCOM project P806-
GI suggests to take an initiative towards a more widely appli-
cable QoS framework aiming at a consensus among all major
organisations and bodies dealing with QoS issues. In the work
outlined above, the project P806-GI team will also communi-
cate with a wide range of actors, both from the provider side
and from the customer side.
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Quality of Service (QoS) is an ambiguous term. Often it is
regarded as equivalent to reserved/guaranteed bandwidth.
This reflects a technology oriented view of telecommunica-
tions and data networks. The end users often knows nothing
about bandwidth, jitter, packet loss and other terms which
they are confronted with.

What the average user would like to discuss is Quality, using
terms which they are familiar with. A generic Quality Model
is thus very much needed. Especially when considering a
future scenario when users daily need to assess and control
the Quality of the abundance of services available. 

The Quality Classes defined in the ETSI project TIPHON
are used as a good example. This paper introduces a genera-
lised methodology to define a user-oriented Quality Model
and also proposes an extended set of Quality Classes.

1  Introduction

1.1  Definitions of QoS and Service Quality

QoS is a term that is often misused. The ITU-T Rec. E.800 [1]
defines QoS as: “The collective effect of service performance
which determines the degree of satisfaction of a user of the ser-
vice”.

This definition can be understood as covering all aspects of
service provisioning that can affect the users’ perception of
Quality, eg. provision, repair, billing, help desk, etc.

However, the term QoS is sometimes being used for describing
the ATM transfer capabilities (eg. CBR, VBR, UBR, ABR) [2].
QoS is also sometimes used for describing the Resource Reser-
vation Protocol for IP, RSVP [3].

Apparently, there is a need to structure the discussion on QoS
and make a separation between what the user perceives as Qual-
ity, what the user’s application implements (and the require-
ments it puts to the network) and what the network implements.
(The latter is often referred to as Network Performance.)

The ETSI document ETR 003, ‘General aspects of QoS and
Network performance’ [4] gives generic and particular defini-
tions of QoS, Network Performance and their interrelationships.
The document describes a method for the management of net-
work performance related to QoS and it describes a generic
framework for capturing the user’s QoS requirements, mapping
them to QoS service performance parameters, and consequently
to Network Performance parameters. The process of managing
the feed-back which results in the QoS perceived is also de-
scribed.

This paper discusses a simpler methodology with a similar
objective but focusing on the Information transfer phase (as
defined in [10]) of a service only. The method can also be
used to define Quality Classes for other phases.

1.1.1  Components of QoS

QoS depends on:

• the Support, ie. the secondary services such as information,
provisioning, billing, account management, etc.

• the Security, ie. the security aspects related to both
network/services and customers’ expectations

• the Operability, ie. the ease of use, etc.

• the Serviceability, ie. the access and retention of the service
and transmission aspects, etc.

The user of a service generally identifies two ‘bodies’ when
using a service:

• the Administration, ie. the ‘human related aspects’

• the Network, ie. the ‘technical related aspects’.

The ‘human related’ aspects are concerned with ‘Support’ and
‘Security’, while ‘technical related’ aspects are mostly con-
cerned with ‘Operability’ and ‘Serviceability’ (including
Accessibility, Retainability and Integrity (transmission))
(from [1] and [5]). We will in this paper concentrate on
Operability and Serviceability.

1.1.2  User-oriented concepts of Service Quality

The concepts presently provided by the standards bodies are not
suitable for end-users. For example, the ETSI ETR 138 [6] de-
fines 18 parameters (for PSTN and ISDN only!). The number
of possible combinations of these is far beyond what a user can
handle (even if the individual parameters themselves were
understandable to the average user!).

When users use (or are about to use) a service, it would be bene-
ficial if the ‘Quality’ (user perceived Quality related to network
performance) were selected from a limited set of Quality
Classes, all well known to the user (this implies the need for
a generic Quality Model where the same Quality Classes apply
to all services). What is needed is:

• A small set of Quality Classes, (7–9 is seen as a target num-
ber. This would allow users to keep a good understanding of
all Classes).

• Quality Classes that relate to what the users perceive when
they use a service.

• Quality Classes defined in terms of parameters that have a
value domain understandable by the user.

The parameters should relate to human ‘limitations’ (which
change slowly, if at all ...) rather than to technological develop-
ment (which changes rapidly). Some examples are Delay (ETSI
ETR 250 [9] contains a division of delays into sub-domains
based on what humans can distinguish), Lip-synch (how well
video and sound must be synchronised), video resolution, and
video frame rate.

Of course, there may also be other parameters (eg. bit-error
rate) to cover other aspects (eg. correctness).

1.1.3  Provider-oriented concepts of Service Quality

The provider is in a different situation. For the provider it is
vital that the Quality provided can be measured, so that it can be
proven that the Quality agreed with the customer was provided.
Parameters defined by standard bodies do fit the providers well.

The ETSI project TIPHON as a way towards 
a Harmonised User-Oriented Quality Model?
M A G N U S  K R A M P E L L
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What is needed is thus, apart from the user-oriented Quality
Classes, a mapping to provider (or network) oriented para-
meters.

1.2  Problems of having many models

A likely future scenario is that users will have a multitude of
services and would prefer one Quality Model that applies to all
services rather than being faced with a different model for each
service (or provider).

Different models for different services (and providers) would
mean that users would have to remember the context in which
a certain Quality Class is used. In the worst case, one Quality
Class may mean different things, depending on where it is used!

Obviously, users would be the losing party in such a situation.

1.3  Why is a harmonised user-oriented model
needed?

In PSTN the goal of the network planning used to be to provide
the highest possible Quality within the cost limits set up. This
was helped by the fact that most Public Network Operators
enjoyed a monopoly situation.

The present situation with the opening up of the market for
telecommunications warrants a different strategy. Customers
will be provided with what they pay for, no more and no less.
This will shift the responsibility to the customer – what are they
really paying for?

Advanced users (mostly big companies) will always be able to
define their needs and negotiate the relevant Quality required.
In fact, most operators already have SLAs (Service Level
Agreements) with their major customers.

However, the average residential user and SME (Small and
Medium Enterprise) users cannot afford to have the competence
and equipment needed to define and negotiate their needs.

If a commonly known Quality Model existed, the users could
select a Quality Class, confident that they know what to expect.
The provider would also know what is required, since measure-
ment methods and best practices would soon be created for the
(relatively few) Quality Classes concerned. For each new ser-
vice that is introduced, the provider would have to define how
the different Quality Classes would be supported. Compare this
to the ad-hoc situation (largely existing today) where each
provider defines the Quality independently for each service!

Figure 1  Would it not be convenient if this question was easily answered?

4 (Best) 3 (High) 2 (Medium) 1 (Best Effort)

Speech Quality Equivalent or Equivalent or Equivalent or
(one way, better than better than better than
non-interactive G.711 for all G.726 for all GSM-FR for all
measurement) types of signals types of signals types of signals

End-to-End Delay < 150 ms < 250 ms < 450 ms
(mouth to ear)

Call Set- Direct IP < 1.5 s < 4 s < 7 s
up time

E.164 Number < 2 s < 5 s < 10 s

E.164 Number < 3 s < 8 s < 15 s
via clearing house
or roaming

Email alias lookup < 4 s < 13 s < 25 s

Table 1  Proposed model from the ETSI TIPHON Project
(NB. All delay parameters represent an upper bound for 90 % of the connections over the TIPHON System)
The exact look of the table is still under discussion as this is written

7
6

54
3

2
1 8

CHOOSE QUALITY
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So, the successful introduction of a Quality Model with a
limited number of Quality Classes would lead to:

• Increased customer satisfaction (since users would know
what they agree to and may have a way to verify that they
get what was promised)

• Saved cost for the providers (since a Quality assurance model
with measurements etc. that is reusable can be developed.
Also, there would be thousands of customers per Quality
Class rather than individual settings – this would make
planning easier).

2  Existing user-oriented Quality Models

Some attempts at creating user-oriented Quality Models exist.
Two such models are presented here.

2.1  ETSI Project TIPHON as an example

The ETSI project TIPHON [7] has proposed four (4) Quality
Classes for voice services (over IP), see Table 1.

It can be noted from the table that TIPHON has chosen only a
few ‘technical’ parameters as affecting the Quality perceived by
the user. Other parameters may be important, but do not affect
Quality directly.

2.2  Other examples

The Multimedia Communications Forum (MMCF) has pro-
posed three (3) Quality Classes for multimedia applications [8],
see Table 2.

The MMCF has chosen to define their Quality Classes using
more parameters. The disadvantage of this approach is that the
Quality Classes are less ‘service independent’.

3  How can a harmonised user-oriented
Quality Model be reached?

There are similarities between the models described above.
However, few Generic Quality Models exist that can be applied
to any service. [11] contains one such model; it does not, how-
ever, contain any concrete Quality Classes.

3.1  A methodology

This paper proposes a methodology for developing a user-
oriented Quality Model that can be applied to any service.
The methodology presented has been applied (partly) in the
ETSI TIPHON project [7] presented above.

The methodology is based on the following steps, that are
iterated until a reasonably stable set of Quality Classes has
been reached (see also Figure 2):

1 Create a table.

2 Find relevant Network Parameters. Make these rows in the
table.

3 Find the value domain of each Network Parameter.

4 Divide each Network Parameter value domain into a number
of discrete sub-domains. The division into sub-domains
should be based on human aspects, eg. reaction times.

QoS Parameter QoS Class 3 QoS Class 2 QoS Class 1

Audio transfer delay with echo control < 150 ms < 400 ms < 400 ms

Audio frequency range > 0.05 – 6.8 kHz > 0.3 – 3.4 kHz > 0.3 – 3.4 kHz

Audio level (typical) – 20 dBm0 – 20 dBm0 – 20 dBm0

Audio error free interval > 30 min. > 15 min. > 5 min.

Video transfer delay < 250 ms < 600 ms < 10 s 
(still image only)

Video/audio differential delay > 150 and < 100 ms > 400 and < 200 ms N/A

Video frame rate > 25 frames/s > 5 frames/s N/A

Video resolution > 352 x 288 > 176 x 144 N/A

Video error free interval > 30 min. > 15 min. N/A

Audio differential delay < 100 ms < 200 ms < 1s

Error free interval > 30 min. > 15 min. > 5 min.

Data rate > 500 kb/s > 50 kb/s > 5 kb/s

Table 2  The model proposed by MMCF
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Best

High

Medium

Best Effort

Best

High

Medium

Best Effort

High Urgency

High Urgency

High Urgency

High Urgency

Low Urgency

Low Urgency

Low Urgency

Low Urgency

5 Define 7–9 reasonably disjoint user-oriented Quality Classes.
Make these columns in the table. These are really ‘profiles’,
and mnemonic names are recommended to make them more
tangible.

6 Define a mapping between each Quality Class and the different
Network Parameter value sub-domains by grouping value sets
from different Network Parameters together. The mapping of
each Quality Class to Network Parameters is seen when look-
ing down the corresponding column. (Several sub-domains
may be placed in one Quality Class if needed, see Figure 2.)

3.2  Applying the methodology

In order for the results to be generic, the methodology should be
applied in a service-independent way. The assumption here is
that all application specific data is at some point transported as
bits. The differentiating factors can thus be expressed in terms
of bandwidth, bit error rate, delay, jitter, etc. This is the kind of
Network Parameters foreseen.

The value domains of such Network Parameters are often well
defined. Concerning the division of the Network Parameter
value domains into sub-domains there is much material in the
Psychology and Sociology disciplines that should be helpful.
A reasonable set of Quality Classes should not be very difficult
to define and agree on. (This step should, however, include dis-
cussions with users and user groups.) The difficult part is decid-
ing which Network Parameter sub-domains to group together in
the different Quality Classes. Several iterations and trial imple-
mentations may be needed.

4  Possible extensions to the TIPHON
model

The four Quality Classes proposed by
TIPHON (Best, High, Medium and Best
Effort) may be generic enough to be
applicable to many services. However,
sometimes you need to indicate how
Quality should be changed. Table 3
shows a possible way to segment the
requirements into Importance and
Urgency.

For some applications the choice of seg-
ment could be automatic (eg. Voice Over
IP favours Urgency before Importance;
File transfer using FTP would favour
Importance before Urgency). In other
cases the user will have to give some
indication on how Important/Urgent the
data being transferred is (eg. when
browsing the web, it is sometimes de-
sirable to get the web page quickly just
to see if it contains anything important;
in other cases the web page contains criti-
cal information that must not be lost).

The application of the four segments to
the four Quality classes (from TIPHON)
would lead to 16 Classes, see Table 4.

Low Importance High Importance

High Urgency Quick but not Quick and Safe
necessarily Safe

Low Urgency Best Effort type Safe but not
necessarily Quick

Table 3  Segmentation of Quality classes

Table 4  A combined table with 7 classes

Best

High

Medium

Best Effort

Best

High

Medium

Best Effort

3 7

6

5

4

2

1

Low Importance High Importance

Quality
Class 1

P1 Value
subdomain 1

P2 Value
subdomain 1

Pn-1 Value
subdomain 1

Pn-1 Value
subdomain 2

Param 1

Param 2

Param n-1

Param n

•
•
•

Quality
Class 2

P1 Value
subdomain 2

P2 Value
subdomain 2

Quality
Class 7

P1 Value
subdomain 3

P2 Value
subdomain 3

P2 Value
subdomain 4

Pn-1 Value
subdomain 3

Quality
Class 8

P1 Value
subdomain 4

Pn-1 Value
subdomain 4

Pn Value
subdomain 1

•
•
•

Figure 2  The principles of the methodology presented
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If some of the resulting 16 classes are combined, we could end
up with 7 Classes (see also Table 4):

1 Best-Effort ‘Best Effort’

2 Quick-but-not-so-Safe ‘xxx’

3 Quickest-but-not-so-Safe ‘yyy’

4 Safe-but-not-so-Quick ‘zzz’

5 Safest-but-not-so-Quick ‘mmm’

6 Quick-and-Safe ‘nnn’

7 Quickest-and-Safest ‘Best’

It remains to put better mnemonics to the Classes (the xxx, yyy,
etc.) in order to make them easily understandable and easy to
remember. It also remains to be tested whether the serialisation
used here is suitable (another possible sequence would be 1-4-5-
2-3-6-7). Finally, it remains to try the Quality Classes out on a
set of services and see whether relevant mappings to network
parameters can be made.

5  Conclusions

This paper points out the irregular use of the term Quality of
Service (QoS) and identifies the need for a harmonised Quality
Model which is understandable to users and at the same time
mappable to Network Parameters that providers use to ensure
the Quality delivered. (Using Quality Classes does in no way
restrict the provider from offering a fine granularity of Quality
levels if it so chooses.)

The ETSI Project TIPHON is used as an example of an attempt
to create such a model. The proposed Quality Classes are
generic and easily understood. However, they are perhaps too
generic to be applicable to all kinds of services.

The TIPHON Quality Model is also used as a basis for some
initial ideas on how the model can be extended.
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The European Telecommunications Standards Institute – ETSI
was established in 1988. The first General Assembly (GA) was
held in March the same year. On the occasion of the 10th
Anniversary, a special one-day conference was held in Nice,
France on 25 March 1998 in conjunction with the General As-
sembly. The conference subtitle was raising expectations as to
the contents: “The State of the Art in European Telecommuni-
cations Standardization”.

The conference was opened with a speech on ETSI’s history
and role by Dr. Karl Heinz Rosenbrock, Director of ETSI since
1990. Then there were seven speeches on specific topics:

• Universal Mobile Telecommunications System (UMTS)
• Broadband Radio Access Networks (BRAN)
• Terrestrial Trunked Radio Access (TETRA)
• Voice Telephony on the Internet (TIPHON)
• Multimedia Applications & Communications
• European ATM Services Interoperability (EASI)
• Telecommunications Security.

The seminar was closed by the chairman of the General As-
sembly, Antonio Castillo, who summed up the status in one
sentence: “What is state of the art?” The answer was: “Every-
thing is changing.”

The seminar was clearly divided into two parts, one covering
radio based communications and the other fixed network ser-
vices, systems and applications. Thus the ‘hottest’ subjects were
covered: Mobile communications, Internet and Multimedia.

Introduction

Dr. Karl Heinz Rosenbrock has been Director of ETSI since
1990. He made the opening speech by summarizing the story of
European telecommunications standardisation since the found-
ing of CEPT in 1959. The title of the speech reflected his views
on the importance of ETSI: “ETSI’s role in standardisation – the
past, the present & the future”. He summed up the facts in num-
bers, which are shown in Table 1. ETSI’s technical organisation
as per October 1997 is shown in Figure 1.
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• 485 full membership organisations

• Members from 34 European countries

• 81 observing organisations

• 48 associated member organisations

• 1471 Standards (ETS) produced since 1988

• 432 Technical Reports (ETR)

Table 1  Some facts about ETSI as per April 1998

Figure 1  ETSI technical organisation as per October 1997



Rosenbrock’s ‘message’ was about the connection between
ETSI’s main goals and the inner market of Europe. This is
clearly stated in one of ETSI’s original objectives:

“To produce the technical standards which are necessary
to achieve a large & unified European telecommunications
market.”

Later, this point has been emphasised in June 1995 to “Making
international standards happen first in Europe”.

The ‘efficiency’ of ETSI has improved during the years, at least
measured in relation to the number of published reports per year
or the time needed to bring forward a new standard. Rosenbrock
spent some time emphasising this point with graphs and figures.
For example, the number of published deliverables per year has
increased from approximately 30 in 1990 to over 600 in 1997,
while the cost per deliverable has decreased from over 500 kECU
in 1990 to 30 kECU in 1997. Some people would probably
argue that such figures are not the only relevant measure of
success.

The past and present are easy to fill with facts and figures, while
the future is definitely more ‘in the mist’. The issue is the role
of ETSI in the future. Will ETSI be the main driving force in
future European telecom standardisation? This part of the
speech was as misty as the future might seem. Anyone who
can create a critical mass around a technology is in the position
of producing a standard, and the key to success is inventiveness
and creativity. The word ‘convergence’ was much used. While
Rosenbrock’s postulate was that convergence of technologies
will come by itself, what is needed now is the ‘convergence of
people’, whatever is meant by that.

Radio based communications

The fact that there were three speeches on radio communica-
tions standards shows what a high priority this has.

Friedhelm Hillebrand, chairman of Technical Committee
Special Mobile Group (TC SMG) went through the status for the
work towards next generation mobile communication, in ETSI
terms UMTS – Universal Mobile Telecommunications System.
From the ‘global’ GSM to UMTS ‘covering the Universe’, was
his opening words. The framework for UMTS was set up in July
1996 with the conclusions from the work with Global Multi-
media Mobility – GMM. The focus was shifted for UMTS, and
reference is often made to ‘old’ and ‘new’ UMTS. The changes
are summed up in Table 2.

Most important to notice is the focus on Internet and IP, as well
as UMTS now being an evolution from GSM instead of a ‘new’
network. The first phase of UMTS is the so-called ‘Release 99’
having elements from GSM Phase 2+.

Fixed radio systems are also having a great momentum. Jan
Kruys is chairman of the ETSI project Broadband Radio Access
Networks (EP BRAN), which started up in April 1997. Fixed
radio access technology is directly competing with for example
high-speed photonic networks, so why spend so much resources
on this? Radio technology has its force in a high degree of flexi-
bility, fast and cheap installation and low cost in general. The
focus of the work is very much on deregulation and multimedia
services. User service demands vary greatly over a very short
period of time leading to large variations in bandwidth demand.
Additionally, users are very sensitive towards the response
times. EP BRAN has taken over the responsibility for HIPER-
LAN/1, ETSI’s high speed wireless LAN, from previous TC
RES (Radio Equipment and Systems) and this is now part of a
series of specifications for broadband radio access standards.
Table 3 shows the three types of broadband radio access net-
works that EP BRAN is working towards. The first specifica-
tions are expected to be ready in June 1999, while the whole
project is scheduled to end in June 2002. It is all about radio
technology with high performance and an open-ended structure.

The work on TETRA – TErrestrial TRunked Radio – started as
early as 1989 in RES6. TETRA will eventually become a family
of standards, and the work is performed in four phases, where
Phases 1 and 2 are finished. Phase 3 is expected to finish in the
third quarter of 1998, while the work on Phase 4 has just started.
Brian Oliver is chairman of EP TETRA and among other things
he focused on the question of success for TETRA. The Memo-
randum of Understanding (MoU) has been signed by 66 organ-
isations from 19 countries. One of the results from EP TETRA
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“Old” UMTS “New” UMTS

Core ideas Integration of all existing 1) Focus on innovative new
and new services into services
one universal network 2) Support of GSM services

Partner-networks Broadband ISDN Intranets and Internet

Introduction Migration from existing Evolution from GSM and
networks ISDN networks

Roaming New development, Evolution of GSM roaming,
INAP based MAP based

Standardization FPLMTS as one mono- IMT 2000 family in ITU and
lithic standard in ITU ANSI, ETSI, ARIB/TTC

Table 2  Change of focus for UMTS [1]

HIPERLAN/2 A complement to HIPERLAN/1 providing communication
between portable computing devices and broadband core
networks. User mobility is supported within the local ser-
vice area, 50 to a few hundred metres. Up to 25 Mb/s

HIPERACCESS An outdoor, high speed radio access network, providing
fixed radio connections to customer premises. Up to 25 Mb/s

HIPERLINK A very high speed radio network for infrastructure-like
applications; a typical use is the interconnection of HIPER-
ACCESS networks and/or HIPERLAN Access points into a
fully wireless network. Up to 155 Mb/s.

Table 3 EP BRAN types of broadband radio networks



is the specification of the Digital Advanced Wireless Service
(DAWS). DAWS is based upon TETRA’s advanced PDO
(Packet Data Optimised) protocol. It is possible to obtain full
ATM speed of 155 Mb/s with full mobility. EP TETRA is co-
operating closely with EP BRAN and EP TIPHON (see next
section), as well as TC SMG.

Fixed network standards, 
systems and services

The second main session of the seminar focused on future high
speed networks and services.

Internet Telephony, or Voice over IP, is a hot topic. ETSI has
recognised this fact and started EP TIPHON – Telecommuni-
cations and Internet Protocol Harmonization Over Networks.
Helmut Schink is chairman for TIPHON which started in April
1997. The focus of the project is on voice- and voice-band com-
munications over IP and the interoperability with PSTN/ISDN/
GSM. Voice over IP is based on ITU recommendation H.323
from ITU-T SG16 [2], and there are strong relations to VoIP-
Forum/IMTC (International Multimedia Teleconferencing Con-
sortium), IETF (The Internet Engineering Task Force) and ITU-
T. Several possible scenarios were presented, eg. ‘IP to PSTN/
ISDN/GSM’ and ‘PSTN/ISDN/GSM to PSTN/ISDN/GSM over
IP’, as shown in Figure 2. One of the problems currently being
focused is the addressing of TIPHON IPs. Traditional IP add-
resses are both complex and dynamic, and not very useful from
a standard telephone keyboard. The solution is to use ITU’s
E.164 numbering scheme. There is a close co-operation with
TC NA (Network Aspects) on this.

Rolf Rüggeberg, chairman of ETSI Project Multimedia Ter-
minals and Applications (EP MTA) opened his speech by
setting up a definition of Multimedia:

"Integration of text, data, graphic, audio, voice and video in
a uniform user platform by simultaneous usage of more than
one of these elements."

He went on to show a list of different bodies working with mul-
timedia standardisation: 11 global, 9 European and 3 US
regional, and the list was probably not exhaustive. The point in
showing this was probably to focus on the interest for the topic,
but also show how difficult it can be to work on standards for
multimedia. The main focus of this speech was to show some
possible future visions (or horror-scenes?), as for example:

It was pointed out that this is not necessarily the future we want,
but it could be possible.

The Interoperability of ATM networks and services are dealt
with by the ETSI Project European ATM Services Interopera-
bility (EP EASI). The chairman, Mike Bexon, focused in his
speech very much on ATM MoU. EP EASI started as late as
October 1997. The ATM MoU Working Group (WG) was set
up by ETNO (European Public Telecommunications Networks
Operators’ Association) in January 1997, and in co-operation
with EURESCOM, ETSI and the ACTS project JAMES (Joint
ATM Experiment on European Services), the MoU was ready in
December 1997. The goal of EP EASI is to work out two Euro-
pean Norms (ENs) and two so-called guideline documents. The
ENs are meant to be ‘Supe-ICSs’ (Implementation Confor-
mance Statements).

Security in future telecommunications

Technical Committee Security (TC SEC) works on security
matters in modern, digital telecommunications. TC SEC is
chaired by Michael Walker, and his speech addressed the
different aspects and the importance of security. Security is
important to avoid eavesdropping and fraud. Previously, this has
been solved by using a special hardware module and crypto-
chips to ‘secure’ protocols and firewall technologies. The big
change came with the migration from analogue to digital mobile
telephony where security also encompasses authentication and
encryption, and not least, the Subscriber Identity Module (SIM).
The encryption also functions to authorise the use of the radio
channel. In electronic commerce, security is very important, and
there are great challenges on secure electronic transactions from
mobile and/or personal terminals. Today the payment terminals
are fixed installations in shops, at petrol stations and so on. A
lot of the standards work is carried out outside ETSI, as for ex-
ample SET – Secure Electronic Transaction, and a lot of the
basics on encryption techniques have been put into the X.400
and X.500 recommendations from ITU.
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The Networked Home:

11 March 2009:

You are approaching your home, the Home Area Network
(HAM) reports:

All domestic appliances o.k.
No unusual occurrences.
Call up security report.
You have 5 items of mail waiting, including a
registered letter.
What would you like for dinner?
Please enter your mealtime.

IP Network

IWFLocal or distributed
function IWF Local or distributed

function

PSTN/ISDN
/GSM

PSTN/ISDN
/GSM

Figure 2  Scenario ‘PSTN/ISDN/GSM to PSTN/ISDN/GSM over IP’



Final words

Antonio Castello, chairman of ETSI General Assembly (GS)
closed the seminar by, among other things, postulating that the
real ‘State of the Art’ is that everything is changing. What holds
today, does not necessarily hold tomorrow, and ETSI as an
organisation must relate itself to that fact.
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Abbreviations

ANSI American National Standards Institute

ARIB Association of Radio Industries and Businesses

ATM Asynchronous Transfer Mode

BRAN Broadband Radio Access Network

DAWS Digital Advanced Wireless Service

EASI European ATM Services Interoperability

EN European Norm

EP ETSI Project

ETNO European Public Telecommunications Networks
Operators’ Association

ETR ETSI Technical Report

ETS ETSI Technical Specification

FPLMTS Future Public Land Mobile Telecommunications
System

GMM Global Multimedia Mobility

GSM Global System for Mobile Communications

HIPERLAN High Performance Radio Local Area Network

IETF Internet Engineering Task Force

IMT-2000 Integrated Mobile Telecommunications 2000

IMTC International Multimedia Teleconferencing
Consortium

INAP Intelligent Networks Application Protocol

IP Internet Protocol

ISDN Integrated Services Digital Network

ITU International Telecommunications Union

MAP Mobile Application Protocol

MTA Multimedia Terminals and Applications

PSTN Public Switched Telephone Network

RES Radio Equipment and Systems

SIM Subscriber Identity Module

SMG Special Mobile Group

TC Technical Committee

TETRA TErrestrial TRunked Radio Access

TIPHON Telecommunications and Internet Protocol
Harmonization Over Networks

UMTS Universal Mobile Telecommunications System
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I Introduction

1. We will try to apply probability calculation to determine the
necessary number of switches in a switch group and within a
section of co-operating switches in a group.

The mathematical concept of ‘probability’ is commonly defined
in the following way:

The probability of an event E (Ereignis, événement) is the ratio
between the number of cases that are favourable for the occ-
urrence of this event and the total number of possible events,
given that all cases are equally likely and mutually independent.

Given, for example, an urn with N balls, of which there are m
white and n black, m + n = N, and if those balls by a suitable
action are mixed so that they are mutually non-orderly located,
then the probability that a single ball picked is a white ball
= m/N. Likewise, the probability of picking a black ball = n/N.

In the following we shall apply the two main theorems of
probability theory.

The first theorem states that among different events E1, E2, E3,
..., En, that depend on the probabilities p1, p2, p3, ..., pn, the
probability P(1+2+3+ ... +i) that either E1 or E2 or E3 ... or Ei will
occur = p1 + p2 + p3 + ... + pi, i.e. equal to the sum of the
probabilities of the single events.

If this is applied to an urn with balls, e.g. n1 white, n2 red, n3
green, n4 black, altogether n1 + n2 + n3 + n4 = N balls, and if we
set n1/N = p1, n2/N = p2, n3/N = p3, n4/N = p4, then the proba-
bility of picking either one white or one green ball (irrespective
of which) is: P(1+3) = p1 + p3.

The second main theorem states that if different events E1, E2,
E3, ..., En, depend on, respectively, p1, p2, p3, ..., pn, then the
probability P1.2.3 ... i that both E1 and E2 and E3 ... and Ei will
occur – i.e. a combination of those events will occur –
= p1p2p3 ... pi, being the product of the single event proba-
bilities.

At trials with the last mentioned urn this means that the proba-
bility of picking a red ball and, after replacing it, picking a green
ball (those two pickings being considered a combination or
commonality) will be: P2.3 = p2p3.

We will also have to consider complementary probabilities, i.e.
probabilities that exclude one another, i.e. the probability p that
an event will occur and the probability (1 – p) that it will not
occur.

In the first mentioned example of white and black balls m/N and
n/N are complementary probabilities Their sum is (m+n)/N = 1.
In the second example among others (p1 + p3) and (p2 + p4) are
complementary probabilities. Similarly, at the combined pick-
ings, p2p3 and (1 – p2p3) are complementary probabilities.
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II  Determination of the connection
probability of single subscribers

2. When one intends to apply probability theory to the local
telephone correspondence, one may proceed in various ways.
One may, for instance, put the main weight on a presentation
taking into account that calls from different subscribers to the
exchange in general occur at different time instants, and one
may try to calculate the probability that a certain number of
calls arrive during a certain interval, corresponding to the mean
conversation time within some specified period, for instance the
busiest hour of an ordinary workday. This approach, however,
will incur substantial difficulties, unless arbitrary simplifica-
tions are made, the influence of which hardly can be estimated
in an obvious way.

As the intention is to obtain an insight into the process of the
aggregated telephone traffic at any instant within working hours
– be it for the whole subscriber network or for certain larger or
smaller groups of subscribers – we have preferred to direct our
attention to what happens or can be assumed to happen at an
arbitrary epoch within a specified work period. In other words,
we direct the focus of our investigation at simultaneous events
at each moment of the period under consideration.

We name this period the selected time Tc. Within Tc, which may
be the busiest hour or the busiest quarter-hour or some other
specified work time, traffic is assumed to flow fairly evenly,
and for a longer time space Tt show, for a given exchange, a
certain mean number of calls r per Tc with a certain mean
duration t per call.

Tt is measured in days, Tc and t in seconds. The product rt thus
indicates the mean aggregate call (or conversation) seconds
within the period Tc, and rt / Tc = y indicates the mean number
of simultaneous local telephone connections at the exchange
during the period Tc. It is assumed that r and t are found by a
very large number of observations within the telephone network
concerned under current, satisfactory manual telephone
operation during a lengthy period.

3. We will assume that n subscribers are connected to the
exchange. If throughout Tc there were exactly y connections,
then according to the given probability definition above, the
general mathematical probability pg of finding a subscriber busy
with an own initiated call at a random epoch within Tc would be
exactly y / n. Since y is only an average number, as the real
number of simultaneous connections in Tc can vary between 0
and substantially more than y (eg. 2y or even more), one cannot
give any exact, real probability pr for finding a calling sub-
scriber by a single sample. One must be satisfied by an appro-
ximate indication by setting pr ≈ y / n.

Thus pr ≈ y / n in a way indicates the average likelihood during
time Tc to find any particular subscriber in the course of a con-
versation initiated by himself. We can, however, not accept
right away the quantity y / n as a measure of our subscribers’
proneness to make calls. We know there are great differences
between different subscribers’ use of the telephone. We must
therefore make a judgement as to whether the estimate of y / n
(or some differing value, in any case a small proper fraction less
than one) implies any harmful error, ie. an error leading to und-

underestimation of traffic requirements by calculating a too
small number of switches.

By our considerations we will remember the great regularity
that is apparent in the values of r and t at one particular tele-
phone network through a lengthy period, and the value r’s
dependence on the number of subscribers and the time of day
(the concentration). These average values emerge as a sum or as
an extract of the total calling activity of the whole set of sub-
scribers. The single subscribers act in the calling sense quite
uncoordinated. In the long run, however, each subscriber must
satisfy a certain requirement that is particular for him.

A particular subscriber will be denoted Ai. The total time spent
by this subscriber during the selected period Tc of each day
through a lengthy time space of Tt = D days shall be denoted Ti,
measured in seconds. Ti / (D · Tc) = pi denotes the ratio between
the time spent on calling and the total time available for this
subscriber.

One may also view the case in such a way as to assume the total
time under observation, D · Tc, to be subdivided in a very large
number (N) of very short time intervals ∆t. Thus D · Tc = N · ∆t.
For subscriber Ai’s telephone calling there will, out of the total
time N · ∆t, be mi favourable intervals and (N – mi) = ni un-
favourable intervals ∆t. Here we set mi · ∆t = Ti and consequ-
ently ni · ∆t = (DTc – Ti).

From the above follows

(1a)

(1b)

4. We will now assume that we take momentary test samples at
the exchange whether Ai’s line is occupied by an outgoing call,
as we suppose such a sample technically realised in a suitable
way. We will let the instant of any sample be completely
random, with no pre-knowledge whether the line is occupied or
not. According to the nature of the sampling one can assume
that all cases are equally likely.

Furthermore, as we can assume that any start and close of a
connection are independent relative to the sampling points, we
must be allowed to consider the sample results as independent,
in spite of the fact that a very large number of ‘connection
cases’ or intervals with connection (corresponding to a single
call) will follow immediately after one another.

5. In order to make sure that we do not expose ourselves to any
self-delusion by these considerations, we shall make a compari-
son with the previously treated example of white and black
balls. Instead of placing these balls in an urn where they by
some suitable movement are mixed, we will assume the balls
fastened along the rim of a circular disk that can be turned
around a vertical axis in the centre of the disk. The disk may be
set in an even rotation by some mechanism. The balls, all of the
same size, are densely positioned along a circle line with centre
in the axis of the disk. They are hidden behind a screen with a
small slot in front of the ball ring, through which a single ball
may be observed as it passes the slot during rotation. The slot is
normally closed by a slide. By a quick opening of the slide at

1− pi( ) =1−
mi
N

=
N − mi

N
=

ni
N

.

pi =
Ti

D ⋅Tc
=

mi ⋅ ∆t
N ⋅ ∆t

=
mi
N

,
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any moment a white or a black ball may be observed through
the slot. At a simultaneous view of the adjacent parts of two
balls it is an established rule that the ball leaving the slot is not
considered. The slide is only kept open a short moment, so that
only a part of a ball can pass the slot during opening.

When now, as in the first mentioned example, the number of
white balls is m, the number of black balls is n and the joint
number m + n = N, then the probability of observing a white
ball in an arbitrary moment is p = m / N and the probability of
observing a black ball is (1 – p) = n / N, exactly like the
probability of picking a white or a black ball from the before
mentioned urn. By repeated samples with the rotating ball ring
the choice of observation moments must be made without
knowledge of the speed of rotation, so that the conditions of the
probability definition, concerning even likelihood of occurrence
for all cases and their mutual independence, are fulfilled. Under
this condition we may consider the ball urn and the hidden
rotating ball ring as fully equivalent mechanisms for illustration
of the concept of mathematical probability.

6. The analogy between the ball ring with m white and n black
balls, altogether N balls, and the case of total time N · ∆t with mi
connection intervals and ni non-connection intervals, altogether
N intervals ∆t is obvious. There is, however, the difference that
a traversed time space N · ∆t with its telephone calls never re-
peats itself, whereas the ball ring for each round presents the
same order, unless it is changed by some particular arrange-
ment. Thus telephone traffic presents a picture of more disorder
and randomness, implying that there is less need to fear that the
conditions of the probability definition are or will be unfulfilled,
when the events of connection are observed. On the other hand
one should be aware that there is no constant probability related
to the single subscriber line such that that of the urn or ball ring.
More about this later.

7. It appears from the discussion that the quantity of pi = mi / N
for subscriber Ai’s call activity, in analogy with the quantity
p = m / N for the ball trial, has the character of a probability,
namely the probability that subscriber Ai at an arbitrary instant
is busy with a self-initiated call, and that the quantity (1 – pi) =
ni / N for the same line – corresponding to the ball trial’s
(1 – p) = n / N – should be considered as the complementary
probability, ie. the probability of finding the same line not busy
with a self-initiated call. (Any incoming call from other parties
to Ai are neglected).

8. According to the preceding arguments we feel justified to
present the following definition: A subscriber Ai’s connection
probability pi is the ratio between his assumed time Ti of outgo-
ing call occupancy and the total time D · Tc.

In order to avoid misunderstanding we have here used the term
‘assumed’ rather than ‘favourable’1), that is usually applied in
the general definition of probability.

III  General calculation of efficiency and
degree of hindrance

9. We will now consider a group of subscribers A1, A2, A3, ..., Ai, ...,
An, whose connection probabilities in the selected period are p1, p2,
p3, ..., pi, ..., pn, respectively, and which have jointly available for
connection through the exchange a certain number x of adjacent
circuits with the necessary equipment.

Assuming that p1, p2, p3, ..., pi, ..., pn are known and exactly given
constant quantities, we shall calculate the probabilities P0, P1, P2,
..., Pr, ..., Px of finding, respectively, 0, 1, 2, 3, ..., r, ..., x out of the
available circuits busy with calls at an arbitrary moment within the
selected interval Tc on a similarly arbitrary day within Tt. Further-
more we shall calculate the probabilities Px+1, Px+2, ..., Px+(n–x) of
finding x + 1, x + 2, ..., n circuits busy in case one had x + 1 or x + 2
or ..., or n circuits available at the exchange instead of just x.

In order to facilitate the process of this calculation we shall apply a
couple of easily understandable product symbols. We shall establish
a product of r out of the n given quantities p1, ..., pn

only once in any product. According to combination theory

products. Each of these products can be identified by a number

behind a parenthesis in front of the product expression:

no ambiguity can occur. When we have formed a product of r
probabilities p, eg. p1p2p3 ... pr, we will form another product
(1 – pr+1) (1 – pr+2) ... (1 – pn) of the complementary probabilities
of the remaining (n – r) probabilities p. In general we

product of r probabilities there will be a product of complementary
probabilities corresponding to the remaining (n – r) probabilities.
We will furnish each of the such given complementary products
with the same number as the primary product.

omit the latter number indication as superfluous when we present
the product of both those products, thus writing:

Thus to the primary product ( j pi
(n)

(r)

∏ corresponds the

counterproduct ( j 1− pk( )k≠i
(n)

(n−r)

∏ . We will, however,

such counterproducts will likewise be n
r





 since for each

shall denote such a product by 1− pk( )k≠i

(n−r)

∏ . The number

( j pi
(n)

(r)

∏ . The notation (n) under ∏ may be omitted when

within the series 1,2,K , j,K n
r





 by putting the number

there will be altogether
n n −1( )K n − r +1( )

1⋅2 ⋅3K r
= n

r




 such

and denote this by pi
(n)

(r)

∏ , where any quantity pi appears
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‘gunstig’.



A sum of all products formed this way for a given r will be
denoted in the usual way:

10. We will now calculate P0, the probability that all x circuits
are found to be free by a sample test, ie. the probability of no
connection.

As subscriber Ai’s connection probability is pi, then his non-
connection or idleness probability is (1 – pi). Likewise Aj’s idl-
eness probability is (1 – pj). As the matter in question here is the
probability that all of A1 and A2 and A3 and ... and Ai and Aj and
... and An are without a telephone connection, the second
probability theorem implies that the requested probability is
given by the product of all the idleness probabilities:

(2,0)

In order to find the probability of observing only one connection
a more compound operation is needed. First we seek the
probability of finding A1 busy and all the other subscribers idle.
This probability will be denoted p(1). According to the same
theorem we have:

p(1) = p1(1 – p2) (1 – p3) ... (1 – pn)

In the same way are found:

p(2) = (1 – p1)p2 (1 – p3) ... (1 – pn)

...

p(k) = (1 – p1) (1 – p2) ... pk ... (1 – pn)

...

p(n) = (1 – p1) (1 – p2) ... (1 – pk) ... (1 – pn–1)pn

As the question is whether the first or the second or the third or
... or the nth case will be observed, one will according to the
first theorem have:

(2,1)

In order to find the probability of observation of two connec-
tions we will first seek the probability p(1,2) of finding A1 and A2
in connection and simultaneously all the others without. Then
we get:

In the same way we obtain:

p(1,2) = p1p2 1− p3( ) 1− p4( )K 1− pn( )
= (1Π

(2)
pi Π

(n−2)
1− pk( )k≠i

P1 = p(1) + p(2) +K + p( j)K + p(n)

= p( j)
j=1

j=n

∑ =
j=1

j=n

∑ ( j Π
(1)

pi Π
(n−1)

1− pk( )k≠i

P0 = 1− p1( ) 1− p2( ) 1− p3( )K 1− pk( )K 1− pn( ) = Π
(n)

1− pk( )

j=1

j= n
r







∑ ( j pi
(n)

(r)

∏ ⋅ 1− pk( )k≠i
(n)

(n−r)

∏

( j pi
(n)

(r)

∏ ⋅ 1− pk( )k≠i
(n)

(n−r)

∏

... ...

Furthermore:

... ...

... ...

... ...

Hereby we obtain:

(2,2)

... ...

In a similar way is obtained:

(2,3)
P3 =

j=1

j= n
3







∑ ( j Π
(3)

pi Π
(n−3)

1− pk( )k≠i

P2 = p(1,2) + p(1,3) +K + p(1,n) + p(2,3) +K + p(2,n) + p( j,n)

+K + p(n−1,n) =
α=1

α=n−1

∑
β=2

β=n

∑ p(α,β )α<β

=
j=1

j= n
2







∑ ( j Π
(2)

pi Π
(n−2)

1− pk( )k≠i

p(n−1,n) = 1− p1( ) 1− p2( )K 1− pn−2( ) pn−1pn

= (
n n −1( )

1⋅2 Π
(2)

pi Π
(n−2)

1− pk( )

p( j,n) = 1− p1( ) 1− p2( )K 1− pj−1( ) pj 1− pj+1( )K pn

= (q Π
(2)

pi Π
(n−2)

1− pk( )

p(2,n) = 1− p1( ) p2 1− p3( ) 1− p4( )K 1− pn−1( ) pn

= ( 2n − 2( ) Π
(2)

pi Π
(n−2)

1− pk( )

p(2,3) = 1− p1( ) p2 p3 1− p4( ) 1− p5( )K 1− pn( )
= (n Π

(2)
pi Π

(n−2)
1− pk( )

p(1,n) = p1 1− p2( ) 1− p3( ) 1− p4( )K 1− pn−1( ) pn

= ( n −1( ) Π
(2)

pi Π
(n−2)

1− pk( )

p(1,4) = p1 1− p2( ) 1− p3( ) p4 1− p5( ) 1− p6( )K 1− pn( )
= (3 Π

(2)
pi Π

(n−2)
1− pk( )

p(1,3) = p1 1− p2( ) p3 1− p4( ) 1− p5( )K 1− pn( )
= (2 Π

(2)
pi Π

(n−2)
1− pk( )
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(2,4)

... ...

(2,x)

(2,x+1)

... ...

(2,n)

The last equation expresses the probability Pn of finding at an
arbitrary moment all n subscribers occupied by self-initiated
calls on a set n of exchange circuits, irrespective of possible call
completion due to the state of called subscribers. This proba-
bility is equal to the product of the connection probabilities of
all subscribers, a result that also follows directly from the
second theorem.

11. With the probabilities P0, P1, P2, ..., Px, ..., Pn all possi-
bilities with n internal connections are exhausted, since any test
will find either 0 or 1 or 2 or 3 or ... or n circuits occupied, in
case there are altogether n circuits. Thus the sum of all those
probabilities must express certainty:

P0 + P1 + P2 + ... + Px + ... + Pn = 1.

If there are only x circuits available, then the alternative
probability of finding either 0 or 1 or 2 or 3 or ... or x circuits
occupied in an arbitrarily chosen moment is P0 + P1 + P2 + ... +
Px. The probability of finding all x circuits busy and simul-
taneously 1 or 2 or ... or (n – x) ‘standing’ calls without possi-
bility of progress is Px+1 + Px+2 + ... + Px+(n–x) = 1 – (P0 + P1 +
P2+ ... + Px), where P0, P1, P2, ..., Px, ..., Pn are determined by
the expressions above, given as functions of p1, p2, p3, ..., pn,
which quantities are assumed known, and indicate the indiv-
idual probabilities for each subscriber of being connected
through the exchange of an ideal telephone system with no
restrictions. In the determination of p1, p2, p3, ..., pn enter all
calls and all telephone use, even calls that encounter busy or no-
answer subscribers.

As can be seen, by the applied method under the condition
mentioned, we have been able to calculate an expression of sys-
tem efficiency, given by the probability P(0x) = P0 + P1 + P2 +
... + Px, with full mathematical exactness without any
hypothesis concerning the single call or connection duration or
concerning the average duration of calls or connections.

Pn =
j=1

j= n
n







∑ ( j Π
(n)

pi Π
(0)

1− pk( )k≠i

= pi
(n)

(n)

∏ = p1p2 p3K piK pn

Px+1 =
j=1

j= n
x+1( )

∑ ( j Π
(x+1)

pi Π
n− x+1( )( )

1− pk( )k≠i

Px =
j=1

j= n
x







∑ ( j Π
(x)

pi Π
(n−x)

1− pk( )k≠i

P4 =
j=1

j= n
4







∑ ( j Π
(4)

pi Π
(n−4)

1− pk( )k≠i

12. We shall now proceed to apply the obtained exact and gen-
eral results in an appropriate manner. First of all we notice that
the quantities P0, P1, P2, ..., Px, ..., Pn indicate the probabilities
of occurrence of certain states. We shall, therefore, call them
state probabilities. P0, for instance, gives a measure of how
often we can expect to find all x (or n) circuits free. If we take a
very large number of samples, N, and if the number of ‘favour-
able’ cases for total non-occupancy is q0, then according to our

words: among the N samples we expect to find q0 cases without
any connection. In reality the result will differ to a larger or
smaller extent from that, however, if we gradually increase the
number of samples, then the fraction q0/N will gradually

other cases will behave:

q1 / N will approach the calculated value of P1

q2 / N will approach the calculated value of P2

...

qx / N will approach the calculated value of Px

...

qn / N will approach the calculated value of Pn

We have not, however, by this obtained any direct expression
for the relative amount of telephone calls that pass unimpeded
with the application of x circuits for a set of n subscribers. But
this can now theoretically be carried out by means of the found
expressions.

13. We will again consider the total time D · Tc = N · ∆t, where
N is a very large or extremely large number and ∆t is a very
small or extremely small time interval. We assume that samples
are taken momentarily. If a test falls exactly between two inter-
vals, we will assume, like in the ball ring test, that it falls in the
second interval. The intervals are assumed to be so short that
within one interval there will not be more than one state change.
If a test falls exactly between two different states, (it occurs
simultaneously with a state change), we will consider it belong-
ing to the second state. We choose N so large, and hence the
interval ∆t so small that two adjacent tests will not fall within
the same interval, ie. we let ∆t converge towards the negligible
time that is necessary to record a certain state. With these con-
ditions a non-ambiguous marking of the state of any interval
will be ascertained.

As will be remembered, for the total time N · ∆t there will for
each subscriber Ai be a favourable or presumed connection time
of mi · ∆t seconds, as mi · ∆t = pi · N · ∆t. The sum of presumed
connection times of all subscribers during the total time is
Ts = (p1 + p2 + p3 + ... + pi + ... + pn) · N · ∆t seconds.

is the average connection time per subscriber and

TS / n = pi
1

n

∑ ⋅ N ⋅ ∆t / n

approach 1− pk( )
(n)

(n)

∏ . In a similar way sample tests of

calculations and definitions P0 = 1− pk( ) = q0 / N
(n)

∏ . In other
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gives the average number of simultaneous connections per inter-
val ∆t.

On the other hand we will now study how the various
connection states are distributed over the total time N · ∆t. As
indicated, the number of cases or intervals that are favourable or
presumed for the number of (i) simultaneous connections is qi,
where qi/N = Pi, ie. qi = N · Pi . Consequently, the total duration
of corresponding states is ti = qi · ∆t = Pi · N · ∆t. Hereby the
total time N · ∆t will be subdivided in time sections t0, t1, t2, ...,
ti, ..., tn, corresponding to the n + 1 different connection or call
states P0, P1, P2, ..., Pi, ..., Pn. In other words, in an ideal system
one can presume that out of N · ∆t seconds there will be:

t0 = P0 · N · ∆t seconds with no connection,

t1 = P1 · N · ∆t seconds with one connection,

t2 = P2 · N · ∆t seconds with 2 connections, and so on up to

tn = Pn · N · ∆t seconds with n connections.

From this follows the presumption that there in the time

t0 must be carried 0 · P0 · N · ∆t connection seconds

t1 must be carried 1 · P1 · N · ∆t connection seconds

t2 must be carried 2 · P2 · N · ∆t connection seconds

t3 must be carried 3 · P3 · N · ∆t connection seconds

...

ti must be carried i · Pi · N · ∆t connection seconds

...

tx must be carried x · Px · N · ∆t connection seconds

...

tn must be carried n · Pn · N · ∆t connection seconds__ ___________________________
Sum:N · ∆t Ts = (p1 + p2 + p3 + ... + pi + ... + pn)

· N· ∆t seconds

Hereby we have obtained to get the whole presumed ‘traffic’
subdivided on n + 1 sections of the total time. Each time section
ti is of course in reality composed of a number of disjoint time
intervals, which should not prevent a compound view of all
intervals characterised by the same connection state.

14. With the results thus obtained we are now able to indicate
the amount of presumed traffic that we are likely to carry in an
ideal system with x internal circuits, and consequently the likely
amount that will be prevented because of the lack of circuits or
switches.

The sum of the required traffic, measured in connection
seconds, that is carried during the time t0 + t1 + t2 + ... + tx
amounts to (1 · P1 + 2 · P2 + 3 · P3 + ... + x · Px) · N· ∆t
connection seconds. During this time there are no hindrances, as
the number of simultaneous connections do not surpass x. In the
remaining time tx+1 + tx+2 + ... + tn–1 + tn a traffic of (x · Px+1 +
x · Px+2 + x · Px+3 + ... + x · Pn–1 + x · Pn) · N· ∆t will be carried,
since all x circuits are busy with traffic during this time, where-
as (1 · Px+1 + 2 · Px+2 + 3 · Px+3 + ... + (n – x) Pn) · N · ∆t

TS
N ⋅ ∆t

= pi
1

n

∑
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connection seconds during this time will be prevented from
being carried.

The ratio between the part of traffic that can be carried by x co-
ordinate exchange circuits and the entire presumed traffic from
n subscribers will be designated the efficiency of x internal cir-

cuits for n subscribers and denoted . The ratio between the

part of the traffic that is not carried by x such circuits and the
entire presumed traffic from n subscribers will be designated the
degree of hindrance of x internal circuits for n subscribers and

denoted .

From the presentation above now follows:

(3)

where P1, P2, ..., Px, ..., Pn are given the values calculated above
as functions of p1, p2, ..., pn.

Likewise is obtained:

(4)

where Px+1, Px+2, ..., Pn are given the values calculated above as
functions of p1, p2, ..., pn.

15. Hence the problem that we have presented is theoretically
solved under the conditions given, according to which the
probabilities p1, p2, p3, ..., pn are known, constant quantities and
thus during the traffic process are assumed to remain non-in-
fluenced by hindrances because of lack of circuits. The last
statement, however, is virtually the case only when the number
of such hindrances is very small compared with the number of
‘busy’ messages.

As it appears from the above, the quantities and are

proper fractions such that + = 1. If one wants

efficiency and hindrance expressed in percent or per thousand,
one can use the notations

ϕoo
nx

ϕooo
nx

, and ψ oo
nx

or ψ ooo
nx

, where we have

ϕoo
nx

=100 ⋅ϕnx , ϕooo
nx

=1000 ⋅ϕnx

ψ oo
nx

=100 ⋅ ψ nx , ψ ooo
nx

=1000 ⋅ ψ nx .

ψ nxϕnx

ψ nxϕnx

ψ nx = (1⋅ Px+1 + 2 ⋅ Px+2 + 3 ⋅ Px+3 +K +(n − x)Pn )

⋅ 1
( p1 + p2 +K + pn )

,

ϕnx = (1⋅ P1 + 2 ⋅ P2 + 3 ⋅ P3 +K +(x −1)Px−1

+ x(Px + Px+1 + Px+2 +K +Pn )) N∆t
Ts

= (1⋅ P1 + 2 ⋅ P2 + 3 ⋅ P3 +K +(x −1)Px−1

+ x(Px + Px+1 + Px+2 +K +Pn )) 1
( p1 + p2 +K pn )

,

ψ nx

ϕnx



IV  The first simplification of the
calculations

16. When we next will try to bring the found general expres-
sions to application on actual problems of a practical nature,
we will, as is easily seen, encounter a multitude of difficulties.
These can only be bypassed by sacrificing a fully exact cal-
culation.

If in a network there is a large number of subscribers, it will be
practically impossible to evaluate each single subscriber’s
connection probability. Even if we were able to, by an
enormous amount of counting and measurement, to determine
the quantities pi, (i = 1, 2, 3, ..., n), then by the calculation of the
state probabilities Pi (i = 0, 1, 2, 3, ..., x, ..., n) even for a limited
subscriber number such as n = 100, the number of multipli-
cation and summation operations would be so huge as to make
the calculation virtually impossible.

Since the single subscribers’ connection probabilities, for rea-
sons unnecessary to discuss, will not stay constant, whereas the
traffic intensity of the collective set of subscribers by experi-
ence is seen to stay nearly constant through years, save periodic
variations over day and season, we will direct our attention at
the average traffic intensity per subscriber during the selected
time (eg. the busiest hour). This is a quantity that can relatively
easily be determined with rather great exactness.

17. Let us assume that we have found the average connection
time of T seconds per subscriber during the selected time of Tc
seconds in a system with no restrictions. The average
connection time per subscriber then is

p = T / Tc.

Thus p is exactly determined.

Instead of the real set of n subscribers with in general different
connection probabilities we consider an imagined set of n sub-
scribers with each the same connection probability p. We will

now calculate and for this subscriber set. That is

done by setting p1 = p2 = p3 = ... = pn = p. In order to indicate
the altered character of the calculated quantities we will put a
bar over the letters that indicate these quantities. Hereby we get:

(5,0-n)

P0 = 1− p( )n

P1 = n
1

1− p( )n−1 ⋅ p

P2 = n(n −1)
1⋅2 1− p( )n−2 ⋅ p

2

P3 = n(n −1)(n − 2)
1⋅2 ⋅3 1− p( )n−3 ⋅ p

3

K

Px =
n(n −1)K n − x +1( )

1⋅2K x
1− p( )n−x ⋅ p

x

K

Pn = p
n

.

ψ nxϕnx

Consequently we obtain:

(6)

(7)

It should be remembered here that p denotes the fraction of the
selected time (the busiest hour) that on average occupies each
subscriber during outgoing calls. np thus denotes the average
number of existing connections over that time.

this time ‘gets lost’ by being conveyed on x circuits, while the
different subscribers are assumed to have the same average use
of the telephone, but otherwise use the telephone randomly.

and we must try to get an idea whether it by a suitable degree of

and also whether the quite essential simplification done will
lead to the target of obtaining practically useful formulas.

It is thus a matter of clarifying how the quantities P0, P1, P2, ...,
Px, ..., Pn, considered as functions of p1, p2, ..., pn, change by
equalising p1, p2, ..., pn, given that the sum p1 + p2 + ... + pn =
np is constant. By the application of the theory for maxima and
minima on the n + 1 equations (2, 0-n) that determine P0, P1,
P2, ..., Px, ..., Pn as functions of p1, p2, ..., pn, that are considered
variable under the condition p1 + p2 + ... + pn = np = constant,
one finds that each of the quantities P0, P1, P2, ..., Px, ..., Pn
have either maximum or minimum when p1 = p2 = p3 = ... = pn
= p (apart from certain exceptions to be discussed below). To
the extent that the quantities Px+1, Px+2, ..., Pn have their
maxima for p1 = p2 = p3 = ... = pn = p, then in any case

probabilities leads to no harmful error for the system operation,
since the calculated hindrance is greater than the one obtained
by exact calculation. As we need to be certain not to miscal-

ψ nx > ψ nx , and the equalization of the connection

accuracy can replace the presumed exact quantity of ψ nx ,

18. At present the quantity ψ nx is our primary interest,

ψ nx denotes the fraction of telephone calling that during

ψ nx = (1⋅
n n −1( )K n − x +1( ) +1( )

1⋅2 ⋅3K x +1( ) 1− p( )n− x+1( ) ⋅ p
x+1( )

+2 ⋅
n n −1( )K n − x + 2( ) +1( )

1⋅2 ⋅3K x + 2( ) 1− p( )n− x+2( ) ⋅ p
x+2( )

+3 ⋅
n n −1( )K n − x + 3( ) +1( )

1⋅2 ⋅3K x + 3( ) 1− p( )n− x+3( ) ⋅ p
x+3( )

+K + n − x( ) p
n

) 1
n ⋅ p

.

ϕ nx = (1⋅ n
1

1− p( )n−1 ⋅ p + 2 ⋅
n n −1( )

1⋅2 1− p( )n−2 ⋅ p
2

+3 ⋅
n n −1( ) n − 2( )

1⋅2 ⋅3 1− p( )n−3 ⋅ p
3 +K

+ x −1( )
n n −1( )K n − x −1( ) +1( )

1⋅2 ⋅3K x −1( ) 1− p( )n− x−1( ) p
x−1( )

+ x(
n n −1( )K n − x +1( )

1⋅2 ⋅3K x
1− p( )n−x ⋅ p

x +K + p
n

)) 1
n ⋅ p
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culate, we must try to clarify when the quantities P0, P1, P2, ...,
Px, Px+1, ..., Pn reach their maximum and minimum values.

A more detailed analysis indicates that the necessary and suf-
ficient condition to make Pr a maximum when p1 = p2 = p3 = ...
= pn = p is:

(8)

Here r denotes any number from 0 up to n.

for certain binomial coefficients.

The condition for a minimum value of Pr under the given
assumptions is:

(9)

The conditions for maximum or minimum, respectively can also
be expressed by

where the upper inequality sign indicates maximum and the
lower one indicates minimum. By setting equality sign the
above mentioned exception case (‘undetermined’) is obtained.

By solving the resulting quadratic equation we obtain:

(10)

−2 n − 2
r − 2





 + n − 2

r −1










 ± 4 n − 2

r − 2




 + n − 2

r −1












2

− 4 n − 2
r − 2





 + 2 n − 2

r −1




 + n − 2

r












n − 2
r − 2







−2 n − 2
r − 2





 + 2 n − 2

r −1




 + n − 2

r












= r
n

1m 1−
r −1( )

r
⋅ n

n −1( )



 = r

n
1m n − r

r n −1( )






> p for maximum
< p for minimum

− n − 2
r − 2





 + 2 n − 2

r −1




 + n − 2

r










 p

2
(8’)

+2 n − 2
r − 2





 + n − 2

r −1










 p − n − 2

r − 2






<
>0, (9’)

− n − 2
r − 2





 1− p( )2 + 2 n − 2

r −1




 1− p( ) p − n − 2

r




 p

2 > 0.

n − 2
r − 2





 , n − 2

r −1




 and n − 2

r




 are the known expressions

− n − 2
r − 2





 1− p( )2 + 2 n − 2

r −1




 1− p( ) p − n − 2

r




 p

2 < 0.

We remark that the lower sign in front of the square root corre-
sponds to an interchange of complementary probabilities (where
p is replaced by (1 – p) and (1 – p) by p).

Furthermore, by a closer look one recognises that the mentioned
exceptions, that appear as undetermined, in reality correspond to

the probability in case.

If, as a rule, we apply the upper sign, we will be on the safe side
as long as we make sure to have

(11)

The equality sign is only applied for the lowest r that appears in
the calculation. If this condition is fulfilled for r = x + 1, then it
is fulfilled for all higher values of r, and thus the required safety

for n subscribers with an average connection probability of p
during the selected time (ie. on average np simultaneous ‘speech
connections’ in the period) the condition for the simplified cal-
culation method is:

(12)

At this point we will assume this condition to be fulfilled.
Should there be a question of choosing x below the given limit,
one would have to check by closer scrutiny whether that would
lead to any harmful error in the whole calculation. We have
before the development of this general formula by an
examination of all conceivable combinations for sets of 4, 5, 6,
7, 8 subscribers calculated the values that np for above-given
reasons must not exceed for r = 2, 3, ..., n–2 (n = 4, 5, 6, 7, 8)
and have found the results shown in the table below left, where
C denotes the critical value of np.

As is easily seen, there is full agreement with the above
formula, in which the value under the square root sign is never
negative.

19. It is now possible for certain small subscriber sets to cal-
culate the degree of hindrance for given values of p = y/n, where
y as repeatedly mentioned is the average number of simul-
taneously existing telephone calls, and for given values of x =
r – 1, where x is always a positive number. The results can for a
given number n (n = number of subscribers) be presented in a
table where the left column contains the values of x and the top
row

is given, and we want to find the values of y corresponding to
certain values of x, then this can be done by interpolation, using

gives the values of y. If a value of ψ , say ψ =1 / 1000

x +1( ) 1− 1− x
x+1( ) ⋅ n

n−1( )




 = x +1( ) 1− n−x−1

x+1( ) n−1( )




 ≥ np

is obtained for all terms in ψ nx . For x circuits available

r 1− 1− r−1( )
r ⋅ n

n−1( )






= r 1− n−r
r n−1( )





 ≥ np

Pr = Pr , ie. the equalization neither increases nor decreases
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r = 2 r = 3 r = 4 r = 5 r = 6

n = 4 C =

n = 5 C =

n = 6 C =

n = 7 C =

n = 8 C =

2 − 2 1
3

2 − 3
2

2 − 2 2
5

2 − 5
3

2 − 2 3
7

3 − 3
2

3 − 3 1
5

3 − 2

3 − 15
7

4 − 2 2
5

4 − 2

4 − 16
7

5 − 5
3

5 − 15
7 6 − 2 3

7
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(14)

where n0 denotes the real number of subscribers in the con-
sidered set. By this we have obtained a further and very
essential simplification of the calculated degree of hindrance.

22. However, we must even here try to assess whether this
change of calculation has any harmful effect or not, ie. whether

we will once more study the expression

From this is obtained:

(15)

Furthermore (log P denotes here log nat P):

log Pnr = log
y

r

r!
+ log 1− 1

n




 + log 1− 2

n




 log 1− 3

n






+K + log 1− r −1
n





 + n 1− r

n




 log 1− y

n






Pnr = n
r





 p

r
1− p( ) n−r( )

= 1
r!

n n −1( ) n − 2( )K n − r +1( )
n ⋅n ⋅nK n

y
r

1− y
n







n 1− r
n( )

= y
r

r!
⋅ 1− 1

n




 1− 2

n




K 1− r −1

n




 1− y

n






n 1− r
n( )

ψ ∞x is greater or not greater than ψ n0 x . For this purpose

ψ ∞x = 1
x +1( )! y

x+1( )
e

−y
(1+ 2y

x + 2( ) + 3 ⋅ y
2

x + 2( ) x + 3( )

+ 4 ⋅ y
3

x + 2( ) x + 3( ) x + 4( ) +K

n0 − x( )
x + 2( ) x + 3( )K n0( ) y

n0 −x−1( )
) 1

y

V The second simplification.
Calculation of the degree of hindrance

calculation of a such table will be an increasingly long-lasting
and tedious work with increasing n, and one will not reach very
high numbers before the task becomes insuperable. Despite the
simplified formula that only gives approximate results, the
practical demands will necessitate further simplifications of the
expression for the degree of hindrance. Here we will apply the
procedure of Bortkewitsch.

Here we will set np = y, ie. p = y / n. Then we will imagine that
y is given a constant value equal to the given average number of
simultaneous connections in busy time, however so that n ex-
ceeds any limit while p approaches 0. In other words, we
imagine that the given set of n subscribers with a certain
average requirement p of telephone use is replaced by a gradu-
ally increasing set of subscribers with a gradually decreasing
requirement each, until we approach an infinite number of sub-
scribers with an infinitely small requirement of telephone use
each, however so that the average collective traffic is exactly
the same as that of the real set of subscribers. Then we get:

where e is the base of the natural logarithm. The present ex-
pression:

(13)

is Bortkewitsch’ formula.

values of P∞(x+1), P∞(x+2), ..., P∞(n–x) we get for n = ∞:

By introducing in the formula for ψ nx the thus obtained

p
n→∞

= 1
r!

y
r
e

−y = p∞r

Pnr
n → ∞ =

n n −1( )K n − r +1( )
1⋅2K r

y
n







r

1− y
n







n−r( )

= 1
r!

n → ∞
⋅ n
n

⋅
n −1( )

n
⋅

n − 2( )
n

K

n − r +1( )
n

⋅ y
r ⋅ 1− y

n






n−r( )
−y( ) −y( )

= 1
r!

⋅ y
r ⋅ 1− y

n






− n
y( ) −y( )

= 1
r!

y
r
e

−y

Pnr = n
r





 p

r
1− p( )n−r

21. Let us consider the first terms of ψ nx , namely

20. It appears obvious from the formula for ψ that the

the values of ψ in the table closest to the given value of

ψ in the table closest to the given value of ψ for each x.



(15’)

where in the expression after ‘symb.’ the notation Bs, Bs–1, Bs–2,
..., B1 should be replaced by Bs, Bs–1, Bs–2, ..., B1, which is the
notation for Bernoulli numbers. If n in the expression for 

d
dn

log Pnr

= 1

n
2

1

1− 1
n( ) + 2

1− 2
n( ) + 3

1− 3
n( ) +K +

r −1( )
1− r−1

n( )












+ y
n

1− r
n( )

1− y
n

+ log 1− y
n







= 1

n
2 (1+ 1

n
+ 1

n
2 + 1

n
3 +K

+2 1+ 2
n

+ 2
2

n
2 + 2

3

n
3 +K








+3 1+ 3
n

+ 3
2

n
2 + 3

3

n
3 +K







K

+ r −1( ) 1+ r −1
n

+
r −1( )2

n
2 +

r −1( )3

n
3 +K









 )

+ y
n

1+ y
n

+ y
2

n
2 + y

3

n
3 +K − r

n
1+ y

n
+ y

2

n
2 + y

3

n
3 +K





















− y
n

+ y
2

2n
2 + y

3

3n
3 +K











= 1

n
2 1+ 2 + 3+K + r −1( ) + y

2 − ry − y
2

2











+ 1

n
3 1+ 2

2 + 3
2 +K + r −1( )2 + y

3 − ry
2 − y

3

3











+ 1

n
4 1+ 2

3 + 3
3 +K + r −1( )3 + y

4 − ry
3 − y

4

4











+K

+ 1

n
s+1 1+ 2

s + 3
s +K + r −1( )s + y

s+1 − ry
s − y

s+1

s +1









 +K

= 1

n
2

r −1( )r
1⋅2 + 1

2
y

2 − ry






+ 1

n
3

r −1( )r 2r −1( )
1⋅2 ⋅3 + 2

3
y

3 − ry
2





+ 1

n
4

r −1( )r
1⋅2







2

+ 3
4

y
4 − ry

3









+K

+ 1

n
s+1 symb.

r −1( ) + B( )s+1 − B
s+1

s +1
+ s

s +1
y

s+1 − ry
s











+K ,

expression will be essentially determined by the first term

This term is positive when

y2 – 2ry + (r – 1)r > 0.

By resolving the equation

y2 – 2ry = –r2 + r

is obtained

According to the nature of the problem we have y < r, and
hence we must choose the solution

(16)

Thus for these values of y and r the term mentioned is equal to 0.

when r > (4/3)2. In a similar way one can find corresponding
conditions for the following terms to be positive. There is, how-
ever, no need for a closer study of this, since the character of the
task implies that n >> r, and besides, the following terms can be
given the form (r/n)4 · Θ4, (r/n)5 · Θ5, ..., (r/n)s+1 · Θs+1, ...,
where Θ4, Θ5, ..., Θs+1, ... are proper fractions, so that the sum
of these terms can be neglected in comparison with the first two
terms. Thus we content ourselves by establishing as a sufficient
condition for

(17)

increasing n, and under the given conditions we have

the stated conditions are fulfilled we can be sure that the simpli-
fied calculation does not lead to any harmful error.

From this follows immediately ψ ∞x > ψ n0 x , and when

P∞r > Pnr .

However, if d
dn

log Pnr > 0, then Pnr increases with

y < r − r , or

r > y + 1
2 + y + 1

4 , and r << n






d
dn

log Pnr > 0, that

If in the second term y < r − r , then this term is positive

If y < r − r or r > y + 1
2

+ y + 1
4

, then the term is positive;

if y > r − r or r < y + 1
2

+ y + 1
4

, then the term is negative.

y = r − r , or

r = y + 1
2

+ y + 1
4

y = r ± r .

1

n
2

r −1( )r
1⋅2 + 1

2
y

2 − ry





.

d
dn

log Pnr is made sufficiently large, then the value of the
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23. It now remains to add the series that is contained in

n0 – x normally is a number of more than one digit, the series
may contain a substantial number of terms. Also, in some likely
practical cases the initial part of the series may consist of in-
creasing terms from left to right. Thus, in general the calculation
must include a considerable number of terms in order to obtain
sufficient exactness. We must, therefore, find a way of appro-
ximate calculation of this series in order to determine the degree
of hindrance for commonly occurring (greater) values of n0, y
and x.

To this end we will study the infinite series:

(18)

1+ 2y
x + 2( ) + 3y

2

x + 2( ) x + 3( ) + 4y
3

x + 2( ) x + 3( ) x + 4( )

+
n0 − x( )

x + 2( ) x + 3( )K n0( ) ⋅ y
n0 −x−1

+K

n0

x + 2( ) x + 3( )K x + n0( ) y
n0 −1

+K ∞

=
ψ ∞x x +1( )!ey

y
x

=1+ 2y
x + k( ) + 3y

2

x + k( )2 + 4y
3

x + k( )3 +K

+
n0 y

n0 −1

x + k( )n0 −1 +
n0 +1( )y

n0

x + k( )n0
+K ∞

=1+ y
x + k( ) + y

2

x + k( )2 + y
3

x + k( )3 + y
4

x + k( )4 +K ∞

+ y
x + k( ) + y

2

x + k( )2 + y
3

x + k( )3 + y
4

x + k( )4 +K ∞

+ y
2

x + k( )2 + y
3

x + k( )3 + y
4

x + k( )4 +K ∞

+ y
3

x + k( )3 + y
4

x + k( )4 +K ∞

+ y
4

x + k( )4 +K ∞

+K ∞

= 1

1− y
x+k( )

+ y
x + k( ) ⋅ 1

1− y
x+k( )

+ y
2

x + k( )2 ⋅ 1

1− y
x+k( )

+ y
3

x + k( )3 ⋅ 1

1− y
x+k( )







+K ∞

= 1

1− y
x+k( )







2 , where

ψ ∞x . As can be seen it concerns a finite series. Since (19)

Thus we have:

(20)

By choosing k such that equation (18) is satisfied we get:

where n1 = n0 – x – 1.

Thus we have:

(21)

We can always imagine a number h determined so that:

(22)

It is evident that the number h must be greater than k, and
consequently from the previous h > 2. The number 2 may thus
be considered as a ‘lower limit’ for h. It is of course also
possible to find an ‘upper limit’ for h by means of the pre-
viously given limitation of k. We will, however, be content with a
limitation that can be immediately put forward by studying the
expression for

values of n1 and x, (y < x << n1), h will be less than 2k, so

h <
n0 − x

2
+ 3

ψ ∞x as a function of k, as at least for considerable

ψ ∞x = 1
x +1( )! ⋅ y

x

e
y ⋅ 1

1− y
x+h( )2

ψ ∞x = 1
x +1( )! ⋅ y

x

e
y ⋅ 1

1− y
x+k( )2

1− y
n1 −1

x + k( )n1 −1 ⋅
n1

1− y
x+k( )2 1− y

x + k
1− 1

n1





























ψ ∞x = 1
x +1( ) ⋅ y

x

e
y 1+ 2y

x + 2( ) + 3y
2

x + 2( ) x + 3( ) +K +
n0 − x( )y

n0 −x−1

x + 2( )K n0( )












= ψ ∞x 1−
n1y

n1 −1

x + k( )n1 −1 +
n1 +1( )

x + k( )n1
y

n1 +
n1 + 2( )

x + k( )n1 +1 y
n1 +1

+K ∞






















= ψ ∞x 1− y
n1 −1

x + k( )n1 −1 ⋅
n1

1− y
x+k( )2 1− y

x + k
1− 1

n1




























.

ψ ∞x = 1
x +1( )! ⋅ y

x

e
y ⋅ 1

1− y
x + k( )







2

as
n0 − x

4
+ 3

2
is the arithmetic mean of the n0 − x −1 values

2
1





 , 2 + 3

2




 , 2 + 3 + 4

3




 ,K ,

2 + 3 + 4+K + n0 − x( )
n0 − x −1









 .

2 < k <
n0 − x

4
+ 3

2
,
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logarithms, as we have:

(25’)

(27’)

If one wants to know the number of correct decimals in the cal-
culated degree of hindrance, one can apply the given expression
where Θ is set equal to 1. This control may with sufficient use-
fulness for practical applications be limited to values for the
degree of hindrance in the vicinity of the prescribed magnitude.

By means of formula (14) in the present exposition and Bort-
kewitsch’ tables2) we have calculated a table (Annex I) over the
degree of hindrance for all values of x from 1 to 19 with appli-
cation of the values of y = 1/2, 1, 1.5, ..., 10 that imply a degree
of hindrance close to that prescribed. Since Bortkewitsch only
allows for 4 decimals, and because of that only a few terms of
the series in question can be expressed by means of his tables,
and since, as explained, the series has only a weak convergence,
our table can not present the degree of hindrance with great
exactness. In order to further elucidate the matter we have,

formula (25) for x = 4, 7, 10, 13, 16, 19, 22 and some of the
mentioned values of y.

As can be seen from the thus produced table (Annex II) the
deviations between corresponding values in the two tables are
not significant. From this we can conclude that we do not cause
any great error when producing a 1 ‰ curve by applying
formula (25), that is deduced from the previously given more
exact expressions by setting h = k = 2.

VI  Other procedures for elucidation of
the likely efficiency. Comparison of
the different expressions for the
allowable hindrance

26. We have in the foregoing presented a method, by which
one can express the ability or lack of ability of an automatic
telephone exchange to carry a certain amount of traffic. There
exist also other methods that can be applied for this purpose.

Instead of considering the part of traffic that can be expected to
be carried or hindered when offered to a certain number of
parallel central exchange circuits or switches, one can for
instance attempt to find the probability of all those circuits
being occupied, ie. the probability of full utilisation3), or one
can, if preferred, seek the probability that under full utilisation
there are requirements that can not be satisfied, ie. the proba-

therefore, calculated ψ xy with 7 decimals by means of

logψ xy = − 1
2

log π − 1
2

log2 − 1
2

log x +1( )
− x +1( ) log x +1( ) + x log y + x +1− y( ) loge

−2 log x + 2 − y( ) + 2 log x + 2( )

 

logψ xy = − log2 − log3−K − log x +1( ) + x log y

−y loge − 2 log x + 2 − y( ) + 2 log x + 2( ),

bility of overfill. For both of those probabilities apply, although
not to the same extent, that the smaller they are, the greater is
the carrying capacity of the system.

The first mentioned full utilisation probability with x circuits for
traffic y in busy hour will be denoted P(xy) , and the last men-
tioned overflow probability with x circuits for traffic y in busy
hour Pxy.

(28). Let us regard the first of these probabilities. As we keep to
what is stated in the sections of the first and the second simplifi-
cations we will have:

(28)

This series is strongly converging, and it will therefore be of
practically no significance whether the addition within the par-
enthesis is done up to and inclusive the term

number, or one regards the series as infinite and seeks the
corresponding sum. One can even in many cases obtain suffici-
ent accuracy by only adding a limited number of terms.

As stated, P(xy) gives us the probability that all x circuits or
switches are occupied. Such a state can be caused by either x or
(x + 1) or (x + 2) or ... or n0 simultaneous conversations or calls.
P(xy) does not directly give a measure of the ratio of the tele-
phone activity that is hindered. This appears from the fact that

gives the probability of x calls, of which none are hindered,
since there are precisely the sufficient number of x circuits,
while the terms following the second do not indicate the number
of calls that are hindered under the probability states given by
those terms. The first term indicates the probability, ie. the rela-
tive frequency, of a state where the utilisation limit is reached,
which may not be exceeded without traffic hindrances, and the
following terms indicate the probabilities of the states that are
associated with such hindrances. In combination these proba-
bilities represent a measure of a certain admissible shortcoming
of the system, and the expression for P(xy) may thus very well
be applied for evaluation of the usefulness of the system, when
one fully realises what it expresses. P(xy) = 0.001 thus does not
indicate an average likely loss of 1 call out of 1000, but the
likelihood that all x circuits or switches are fully occupied an
average of 1 second out of 1000. In a similar way as that pre-
viously dealt with one can construct 1 ‰, 2 ‰, 3 ‰, ..., r ‰
curves for the probability or risk of full load P(xy) for deter-
mination of the number of switches x for a certain given traffic
y. This is already known to have been carried out by Master
Erlang and engineer Christensen in Copenhagen4).

As an annex to the present account a table is given, by which a
1 ‰ curve is drawn for ψxy and a 1 ‰ and a 4 ‰ curve are

the first and largest term of the expression, 1
x!

⋅ y
x

e
y ,

 

y
n0 −x( )

(x +1)(x + 2)K n0
, where n0 denotes the real subscriber

 P(xy) =

1
x!

y
x

e
y 1+ y

(x +1)
+ y

2

(x +1)(x + 2)
+ y

3

(x +1)K (x + 3)
+K
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2) See ‘Das Gesetz der kleinen Zahlen’.
3) In XII Summary called ‘blocking’. 4) See ‘Elektrotechnische Zeitschrift’, H. 46, 1913.



drawn for P(xy). It can be seen that the curves for ψxy and P(xy)
have the same character, however to a given x and a given ‰
value corresponds a significantly larger y for ψxy than for P(xy).

It appears from the foregoing that there is no mutual disagree-
ment between the expressions for ψxy and P(xy). They have both
their justification, their theoretical and practical significance.
The difference rests in the fact that they are measures of differ-
ent things. It is a matter of opinion what measure to choose and
what degree of hindrance or full load risk one will allow for the
establishment of a telephone system.

28. We will now consider the overload probability:

(29)

exactly x simultaneous telephone calls (conversations). We now
assume that in the course of these x conversations a new call
arrives. Then one of two cases will occur: Either will this call,
when it gradually reaches the x circuits end tests if they are
busy, happen to replace a conversation just being concluded, in
which case no hindrance will occur. Or there will not occur such
a conclusion, as all x conversations continue and thus prevents
the new call from obtaining a connection. In the latter case we
say that the call is lost. In order to succeed a new call must be
initiated, provided there is no remedy, by which new tests can
be made without a new call. More about this below. However,
in the case of x conversations in progress and one call
unsuccessfully searching for a free circuit or switch, then the
matter is no longer the state, whose probability of existence is

but a state whose probability of existence is

This is the state that implies the first case of hindrance, The
second and somewhat less frequent case is implied by the
probability

The third case:

The sum of these probabilities gives the alternative or total
probability of overflow or for the occurrence of hindrances:

1
(x + 3)!

⋅ y
x+3

e
y Etc.

1
(x + 2)!

⋅ y
x+2

e
y

1
(x +1)!

⋅ y
x+1

e
y

1
x!

⋅ y
x

e
y

As already mentioned, 1
x!

⋅ y
x

e
y denotes the probability of

 

Pxy = 1
(x +1)!

y
x+1

e
y 1+ y

(x + 2)
+ y

2

(x + 2)(x + 3)
+ y

3

(x + 2)K (x + 4)
+K











= P(xy) − 1
x!

y
x

e
y

(29)

This quantity thus gives a measure of the likely frequency of
real hindrances. As a concept it is therefore to be preferred for
P(xy). The two expressions are also different because they indi-
cate different things. The difference between them is the first
term of P(xy).

29. It is interesting to observe that

The state probability of x simultaneous telephone conversations
for a traffic intensity y:

is thus generative with respect to the whole overflow proba-
bility. Assume a rectangular co-ordinate system with axis x and
ordinate pxy and construct the curve corresponding to x! · pxy =
fx(y) = e-y yx, (x denotes a constant, positive integer). Then
according to the given integral Pxy = 1/x! times the area that is
limited by the curve, the abscissa and the ordinate pxy for the
given value of y. This is assumed not to exceed the earlier given
limits. Having constructed a set of such curves on graph paper,
corresponding to relevant x values, one can easily, by counting
the squares related to the given values of y obtain a fairly exact
indication of the concerned values of Pxy.

We have derived Pxy independently of this integration formula.
It is, however, a question, that need not to be answered here,
whether the same clarity of the relevant phenomena can be
obtained by this integration, with traffic intensity varying be-
tween 0 and y, as with the previously presented operations
based on general considerations of various state probabilities
under a given average traffic intensity y.

As Pxy can be formed by integration from 0 to y of Bort-
kewitsch’ formula, so also integration of P(xy) dy between the

the total number of telephone conversations that on average are
hindered or lost in any moment of the busy hour. This can easily
be verified by differentiation:

same limits leads to y ⋅ ψ ∞xy , where ψ ∞xy has the

previously indicated meaning, and y ⋅ ψ ∞xy thus indicates

pxy = 1
x!

e
−y

y
x

, pxy = p∞x( )

 

Pxy = 1
(x +1)!

y
x+1

e
y 1+ y

(x + 2)
+ y

2

(x + 2)(x + 3
+K











=1− e
−y

1+ y
1

+ y
2

1⋅2 + y
3

1⋅2 ⋅3 +K + y
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1⋅2 ⋅3K x











= 1
x!

e
−y

y
x
dy

0

y

∫
5)

 Pxy = 1
(x +1)!

y
x+1

e
y 1+ y

(x + 2)
+ y

2

(x + 2)(x + 3)
+K
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5) Remark: The author of the present report has been made
aware of this relation by a representative of Western Electric
Co., after having derived Pxy by general probability con-
siderations.



Thus

integration of P(xy) dy = Px–1,y dy between 0 and y, which in a
mathematical sense can be said to illustrate the significance of P(xy).

According to the preceding we have:

Thus we have the following remarkable relation:

This integral can be given a certain geometric interpretation

times the volume of a spatial region, the form and dimensions of

region is for instance limited by the three planes of a three-
dimensional rectangular co-ordinate system and a curved sur-
face). The state probability given by this expression, namely the
probability that (x – 1) circuits are occupied by the traffic y, thus
has a remarkable mathematical significance in relation to the
phenomena dealt with here. We will, however, not go any further
into this matter. By means of tools for mechanical integration this
integral formula might be of practical use for derivation of tables
and curves that we need. Thus one could also avoid the errors in
the calculation due to the fact that one cannot in advance set an
exact value for the quantities h and k discussed earlier. These
have been set equal to 2, which results in a calculated degree of
hindrance somewhat larger than the probable value.

which are determined by the expression
y

x−1

(x −1)!
e

−y
. (The

such that the degree of hindrance ψ ∞xy is depicted as 1
y

1
y

dy
0

y

∫
y

(x−1)

(x −1)!
0

y

∫ e
−y

dy = ψ ∞xy ;

d
2

dt
2 y ⋅ ψ ∞xy( ) = y
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(x −1)!
e

−y
.

y
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(x −1)!
0

y

∫ e
−y

dy = Px−1,y

The quantity y ⋅ ψ ∞xy is thus generated by definite

P(xy)
0

y

∫ dy = y ⋅ ψ ∞xy
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dy
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= P(xy)

VII  Objections to the applicability of the
calculations.
Calculations on a different basis

30. Until now we have during our discussion of the topic at
hand mainly had in view the demands that the total traffic from
a set of subscribers can be expected to make at any moment of
the selected time or the busy hour. We have with the degree of
exactness that we have been able to obtain tried to find expres-
sions for determination of the part of the traffic that due to the
lack of circuits can not be expected to be carried. We have not
set forth any conditions with respect to the technical arrange-
ment that should make access possible, or which in case of
insufficient equipment for the total traffic should turn away the
hindered traffic. Furthermore we have not, as already stated,
made any hypothesis about the duration of each telephone
connection, nor have we distinguished between the single time
intervals within each connection. There might be a question
whether we during our efforts of treating the topic in a most
general way have defined the task so that the derived solution
also corresponds to what the technical equipment can attain in
reality. It cannot be denied that some objections may be made.
We shall explain this in more detail.

We have calculated the probability, approximately, that all
available circuits are occupied by traffic from the set of sub-
scribers. It is clear that as long as this state prevails all excess
traffic is hindered. If, however, the system is arranged in a way
that a subscriber who is not given access at once is allowed to
wait for access without making a new call, then the hindrance
will cease as soon as a circuit becomes free, and the hindrance
will not lead to a ‘lost’ call. Considering the calculated degree
of hindrance as a measure of what is lost and thus must be
compensated for by new calls, then our calculation will not, if
interpreted as an anticipated loss, correspond to the performance
of a system that permits such waiting. A system of this type can
even be arranged so that within certain traffic limits practically
no calls are lost. This does not mean that there are no restric-
tions in such a system. On the contrary, the restrictions may in
certain cases be serious enough for subscribers that have to wait
for access. In that sense the calculated degree of hindrance may
be applied to illustrate the efficiency of these systems.

We have on the other hand also calculated the probability that
not all common circuits are occupied by traffic, and for the time
that such a state prevails there is not assumed any hindrance.
However, does this in general correspond to what happens
under the actual traffic in busy hour? – We shall consider a
simple case.

A subscriber sends a call request at a moment when all common
circuits are occupied. If the system is not arranged to permit
waiting, then the call and the connection that in an ideal manual
system would follow immediately would get lost. Let us now
imagine the case when a circuit becomes available immediately
after the rejection of the call. Then there is in our calculation no
longer any hindrance for the following portion of the call, which
nevertheless in the actual system gets lost as a whole. Thus it
seems like our calculation involves waiting, and even for a
duration similar to that of an ordinary communication.

It should, however, be noted that with regard to this disagree-
ment with the assumptions for the present system a certain com-
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The number n, being a definite integer, is chosen so that certain
conditions for the intervals formed are fulfilled. There is
nothing to prevent the choice of a higher number than the first

unaffected by this. On the contrary, under certain conditions

increase with increasing n and approach a definite limit for n = ∞.

We will keep m unchanged and let n approach ∞. This leads to:

where e is the base of the natural logarithm.

This is again Bortkewitsch’ formula, that we now have en-
countered a third time after having dealt with the subject from
widely different aspects.

average traffic intensity, ie. we have m = y. Consequently, we
obtain:

This value of the state probability in question is derived without
any consideration of the number of subscribers or the individual
demands of each subscriber. We have only presumed the
knowledge of or the consideration of the average number of
calls in the selected time or the busy hour as well as the average
duration of connections. Those two averages determine the
average traffic intensity.

The probability of receiving more than x calls in the period

about the number of subscribers, it may be imagined to be a
very great number):

In order to determine the degree of hindrance only on the basis
of this development all connections must be considered to be of
equal duration.
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x+1

(x +1)!
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−y
1+ y

(x + 2)
+ y
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(x + 2)(x + 3)
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t is also on this basis given by (nothing is presumed

36. We have thus again arrived at the expression 1
x!

y
xe

e
−y

for the probability of finding x calls during the period t. 7)

P̃x = 1
x!

y
xe

e
−y

n → ∞

As indicated above m = N ⋅ t / Tc and thus equal to the

 P̃x = 1
x!

n
n

⋅ n −1
n

⋅ n − 2
n

K n − x +1
n

⋅mx
1− m
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− n
m + x

m( ) −m( )

= 1
x!

m
x
e

−m
, lim n = ∞( ),

(see the section ‘The second simplification’) P̃x will

adopted. However, in general P̃x does not remain

 P̃x = n(n −1)(n − 2)K (n − x +1)
1⋅2 ⋅3K x

m
n







x
1− m

n






n−x Hence the degree of hindrance is obtained:

by dividing the hindered calls by the total number of calls.

We have put the mark ~ over the letters denoting the given
probabilities and the degree of hindrance in order to emphasise
the difference between the present and the previous develop-
ments. As one can observe, the final results are identical for the
three procedures in question.

VIII  Calculation of the degree of
hindrance for the daily traffic

37. So far we have been engaged in the obstacles for the traffic
process that occur within the selected time. We will now try to
apply the obtained results for a calculation of the traffic volume
that on average can be expected to be hindered over twenty-four
hours, and the corresponding degree of hindrance. We will
denote this the general or daily degree of hindrance, contrary to
that previously discussed, which suitably may be denoted the
particular or momentary (short term), or, as far as it is referred
to the busiest time, the maximum degree of hindrance.

As can be remembered, when traffic intensity is y and the
number of circuits or switches is x, we have found a usable
expression of the traffic volume that can be expected to be
hindered in the time unit (one second) within the selected time:

 

ψ̃ xy = y
x+1

(x +1)!
e

−y
1+ 2y

(x + 2)
+ 3y

2

(x + 2)(x + 3)
+K











1
y

,
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7) Remark: Dr. Spiecker assumes a constant number n of calls
per hour and thus arrives at a result for the state probability
(formula (9)):

which with the notation used by us can be expressed as
follows (by Spiecker n/m corresponds to our y and a to x):

The value of this expression increases with increasing n and

Thus for any actually appearing traffic intensity his calcu-

derived by assuming a number of calls only given as an
average value in the busy hour.

lated probability Wa = Px is smaller than P̃x , that is

is only transformed to 1
x!

y
xe 1

e
y = P̃x for n = ∞.
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a
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Px = n
x
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1− y
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n−x

=

1
x

n(n −1)K (n − x +1)

(n − y)
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x 1

1− y
n( ) − n
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1− 1
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n−a
,



Here, according to our first representation, Hc denotes the
number of hindered traffic seconds (‘conversation seconds’,
‘phone seconds’) that can be expected in one second. The
number can equally well denote the number of hindered traffic
hours (‘conversation hours’, ‘phone hours’) that can be
expected per hour. According to the representation in section
VII, Hc can even

As the period Tc is arbitrarily chosen, the expression above may
be considered valid for any period of the day as long as that
period is short enough to grant only very small changes in the
traffic relations.

As the hindered traffic in one second thus is Hc connection
seconds, then in an infinitesimal time interval dt the hindered
connection seconds are Hcdt, and in the period from t = 0 to
t = h within one day:

(31)

This gives an average per second:

(32)

Dividing this by the average second-traffic in the period h,
which we will denote by yh connection seconds, then the gen-
eral degree of hindrance for the period h will be:

(33)

If y could be given as a known time function of such form that
the integration could be carried out, then the last equation would 

In case y could be considered a linear function of t, this integra-
tion would be a simple matter. However, as well known the
traffic rises and falls in a way that only approximately can be
expressed by a function of a more complicated nature. By
means of a large number of observations in a telephone
exchange one might possibly propose a mathematical express-
ion for y’s dependence on t on average over the day, or one
might, without any consideration of such a possible appro-
ximate mathematical relation construct a twenty-four hour tra-
ffic curve. The integration could then be carried out either by
series expansion or by subdivision of the curve into a certain
number of approximately linear parts. Both procedures will,
apart from the carrying out of the observations, demand quite a

determine the general degree of hindrance ψ xyh
.
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= H h
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∫
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(x +1)!
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y
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(x + 2)!
+K









 dt

H h = 1
h

Hcdt
0

h

∫ connection seconds

Hh = Hcdt
0

h

∫ connection seconds

denote the number of hindered calls in the period t.

 Hc = yψ xy = e
−y y

x+1

(x +1)!
+ 2

y
x+2

(x + 2)!
+ 3

y
x+3

(x + 3)
+K











= e
−y y

x+1

(x +1)
1

1− y
x+2( )2 (approximately)

substantial work. And the result of such work would hardly suf-
fice for the estimation of the circumstances at other telephone
plants.

38. Since we in the present report have set ourselves the task of
treating the subject at issue in a most general way, we will even
here try to find a solution that presumably will satisfy the
demand of a wide applicability.

The problem may be expressed as follows, as we still consider
the traffic of one day (twenty-four hours), regarded as the
average of the traffic of many days:

When the traffic intensity y at time t = 0 is 0 and at time t = h is

arbitrary time in between?

We assume for better overview that t is measured in hours.

It is sensible to search for the answer by means of Gauss’ so-

when t = 0. However, by closer study it turns out that if p is
chosen to give a value close to zero during the night, then the
concentration to the busiest hour of the day (ie. the ratio be-
tween the traffic of this hour and the total twenty-four hour
traffic) will be too large.

Furthermore, one can proceed tentatively with Bortkewitsch’

for t = h, as indicated in our question. The curve that according
to this expression describes y as a function of t in a rectangular
co-ordinate system has its peak at t = h, its zero points at t = 0

it ought to have characteristics to make it useful for the planned
calculations. However, when carried out it appears that it has
similar drawbacks as Gauss’ error curve. If h is determined so
as to obtain a concentration according to normal traffic condi-
tions, then the curve shows too high traffic at the end of day.
Setting h so that traffic at the end of day is practically zero leads
to an unreasonably high concentration.

These discrepancies are of course connected with the fact that
the functions in question are derived or can be derived from
pure probability considerations pertaining to a collection of
items or events around a maximum point, without introducing
in the formulas any coefficient taking into account the distri-
bution of phenomena effected by certain unknown causes. We
will in the modified Bortkewitsch’ formula introduce such a co-
efficient, writing:

(34a)
y = ye

−ct
t
ch e

h






ch

and t = +∞, and its two inflexion points at t = h ± h . Thus

function by setting y = yqe
−t

t
h 1

h!
. Utilizing Stirling’s formula

one can write y = ye
−t

t
h e

h






h
. Here y = 0 for t = 0 and y = y

called error curve y = ke
− p

2
x

2

, and thus set y = ye
− p

2
t

2

.

Naturally, we must set the time so that we have y = y

y = ymax , how large is the traffic intensity y = f (t) at an
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To simplify we set:

c = k/h, leading to

(34b)

We will denote k the concentration coefficient.

39. It can be seen from the given expression for y that y = 0 for

It is just by this displacement of the inflexion points effected
by the variation of k that concentration can be increased or

so that the curve can be adapted to the existing or assumed
conditions, at least for the time interval t = 0 to t = h. Thus one
can set k = 1, 2, 3, 4, etc. and get the inflexion points for t = h ±
h,

We will now imagine the working day subdivided in two parts,
the first part from t = 0 to t = h with increasing traffic, and the
second part from t = h to t = 3h with decreasing traffic.

Let us set k = 3. The traffic volume for the day according to the

(35)

Assuming h = 5, corresponding to a workday of 15 hours, we

a concentration of 13.7 % which is a sensible ratio. If we
assume h = 42/3, corresponding to a workday of 14 hours, the
concentration will be 14.7 %, which is higher than the usual
level. If we assume a workday of 15 hours, then at the end of
this time we will have a traffic intensity:

The curve thus shows that it has decreased to approx. 6.7 % of
the maximum intensity. This last number must, however, be
considered too high under normal circumstances. The curve
does not fall fast enough for the evening traffic.
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, t = h ± h

2
, etc.

decreased (without changing the other parameters y and h)

for t = 0, y = y for t = h, y = ymax for t = h, while by

setting
d

2
y

dt
2 = 0 the inflexion points of the curve are found

at t = h 1± 1
k






.

y = y e
h







k
e

− k
h t

t
k

If, on the contrary, a concentration coefficient of 4, then we will
get a lower final traffic, namely:

On the other hand will the concentration be far too high. Thus
the curve will not give a fully satisfactory illustration of the fad-
ing of the traffic in the evening and at night.

Because of this we will only utilise the first part of the curve
from t = 0 to t = h. For the afternoon traffic we will reverse the

time t = 0 indicate the end of the day traffic and considering
time as positive backward towards t = h. Furthermore we will
consider h twice as big with the latter curve as the former.

morning and afternoon traffic volumes respectively. We will
assume k to be equal to 4.

We then get:

Thus we have here a concentration of approx. 14.2 %. Outside
the 15 working hours, which may be assumed to be from 7.30
a.m. until 10.30 p.m., the traffic is considered to be equal to 0.

From the expression for M we see that it may be set equal to

Thus we can apply one and the same curve

for an approximate calculation of the average day traffic during
certain fractions of the working time as well as the whole time,
when we know the average maximum intensity (the number of
telephone hours per busy hour), the duration ph of the ordinary
daily working hours and the average concentration coefficient.

y = y e
ph
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M = y h1 + h2( ) ⋅0.475K = y ⋅15 ⋅0.475 = y ⋅7.125 = y 100
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= y ⋅h1 ⋅0.475

8)

We now set M = Mh1
+ Mh2

, where Mh1
and Mh2

denote

curve (by turning it around the ordinate y), letting the

 y = y e
5







4
e

−12
3

4
5

4 = ye
−8 ⋅34 = y ⋅0.00033546K ⋅81

= approx. 2.7% of y.
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8) The number is rounded upwards.



40. Hereby means are made available for calculating the
aggregate traffic hindrance or the daily degree of hindrance. It
would, however, lead too far to carry out this calculation with
minute exactness, since the integral to be solved

(36)

where the relation between y and t is given by

series expansion. We will therefore make a detour and let this
be as short and straightforward as possible, while we make sure
to be on the safe side.

In the rectangular co-ordinate system where we assume y in a
practical way given as a function of t we will through the zero
point draw a straight line in the plane of the traffic curve. Let
the equation of this line be:

(37)

where a = ph and r denotes a constant of such property that the
straight line does not intersect the curve outside the zero point,
but either is a tangent to the curve between its first inflexion
point and the end point given by t = a, or that it remains outside
or on the upper side of the curve.

In a well known way we find that r must be such that:

(38)

If we stick to a = 15 and k = 4, then we have to choose r so that

Hence we set r = 2.

between the intersection point and the end point mentioned is
equal to 2. Instead of the found curve we will now employ the

simpler calculation when carrying out the necessary integration.
Since the broken line entirely lies outside the curve between its
end points, it is obvious that the traffic volume and the corre-
sponding amount of hindrances that we obtain are not too small.
On the other hand, it is evident that since the greatest deviation
between the line and the curve occurs around the lower part of
the curve, while around the upper part the deviation is relatively
quite small, the result will not be essentially too large.

41. Let us now determine the hindered communication H(a–r)

thus constructed line (0,0)→ (a − 2, y)→ (a, y) to obtain a

Through the endpoint (a, y) of the curve we draw a parallel

to the t − axis until it intersects the line y = y
a − 2

t. The distance
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Hence we get:

Thus we obtain:

The traffic volume that is hindered during working hours a – r,
ie. outside the r busiest hours, thus on average per hour amounts
to:

(39)

As the traffic volume that the calculation is based on amounts
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At time t = 0, y = 0 and at t = a − r, y = y.

 H(a−r) =
0

a−r

∫ e
−y y
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(x +1)!
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 dt, and

dt = a − r
y

dy.

during the time a − r, when y = y
a − r

t. We have:
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Hence we get:

By means of one of these equations and the equations

The curve, the t-axis and the ordinate y0 enclose an area:

The area that is enclosed by the same axis and ordinate plus the
slanting side of the trapeze is:

The difference between these two areas, with the here given

difference between the segment of the curve area above the
inflexion point that is cut off by the slanting side of the trapeze,
and the triangular area that is enclosed by the previously ment-
ioned parallel with the t-axis, the same trapeze side and the
upper part of the curve. The segment is thus approx.

influence of this area on the degree of hindrance greater than
that of the segment, namely because of its position and because
of its size that is substantial compared to the mentioned differ-
ence. The difference between the two lower areas also con-
tribute, if only to a minor degree, to increasing the efficiency,
and here the effect of the difference is in the same direction as
the position.

What is said here can of course be proved mathematically by
means of the equations and a more detailed discussion for the
given curve, essentially determined by the concentration co-
efficient k = 4. However, we consider it unnecessary to go
further into the matter, as anybody by construction and closer
examination of the curve and the trapeze, and by consideration
of the expression for the degree of hindrance, may convince
himself of the correctness.

Consequently, we are on the safe side when we for calculation
of the degree of hindrance apply the straight line through the
inflexion point given by:

4y
100

greater than the latter area. Nevertheless is the

length of a is approx. y ⋅0.04. Exactly that size is the
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u

.

a
2 − r0
a
2 − r1

= u
v

(42)

By means of the equation of the former line we get:

is hindered under the conveyance of the traffic that is re-
modelled to increase linearly from y = 0 at t = r0 to

In a similar way as before we obtain:

we get the degree of hindrance

Furthermore:

Hence we get quite the same values as before, which must be
expected, as we in both cases have dealt with a linearly in-

It is not, however, in order to get this self-evident confirmation
of the calculation of the partial degree of hindrance that we have
carried out this new calculation, but rather to obtain a satis-
factory determination of the hindered traffic volume, so as to
indicate with certainty an upper limit for the average daily

creasing traffic from 0 to y.
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⋅ 2
(x + 2 − y)

ψ xy(a−r0 −r1)
< y

x

(x + 2)!
⋅e−y ⋅ 2

1− y
x+3







3

Dividing by the traffic volume concerned,
y
2

a − r0 − r1( ),

 

H (a−r0 −r1 ) =

e
−y

0

y

∫
y

x+1

(x +1)!
+ 2

y
x+2

(x + 2)!
+ 3

y
x+3

(x + 3)!
+K











(a − r0 − r1 )

y
dy

<
(a − r0 − r1 )

1− y
x+3







3
y

x+1

(x + 2)!
e

−y

y = y at t = a − r1.

We will now determine the traffic volume H (a−r0 −r1 ) that

dt =
(a − r0 − r1 )dy

y
=

a
2 − r0( )dy

y0

as well as the line y = y.

y = y
(a − r0 − r1 )

t −
r0 y0
a
2 − r0( )

=
y0

a
2 − r0( ) t −

r0 y0
a
2 − r0( )
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Consequently:

Setting now 1) x = 17, y = 9 and 2) x = 10 and y = 4, and insert-
ing the stipulated value of a, we get the ratios:

1)  

2)  

As earlier suggested we cannot assume any certainty that this cal-
culation is on the safe side. On the other hand we know that the

respectively, are greater than the likely values. If, on the other
hand, we set r = 1, which for the applied curve must be ex-
pected to give too small ratios, then we get the values respec-
tively:

1)  

2)  

Altogether we have after the previous reason to consider the ratio

good agreement with the real or likely expression for useful
values of x and y. We can bring the value closer to that calcu-
lated by means of the quantities r0 and r1 by increasing the

In the latter case we get the ratio

This gives for

2(a − 2)
(a + 2)(x + 2 − y)

+ 4
(a + 2)







= 1
17

26
(x + 2 − y)

+ 4





.

factor
(x + 2 − y)

2
(x + 3)

3

(x + 3 − y)
3

(x + 2)
3 , which can be replaced by

1
(x + 3- y)

or by 1
(x + 2 − y)

.

2(a − 2)
(a + 2)

⋅ (x + 2 − y)
2

(x + 3 − y)
3 ⋅ (x + 3)

3

(x + 2)
3 + 4

(a + 2)









 to be in very

 

2 ⋅14 ⋅82 ⋅13
3

16 ⋅93 ⋅12
3 + 2

16
= 0.320K = approx. 32

100

 2 ⋅14 ⋅10
2 ⋅20

3

16 ⋅11
3 ⋅19

3 + 2
16

= 0.278K = approx. 28
100

previously found ratios under 1) and 2), 43
100

and 46
100

 2 ⋅13 ⋅82 ⋅13
3

17 ⋅93 ⋅12
3 + 4

17
= 0.405K = approx. 41

100

 2(a − 2)(x + 2 − y)
2

(x + 3)
3

(a + 2)(x + 3 − y
3

(x + 2)
3 + 4

a + 2
=

2 ⋅13 ⋅10
2 ⋅20

3

17 ⋅11
3 ⋅19

3 + 4
17

= 0.369K = approx. 37
100

H
M

< e
−y y

x

(x +1)!
1

1− y
x+2







2

2 a − 2( ) x + 2 − y( )2
x + 3( )3

(a + 2)(x + 3 − y)
3

(x + 2)
3 + 4

(a + 2)













M = 1
2

a + 2( )y

These ratios are, respectively, 4/100 and 3/100 less than the
ratios that give full certainty that we do not calculate too small
values. The resulting differences with a degree of hindrance of
1 ‰ in the busiest hour thus amount to 4 hundredths and 3
hundredths of 1 ‰, ie. 4/100000 and 3/100000 of the total day
traffic, which must be considered sufficient exactness.

For a normal course of traffic (with k = 4 or a concentration of
14.2 %) we can in accordance with the above approximately
calculate the daily degree of hindrance by means of the already
calculated degree of hindrance for the busiest hour by setting:

(45)

44. If we want to construct a curve for a useful daily degree
of hindrance, say for 4/10 ‰, then according to the present
development one can apply the formula:

(46)

For values of x greater than 10 the ordinates of the former curve
will be higher than that of the latter, and the differences will
increase the more x is increased. That implies: For a given
concentration the curve of a given daily degree of hindrance,
say 4/10 ‰, will for a certain higher value of x = number of
circuits or switches, say x > 10, allow a greater maximum traffic

degree of hindrance for the busiest hour, say 1 ‰, will allow for
the same value of x. By the expression ‘the corresponding
degree of hindrance for the busiest hour’ is understood the

intensity y = y than the curve for the corresponding

For ψ xy(d,4)
= 4 / 10 ‰ this curve will approach the curve

for ψ xy(r)
= ψ xy not far from the point x =10, y = 4.

ψ xy(d,4)
= e

−y y
x

(x +1)!
⋅ 1

1− y
x+2( )2 ⋅ 1

17
26

(x + 2 − y)
+ 4





By increasing the corresponding values of x and y in a

way that x + 2 − y upwards approaches 26, then the daily

degree of hindrance decreases towards 5
17

per mill.

ψ xy(d,4)
= 1

17
26

(x + 2 − y)
+ 4







‰

If ψ xy(r)
=1 ‰, then straightforward we get:

ψ xy(d,4)
< ψ xy(r)

⋅ 1
17

26
(x + 2 − y)

+ 4






 

2) 1
17

26
(x + 2 − y)

+ 4






= 1
17

26
(10 + 2 − 4)

+ 4





= 0.426K = approx. 43
100

 1) 1
17

26
(x + 2 − y)

+ 4






= 1
17

26
(17 + 2 − 9)

+ 4





= 0.388K = approx. 39
100
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degree of hindrance in the busiest hour that for a number of
circuits x = 10 results from the same traffic that would be
carried by 10 circuits with the same daily degree of hindrance.

There is thus for the two curves a difference for higher values of
x that should not be left out of consideration when evaluating
the traffic requirements.

IX  Calculation of the degree of
hindrance in systems with 
skewing of circuits (slip multiple)

45. So far we have only considered the cases where the x
circuits or switches that are arranged for common application by
a certain number of subscribers or a certain amount of traffic are
all equally accessible for different calls demanding service.

There exist, however, arrangements where two or more bundles
of x circuits work together in order to reduce the hindrances,
partly by a peculiar skewing of the circuit arrangements, partly
by placement of a certain number of common spare circuits, or
by a combination of such skewing and spare arrangements.

46. We will first consider the skewing system, and particularly
with regard to co-operating groups of preselectors.

Without skewing one will usually have that each group of x2

forward searching primary preselectors will be able to search
for access by x fully co-ordinate secondary preselectors (or

primary group selectors), so that each group has its own com-
plete system of common circuits. With skewing, on the other
hand, certain circuits will be accessible for two or more groups
of x2 preselectors. We will initially stick to the simplest and
most surveyable type of skewing, characterised by one step
forward for each circuit. By the combination of two groups of x2

primary preselectors in this way, numbering these from 1 to 2x2

and numbering the circuits from 1 to 2x, we will get:

The system, consisting of two mutually skewed groups, by the
arrangement of the multiple connections in this manner forms a
closed ring.

In a similar way one can combine 3 or 4 or 5 ... or r groups.

47. We will now try to show how one can calculate appro-
ximately hindrances and degree of hindrance for such an
arrangement, consisting of r groups, each of x2 primary pre-
selectors with rx skewed circuits or secondary preselectors, as
well as with an average traffic intensity y for each group in the
busy time.

Let us initially set r = 2.

We will denote by Rs the risk that because of the systematic
arrangement a hunting selector bypasses all of the s free out of
the existing 2x circuits. This risk is equal to the ratio of the
number of fully occupied circuits to the total number of circuits
that can be hunted for. Rs is thus a proper fraction and may be
denoted the systematic probability of hindrance. If s ≥ x + 1,
then this probability is equal to 0. Thus we have R2x = R2x–1 =
R2x–2 = ... = Rx+1 = 0. If s < x + 1, then there is always a possi-
bility that the hunting occurs on a fully occupied set of circuits
and thus that the call ‘gets lost’. By a detailed examination of
the combination problem at hand we find the following values
of Rs for a skewed system as described above for a combination
of two groups:
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Preselector number has
unlimited
access to
ckt. no.

on and after 1 up to and including x2 1

on and after x + 1 up to and including x2 + x 2

on and after 2x + 1 up to and including x2 + 2x 3

on and after 3x + 1 up to and including x2 + 3x 4

...

on and after (x – 1)x + 1 up to and including x2 + (x – 1)x x

on and after x2 + 1 up to and including 2x2 x + 1

on and after x2 + x + 1 up to and including 2x2 and 1 to x x + 2

on and after x2 + 2x + 1 up to and including 2x2 and 1 to 2x x + 3

on and after x2 + 3x + 1 up to and including 2x2 and 1 to 3x x + 4

...

on and after x2 + (x – 1)x + 1 up to and including 2x2 and 1 to (x – 1)x 2x



These expressions, where the numerator is greater than 1, are
compressed to give:

 

47a
1K x





 

Rx =1⋅ 1
2x
x







Rx−1 = 2 + x − 2
1





1





1
2x

x −1






Rx−2 = 3 + x − 3
1





 2 + x − 2

2




1





1
2x

x − 2






Rx−3 = 4 + x − 4
1





 3 + x − 3

2




 2 + x − 2

3




1





1
2x

x − 3






K

Rx−i = ( i +1( ) + x − i +1( )
1





 i + x − i

2




 i −1( )

+ x − i −1( )
3





 i − 2( )+K + x − i − p + 2( )

p






i − p +1( )

+K + x − 2
i





 ⋅1) 1

2x
x − i







K

R3 = ( x − 2( ) + 2 x − 3( ) + 3 x − 4( )+K

+ p x − p +1( )+K + x − 3( )2 + x − 2( ) ⋅1) 1
2x
3







R2 = x −1( ) + x − 2( ) + x − 3( )+K +2 +1( ) 1
2x
2







R1 = 1
2

We now set:

These sums can be expressed in the following way:

 

48a
1K x





 S1 = Rx

S2 = Rx + Rx−1

S3 = Rx + Rx−1 + Rx−2

K
Si+1 = Rx + Rx−1 + Rx−2 +K + Rx−i

Sx−2 = Rx + Rx−1 + Rx−2 +K + R3

Sx−1 = Rx + Rx−1 + Rx−2 +K + R3 + R2

Sx = Rx + Rx−1 + Rx−2 +K + R3 + R2 + R1

 47b
1K x





 

Rx =1⋅ 1
2x
x







Rx−1 = x +1
1







1
2x
x







Rx−2 = x + 2
2







1
2x
x







Rx−3 = x + 3
x







1
2x
x







K

Rx−i = x + i
i







1
2x
x







K

R3 = 2x − 3
x − 3







1
2x
x







= (x − 2)(x −1)
2(2x − 2)(2x −1)

R2 = 2x − 2
x − 2







1
2x
x







= x −1
2(2x −1)

R1 = 2x −1
x −1







1
2x
x







= 1
2
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The calculated quantities R and S apply as mentioned to a sys-
tem of 2 groups with each x2 primary preselectors and together
2x secondary preselectors.

For a triple system of corresponding type we obtain:

 

48b
1K x





 

S1 =1⋅ 1
2x
x







S2 = x + 2
1







1
2x
x







S3 = x + 3
2







1
2x
x







S4 = x + 4
3







1
2x
x







S5 = x + 5
4







1
2x
x







K

Si+1 = x + i +1
i







1
2x
x







K

Sx−2 = 2x − 2
x − 3







1
2x
x







Sx−1 = 2x −1
x − 2







1
2x
x







Sx = 2x
x −1







1
2x
x







= x
x +1 The corresponding sums S take the following form, as we indi-

cate the triple system by means of a separate index:

For an r-tuple system we get:
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1

=1⋅ 1
3x
x







S3
2

= x + 2
1
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3x
x
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3

= x + 3
2







1
3x
x







K

S 3
2x−2

= 3x − 2
2x − 3







1
3x
x







S 3
2x−1

= 3x −1
2x − 2







1
3x
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S 3
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= 3x
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1
3x
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= 2x
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R2x =1 1
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3x
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R3 = 3x − 3
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R2 = 3x − 2
2x − 2







1
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R1 = 3x −1
2x −1







1
3x
x







= 2
3
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48. Hereby we have got means available for calculation of
hindrances and degree of hindrance in an ordinary skewing sys-
tem consisting of any number of equally large groups of pre-
selectors under the condition that the arrangement constitutes a
‘ring’, and that the skewing for each group is also fully cyclic.

We shall now keep to the representation of traffic based on
consideration of a sequence of calls. The traffic intensity is still
denoted y, which here indicates the average number of calls
from x2 primary preselectors in the course of the average con-

be on average approximately equally large in each group.

In order to be able to carry out the calculations in a fully general
way we will assume that the system in question is so equipped
in relation to the traffic that the hindrances in any case are very

nection duration t in the busy hour. y is assumed to
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1

=1⋅ 1
rx
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Sr
2

= x + 2
1







1
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= x + 3
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1
rx
x
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S r
(r−1)x−2

= rx − 2
r −1( )x − 3







1
rx
x







S r
(r−1)x−1

= rx −1
r −1( )x − 2







1
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x







S r
(r−1)x

= rx
r −1( )x −1







1
rx
x







=
r −1( )x
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R(r−1)x =1 1
rx
x







R(r−1)x−1 = x +1
1







1
rx
x







R(r−1)x−2 = x + 2
2







1
rx
x







K

R3 = rx − 3
r −1( )x − 3







1
rx
x







R2 = rx − 2
r −1( )x − 2







1
rx
x







R1 = rx −1
r −1( )x −1







1
rx
x







=
r −1( )

r

small. We will, therefore, in general not let the probability of
one particular call being hindered be of any advantage to suc-
ceeding calls. It is easily seen that this simplification of the cal-
culation does not cause any harmful error.

We have already calculated the probability of the various call

sponding to each state. The probability of x, x + 1, x + 2, ..., rx,

intensity ry is:

when x + 1 calls arrive, of which the x first occupy one circuit
each in the system. There is then 1 call with a risk of passing the

The loss that one can estimate will be caused by this state and
risk thus amounts to:

(54,1)

arrive, the risk for the first call after the xth is R(r–1)x and for the
following R(r–1)x–1. The likely loss then becomes:

(54,2)

In the same way we get, respectively, for 3, 4, ..., (r – 1)x calls

in excess of x in t the following likely losses:

q2 = Px+2 R(r−1)x + R(r−1)x−1( ) = Px+2 ⋅ Sr
2

= e
−ry

(ry)
x+2

(x + 2)!
⋅

x + 2
1







rx
x







Under the state with probability Px+2 , when x + 2 calls

q1 = Px+1 ⋅ R(r−1)x = Px+1 ⋅ Sr
1

= e
−ry

(ry)
x+1

(x +1)!
⋅ 1

rx
x







free circuits and thus get lost. This risk is: R(r−1)x = 1
rx
x







.

Under the state probability Px there are no traffic

hindrances. They only begin under Px+1 = e
−ry

(ry)
x+1

(x +1)!
,
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 Px = e

−ry
(ry)

x

x!

Px+1 = e
−ry

(ry)
x+1

(x +1)!

Px+2 = e
−ry

(ry)
x+2

(x + 2)!
K

Prx = e
ry

(ry)
rx

(rx)!
K

... calls, respectively, in t under an aggregate traffic

states as well as the number of calls during t corre -
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Under the state corresponding to this last equation there will
arrive exactly as many calls as there are circuits. Despite the
fact that some of these calls will be blocked, so that one or more
circuits will be left free, we will still, in consistency with what
has been said above, not take advantage of this circumstance
when deciding the loss for higher number of calls than rx in

to 1 for each call exceeding rx. Thus we get:

 

Q r
xy
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The aggregate loss in t thus amounts to:
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t. So we assume the risk of hindrance to be equal
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When we load the ordinary bundle only moderately, ie. we let
x0 be substantially larger than y, then we may consider the
expression behind the inequality sign as approximately equal to
y1. The traffic that resort to the spare section from all r groups is
equal to ry1. The number of circuits that are for common use by
this traffic is as mentioned x1. The amount that is hindered
because of busy or lacking circuits in the spare section is there-
fore:

(58)

The degree of hindrance becomes:

(59)

52. On this basis we will calculate the degree of hindrance for a
system with x0 = 8, x1 = 2, y = 6, r = 2. This gives:

log y1 = 9 log 3 + log 128 + log 25 – 6 log e – log 9!
= 9 ⋅ 0.4771213 + 2.1072100 + 1.3979400
– 6 ⋅ 0.4342945 – 5.5597631 =

4.2940917
+ 2.1072100
+   1.3979400 7.7992417

+ 1. – 1
– 2.6057670
–    5.5597631 –  8.1655301

= 0.6337116 – 1

Num. log y1 = 0.43024 = y1.

One must remark here that because of the small difference be-
tween x0 and y we get a somewhat too large value of y1caused
by setting the previously discussed quantity k equal to 2 in the

fraction 1

1− y
x+k( )2 . It should correctly be somewhat
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2

greater than 2, how much depends on x and y, but is otherwise a
question that is not easily answered. It may be noted that a
record of traffic hindrances based on Bortkewitsch’ table shows
a total hindrance of 0.3192 for x = 8 and y = 6. But this number
is determined by summation of only a limited number of terms
of a series that is not strongly converging, and should only be
used with care. If we take the mean value of the two numbers
0.43024 and 0.31290 we get a value that does not differ much
from the likely one. Thus for further treatment of the matter we

have ry1 = 2 · 0.37157 = 0.74314. We round this number
upwards to 0.75 and set ry1 = 3/4. Furthermore we will for the
rest of the calculation set k = 3, which is more in agreement
with the mentioned table. Thus we write

– log 6 – log 64 – log 289 =

1.4313638
+  2.6020600

4.0334238
+ 2. – 2

– 0.3257209
– 0.7781513
– 1.8061800
–   2.4608978

–   5.3709500
= 0.6624738 – 2

The degree of hindrance for the system in question with a traffic
intensity of y = 6 thus is near 4 ‰, which is more than recomm-
ended.

If we allow for y = 5.5 we get for the same system, when we in
both cases set k = 3:

y1 =
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2 11
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We thus get
Qr(x1y1 )

ry
= 0.04597

12
= 0.00383.

Num. log Qr(x1y1 ) = 0.04597 = Qr(x1y1 )

logQr(x1y1 ) = log 27 + log 400 − 3 / 4 log e

Qr(x1y1 ) =
e
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= e
− 3

4 ⋅33 ⋅20
2

3!⋅ 4
3 ⋅17

2 = e
− 3

4 ⋅27 ⋅ 400
6 ⋅64 ⋅289

set y1 = 0.43024 + 0.31290
2

= 0.37157. Thus we have
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work, and presumably ought to be left for closer investigation
by means of pure experience. Experience is also what offers the
necessary guidance with respect to the application of the
theoretically based results, and what will serve to deepen the
understanding of, and thereby also provide an increasingly exact
mathematical treatment of the technical problems.

XII  Summary

58. On the basis of pure probability considerations and through
a series of simplifications of the derived general mathematical
expressions we have found that the likely degree of hindrance
ψxy of an automatic telephone system for a certain number x of
fully co-ordinate and co-operating central exchange circuits that
are supplied to carry a traffic of intensity y in the selected time
(a busy hour or a busy quarter-hour), with sufficient accuracy
can be expressed by:

By the degree of hindrance is here understood the ratio between
the part of telephone traffic that suffers hindrance because of the
insufficiency of the x circuits, and the total traffic that searches
for access over the same circuits. By traffic intensity is under-
stood the average number of simultaneous telephone connec-
tions over the selected time. This number is equal to the average
number of telephone calls that search for access over the x
circuits in the course of the average duration of a connection in
the selected time.

We have shown that the simplifications done are always allow-
able under certain further stated conditions, given in mathe-
matical form, and we have thereby been able to make certain
that we are on the safe side with our calculations.

We have shown that, by including a limited number of terms
from the given infinite series, we get a result very close to that
of the expression behind the inequality sign when doing cal-
culations for values of x and y that lead to small hindrances,
corresponding to those that will be allowed in practice. As an
allowable degree of hindrance we have in accordance with curr-
ent practice set forth one per mill, and we have constructed a
curve for a such degree of hindrance on the basis of calculations

shows the value of the traffic y that is allowed for a given x or
the number x needed to carry a traffic y. This curve is presented
beside two other curves that have been utilised by telephone
engineers as guidance for determining x in relation to y or of y
in relation to x, and which have been constructed on the basis of
calculation of the probability of blocking, ie. the probability of
all x circuits being busy. These curves are denoted, respectively,
1 ‰ and 4 ‰ curves for full load.

59. Furthermore, we have carried out calculation of the relation
of the average daily degree of hindrance to that of the busy
hour, and we have found that with the concentration of traffic in
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the busy hour such as usually found in larger cities one may
state that a degree of hindrance of 1 ‰ in the busiest hour
corresponds to an average degree of hindrance of 4/10 ‰ for
the daily traffic.

60. Next we have calculated the degree of hindrance for what is
named a skewing system (slip multiple system), where the co-
operating central exchange circuits are not fully co-ordinate, but
skewed in relation to one another. As we combine in the
longitudinal direction of the system r groups of such skewed
central exchange circuits, each group consisting of x circuits
with attached selectors, and make sure that the combination is
arranged as a complete cycle and that in each group there are
equally many skewing steps as there are skewed circuits, then
for a traffic of y for each group we can determine the likely
degree of hindrance for the skewing system by:

By a detailed calculation we have by means of this shown that a
skewing system consisting of 4 groups of ordinary 10-contact
selectors result in an increased accessibility of at least 37 1/2 %
compared to a system of the same selectors without skewing.

61. Furthermore we have calculated the likely degree of
hindrance for a non-skewing system with spare circuits, ie. a
system where a certain number of fully co-ordinate central
exchange circuits with attached secondary selectors are com-
mon for several groups of primary selectors. The calculation is
based on the expression in this report for the likely hindered
part of the traffic, which is the degree of hindrance multiplied
by the total or non-hindered traffic. We have found that by
letting 2 secondary selector groups with 8 circuits or selectors
in each group be supplemented by 2 spare circuits with attached
selectors, which can receive for forwarding the calls that are
hindered in the 2 groups, we can also obtain an improvement of
accessibility of 37 1/2 % (or a saving in the number of concerned
selectors of 27 3/11 %), not considering the saving of secondary
selectors immediately resulting from the spare arrangement. We

justified this modification when the ratio y/x by a reduction of x
reaches a certain magnitude, which in a system with spare
selectors will be the case for the secondary selector groups that
receive the majority of calls.

62. Finally, we have by application of the derived equations
with corresponding use of the last mentioned factor calculated
the degree of hindrance for a couple of combined skewing and
spare systems consisting of 10-contact selectors arranged in a
simplest possible manner. In this way we have found an im-

have under this instead of the factor 1

1− y
x+2( ) in the

relevant expressions applied 1
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provement of the access possibilities of 50 % beside a saving in
the number of secondary selectors of 12 1/2 to 13 1/3 % obtained
by the spare arrangement. This results in a total increase in the
efficiency of a certain larger number of secondary selectors of
73 10/13 % (or with a given traffic a total reduction of 42 2/9 % of
the number of these selectors), all under the assumption that the
conditions for the application of the calculations are satisfied.

63. The last mentioned arrangements allow such a reduction of
the x circuits needed for the traffic y, while retaining the per-
mitted degree of hindrance, that we in part exceed the
conditions that guarantee the calculations to always be on the

safe side. Possible calculations of what can be obtained by
extended skewing arrangements supplemented by spare
selectors for further increasing the accessibility seem, therefore,
to be linked with special difficulties on the present basis, when
the calculations are required to give sufficiently certain results.
Consequently, they probably ought to be carried out by appli-
cation of empirical formulas to be derived by means of experi-
ments or experience, in case more complicated arrangements of
the types mentioned can be regarded as useful in spite of the
more complicated circuitry that will be involved.
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y = 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

x =

0

1

2 0.0328 0.1037

3 .0040 .0234 .0570

4 .0004 .0044 .0159 .0375

5 .0007 .0036 .0112 .0246

6 .0001 .0007 .0029 .0078 .0164

7 .0001 .0007 .0022 .0053 .0118

8 .0001 .0005 .0015 .0042 .0084

9 .0001 .0003 .0013 .0041 .0062

10 - .0004 .0010 .0024 .0044

11 .0001 .0003 .0008 .0017 .0032 .0057

12 - .0001 .0003 .0006 .0012 .0023 .0042

13 - .0001 .0002 .0004 .0009 .0018 .0031

14 - - .0001 .0003 .0007 .0013 .0024

15 - .0001 .0002 .0005 .0010 .0018

16 - .0001 .0002 .0004 .0008 .0014 .0023

17 - .0001 .0002 .0003 .0006 .0010 .0017

18 - . .0001 .0002 .0004 .0008 .0013

19 - .0001 .0002 .0003 .0006

20 - - .0001 .0003

21 - - - .0001

22 - -

23 -

24

Annex I

Table showing the degree of hindrance for different values of x = the number of circuits and y = the traffic intensity according to calculations
based on Bortkewitsch’ tables.
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y = 10.0 10.5 11.0 11.5 12.0 12.5 13.0 13.5 14.0 14.5 15.0

x =

18

19 .000680 .001144 .001852

20

21

22 .000871 .001338 .002041

25

30

40

50

60

70

80

90

100

y = 19.0 19.5 20.0 35.0 36.0 37.0 52.0 53.0 54.0 79.0 80.0 81.0

x =

18

19

20

21

22

25

30 .000954 .001369 .001919

40

50 .000609 .001036 .001703

60

70 .000525 .000812 .001232

80

90

100 .000593 .000839 .001173
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Annex III

Presentation of values of traffic intensity y and efficiency α with a degree of hindrance ψxy = 0.001 corresponding to circuit numbers
of x = 4, 5, 6, ..., 22, 30, 40, ..., 100. (For the underlined values of x the calculation of y is done by means of the formulas given in
the report. For the others interpolation is applied.)

x y αα x y αα

4 0.70 0.175 18 9.62 0.534

5 1.12 0.224 19 10.37 0.546

6 1.60 0.266 20 11.13 0.556

7 2.12 0.303 21 11.89 0.567

8 2.71 0.339 22 12.67 0.576

9 3.33 0.370 30 19.07 0.636

10 3.96 0.396 40 27.40 0.685

11 4.62 0.420 50 35.92 0.718

12 5.29 0.441 60 44.61 0.743

13 5.98 0.460 70 53.46 0.764

14 6.69 0.478 80 62.40 0.780

15 7.41 0.494 90 71.42 0.794

16 8.13 0.508 100 80.53 0.805

17 8.87 0.522

Annex IV

Diagrams showing the likely relation between traffic and circuits in an ordinary automatic
telephone system.
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Annex V

Diagram showing the likely efficiency of
circuits in an ordinary automatic telephone sys-
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Remarks on the translation

General

The present document is a translation from Norwegian to
English of a report written in 1915. The time span from the time
of writing to the time of translation is thus more than 80 years.
This fact has naturally influenced the translation on several
counts and in several ways. To the general development comes,
possibly, personal traits of author and translator as well.

As the translator in case I want to point out the following:

• As most languages of modern societies undergo continuous
change, this has probably been the case to a larger extent for
Norwegian than for most other languages because of its
particular history of the last century.

• The author appears to have been a very accurate person who
all along wanted to make sure that all relevant conditions and
reservations at any point were clearly expressed. That seems
to have led to a meticulous accumulation of characterising
words and many subordinate clauses.

• The development of underlying technology during the given
time span has been formidable, and even a present day trans-
lation should not presume this development.

• The concepts and terminology of teletraffic theory and that of
probability theory in general has undergone a similarly for-
midable development, and should not be fully anticipated in
the translation of a text originated in 1915.

• In veneration of the author and with a wish to keep the time
colouring of the original report, not much effort has been
done to modernise the text, but for some cases when a long
single period has been cut in two or more, while avoiding any
alteration of the meaning.

Specifics

In the report there are some quite central terms that may be
translated in different ways, and a choice has to be made in
order of correct understanding and in view of the statements
above. Some of these terms have even been replaced by new
terms in modern Norwegian. Some examples will be listed and
commented.

• velger (orig.: vælger) The most direct translation is selector,
which is also used in chapters IX – XI about gradings. In
these chapters the pre-selection function (in two stages) is
treated. As a generic term in the rest of the report we have
used switch. That includes different functional devices, like
selector, preselector, finder, connector, etc.

• hindring, hindringsgrad: hindrance, degree of hindrance.
This is the one most central term in the report. Today the
commonly used Norwegian term is ‘sperr’ = blocking or
congestion. In the main traffic model of this report a com-
bined delay and blocking concept is more appropriate, and
the proposed terms seem very suitable. It is worth mentioning
that in the only known publication by Engset, written in
German, the terms ‘Hinderung’ and ‘Hinderungsgrad’ are
used.

• blokkering, overfylling: blocking, overfill. Those are
descriptive terms for the probabilities of at least x (= number
of servers) and at least x + 1 positions occupied. Here there is
no weighting by the number in queue.

• forskyvning, reserveledninger: skewing, spare circuits. The
term grading (Norw.: ‘gradering’) is not applied and was
probably not in common use. The report treats two types of
grading, one of a slip multiple type and the other progressive.
The first has a skewed structure and the other straight.

A R N E  M Y S K J A
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A typed report of 130 pages written by Tore Olaus Engset
in 1915 indicates a much more extensive pioneer work in
the teletraffic field by Engset than has been publicly known.
The well known Engset formula is solely based on the only
published teletraffic work by Engset, a two-page article
from 1918.

The 1915 report was discovered by Villy Bæk Iversen in the
files of Copenhagen Telephone Company, and was first pre-
sented in a guest lecture at the University of Trondheim in
1995 and in a short paper at the 13th Nordic Teletraffic
Seminar (NTS-13) in Trondheim in 1996. The assumed ori-
ginal of the report was later found at Norsk Telemuseum,
Oslo.

The Engset report contains original modelling of teletraffic
according to a model that was taken up by Conny Palm in a
more general form more than twenty years later. It is a
queue system with departure from the queue. Engset even
allows an arbitrary number of individual traffic sources. He
includes aspects that are only treated much later by Palm,
Cohen, Dartois and others. Even daily variations are
modelled, and simple cases of progressive and slipped
multiple gradings and combinations of both are treated.

Throughout, Engset aims at practical useful modelling. He
therefore introduces simple approximations, and he is keen
to assure that his approximations are on the safe side. With
the same objective he even presents dimensioning diagrams
for practical use.

1 Introduction

In the teletraffic community Engset is a household name
connected with the mathematical formula that carries his name.
Until recently the only known teletraffic work by Engset is the
article that presents his formula: ‘Die Wahrscheinlichkeits-
rechnung zur Bestimmung der Wählerzahl in automatischen
Fernsprechämtern’. The article, which is a concentrated work
of merely two pages, appeared in Elektrotechnische Zeitschrift,
1918, Heft 31 [1] and in a French translation [2] in 1921. An
English translation by Eliot Jensen appeared in Telektronikk No.
1, 1992 [3], with the title ‘The Probability Calculation to Deter-
mine the Number of Switches in Automatic Telephone Ex-
changes’. In the same issue of Telektronikk Eliot Jensen also
presented a commentary [4], discussing Engset’s paper in the
context of later developments.

In 1995 a copy of a report from 1915 by Engset [5] was dis-
covered in the files of Copenhagen Telephone Company
(KTAS). A survey of the report was presented in a guest lecture
at the Norwegian Institute of Technology by Villy Bæk Iversen
the same year, and a brief written presentation appeared in the
records of The Thirteenth Nordic Teletraffic Seminar of August
1996 [6]. In the abstract of this paper Iversen states: “Based on
an unknown report by Engset from 1915 and a review of the
history of traffic engineering in the period 1900 – 1925 it is
shown that Engset’s contributions to traffic theory are more
fundamental than so far acknowledged”.

On this background, and after getting acquainted with a copy of
the report, the question was brought up with editor Ola Espvik
of the Telenor (Norwegian Telecom) technical journal Telek-
tronikk, whether there was an interest in publishing information
about Engset’s more extensive work. First a search in the Tele-

nor files was initiated, and the presumed original of the KTAS
report copy was found.1 Telektronikk’s editor encouraged a
translation into English [7] of the report, as it was assumed that
there might be some interest outside Scandinavia, and as it was
in line with the present general policy of Telektronikk to address
itself to the international telecommunication community.

The main interest in the report today will be from a historical
point of view, as there are no aspects of the report that have not
been studied and reported during the ensuing 83 years. It is
worth noting, though, that the report was finished in 1915, while
Erlang’s B-formula [8] came in 1917 and Engset’s formula [1]
in 1918. Since also the modelling procedure is different from
that of Erlang, and several aspects of the report were first
treated in publications many years later, there is good reason for
the above quote by Iversen. It is fair to say, though, that Engset
in his 1918 paper gives due credit to Erlang and his colleagues
in Copenhagen, and it is my opinion that even if the 1915 report
had been published, it would not have reduced the original
value of Erlang’s pioneering work.
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The Engset report of 1915
Summary and comments
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1 There is a number (some 25 noted) of minor differences
between the two versions, mostly due to manual insertions in
the typewritten text. Generally, the Telenor version is the
more complete/correct one.

Tore Olaus Engset, 1865 – 1943
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A page from the original Engset report of 1915
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he specifies n + 1 different states, which in fact is descriptive of
a system with x servers and q ≥ n – x queue positions. The
implication of this is a queuing system where departure from the
system is independent of whether it is from a server or from a
waiting position. From the outside the system looks like that of
an infinite server group with no ordering of positions, with
arrivals and departures according to some given distributions.
From the point of view of an arbitrary customer arriving he may
find a free server and immediately occupy it. Otherwise, he may
stay waiting until a server becomes free (he may have to com-
pete), or he loses patience and leaves. Only in the latter case is
the call lost.

The outcome of these assumptions is that within a given time
period (T = Ts + Tw) there will be two distinct traffic volumes,
one given by the total time (Ts) spent in the server group and the
other given by the time (Tw) spent waiting. The calls will
consist of three categories, those only being served, those only
waiting, and those first waiting and then being served. Engset
defines two relative quantities: the ‘degree of efficiency’
ϕ = Ts / (Ts + Tw) and the ‘degree of hindrance’ ψ = Tw /
(Ts + Tw). Consequently, ϕ + ψ = 1. There is thus no defined
‘loss’ or ‘congestion’. There are of course lost calls, namely
those that leave the system (for loss of patience) without being
served. This part is not calculated, and neither are waiting times.

One may note here that this Engset model is neither the ‘lost
calls cleared’ (Erlang) nor the ‘lost calls held’ (Molina) model.
A comprehensive treatment of what in this context may be
termed an extended Engset model by Conny Palm is given in
[10] and [11] (K. Telegr.-Styr. Tekn. Med. No 7-9, 1937 and
Tele No. 1, 1957). The Palm model, which naturally has no
reference to Engset’s unpublished work, treats a system with
unlimited queue with exponential service and waiting, however
with separate service and waiting parameters. Engset’s case is a
special case of Palm’s general model, with a common holding
time parameter.

Apart from this preliminary discussion of the main model we
shall point out a few particulars of the report:

1 A limited number of identical traffic devices serve a larger,
still limited, number of individual traffic sources. A calling
source gets immediate service if there is at least one free
device, otherwise it is allowed to wait until it gets delayed
service, or it leaves the system voluntarily. 

2 All traffic sources are mutually independent, calls arrive at
random and there are no dependencies between call arrivals
and holding times.

3 No assumption is made about holding time distributions.
Individual traffic characteristics are according to the generali-
sed Engset formula as later introduced by Cohen (1957) [12].

4 Engset presents a proof that identical sources is the least
favourable case. A publication on this matter was first pre-
sented in 1970 by Dartois [14].

5 Several simplifications are made in order to be able to cal-
culate particular cases. Foremost is the assumption of equal
offered traffic from all sources, the assumption of an un-
limited number of sources (Erlang), and introduction of
approximations. Engset is consistent in proving that appro-
ximations are on the safe side, ie. the approximation is less
favourable than the exact solution.
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2 The name of Bortkewitsch is according to his book in
German, edited in Leipzig 1898. In some library references
the name is spelled Bortkiewicz.

One can only speculate why Engset did not go on to publish his
findings in the 1915 report. First of all, there was no tradition
for scientific publishing in his working environment. In
connection with system studies for a possible introduction of an
automatic telephone system in Norway a national committee
had been established, with Engset as one of the committee
members. The work led to close contact with Danish teletraffic
experts, and the complete 1915 report was made available in
Copenhagen (and probably in Stockholm). The report contains
references to Erlang and Christensen (Denmark), Grinsted (Eng-
land) and Spiecker (Germany). The Grinsted/Spiecker reference
is applied by Engset in one of three different approaches to
obtain the binomial (Bernoulli) formula with the Poisson
formula as a limit case. The Erlang/Christensen reference is to a
1913-publication with the so-called Christensen formula, that
applies the Gaussian error curve for dimensioning.

Engset’s approach seems to be his own original one, based on
individual traffic demands. It permits waiting for service, and
the subscriber holding time is independent of the fate of the call.
Engset may have been discouraged from further pursuit of his
model, simply by becoming convinced that Erlang’s limited
server group truncation was a better model. This truncation is
adopted in the 1918 paper, which otherwise applies the general
approach of the 1915 report.

In the following we shall mainly stay with the 1915 report and
only by particular mention refer to the 1918 paper.

Engset’s formal education may look rather modest. After his
junior high school exam and telegraph course in 1883 he never
carried out any full time studies. However, based on spare time
work he graduated as a student in 1892 and as M.Sc. in
mathematics and physics at university in 1894. In itself this
indicates a very great capacity. His teletraffic work shows that
he was well versed in mathematics at a medium to high level,
and his works later in theoretical physics (not to be discussed
further here) indicate a notorious capability in advanced
mathematics. Engset’s approach to teletraffic analysis is clearly
coloured by the deep insight in the practical aspects that he had
acquired as a telephone engineer with many years of experience.
The main reference in the report is Bortkewitsch: ‘Das Gesetz
der kleinen Zahlen’ [9].2

Engset is very conscious of making his assumptions clear. He
applies mainly two basic theorems of probability calculation,
that of the probability sum of disjunct events and that of the
probability product of mutually independent events. Further-
more, he starts with the basic assumption of a limited number of
individual traffic sources, each of which asks for a certain ser-
vice time per time unit. This traffic demand may be different for
each source. No particular holding time distribution is assumed,
and neither is any interarrival time distribution prescribed, only
full independence between sources.

Engset applies the concept of ‘statistical equilibrium’. His main
model assumes a limited number of n sources and a limited
number of x servers. There is no mention of a queue. However,



6 The independence condition between arrivals is shown to lead
to the binomial (Bernoulli) distribution and in the limit to
Poisson distribution (referred to as Bortkewitsch’ formula).

7 Engset discusses at length the highest one hour concentration
(busy hour) of the full 24 hour traffic, and introduces a geo-
metrical model for this, in order to find the total 24 hour loss,
given the busy hour loss.

8 Engset carries out detailed studies of slip multiple gradings,
progressive gradings and combinations of both, with example
calculations. Like other early authors on the matter he seems
not to be aware of the special overflow characteristics of
random traffic.

9 Calculations according to two approximations are carried out
and the results tabulated. Diagrams for dimensioning pur-
poses are drawn.

2 Preliminaries

In the introductory Chapter I Engset introduces the classical
model of random drawing of black and white balls from an urn,
along with the two ‘main theorems of probability’: 1) The sum
theorem of mutually disjunct events, and 2) The product
theorem of mutually independent events.

In Chapter II a detailed discussion of practical telephone traffic
aspects is carried out. A telephone exchange with a set of x
identical connecting devices (lines, selectors) is assumed. These
devices serve a set of n individual traffic sources (subscribers).
An observation time Tc is assumed to be a period of homo-
geneous traffic. A number r of calls in Tc with an average
duration of t defines an average traffic intensity of y = rt / Tc.
The traffic is individualised by assuming a subscriber Ai being
busy with outgoing calls an accumulated time Ti out of total
observation time Tt = D · Tc, where D is a (great) number of
days in order to get enough observations for a single subscriber.
An alternative to measuring the single intervals that make up Ti
is to assume that Tt consists of a very large number N of very
short intervals ∆t and counting the number of intervals mi when
Ai is busy. Then the expression Ti / Tt = mi / N = pi may be inter-
preted as the relative time that Ai is busy = the probability that
Ai is busy = connection probability of Ai = the traffic load of Ai.
(Throughout, only outgoing calls are considered.)

3 State probabilities, efficiency 
and hindrance

In Chapter III the combined states of the n subscribers are
studied. Only the number r of busy subscribers is of interest,
and any state is completely described by this number. Thus,
with n subscribers there can be n + 1 different states: 0, 1, 2, ...,
r, ..., n. For the x ≤ n serving devices there can be only x + 1
different states: 0, 1, 2, ..., x. The state x includes n – x + 1 total
states with 0, 1, ..., n – x subscribers that are busy, but not being
served. For the total number n + 1 of states there are as many
probabilities defined: P0, P1, P2, ..., Px, Px+1, ..., Pn.

This system is identical to a queuing system with x servers and
n – x (or an unlimited number of) queue positions. It is implicit-
ly assumed that the subscriber holding time is independent of its
fate, if it is immediately served, if it is served after waiting in
queue, or if it leaves the queue without service.

An arbitrary state r is defined by r subscribers being busy and
the remaining n – r subscribers free. There are 

individuals. Each subscriber i has its individual busy probability
pi and the complementary free probability (1 – pi). The probability

free subscribers can be expressed on the form

is the jth product of (n – r) individual probabilities (1 – pk). The
total probability of state r will then be:

(1)

The normalising condition is:

P0 + P1 + P2 + ··· + Px + ··· + Pn = 1 (2)

It should be noted that Pr is the probability of r busy sub-
scribers, whereas the probability of all x servers being busy is

Px + Px+1 + Px+2 + ··· + Pn

At this stage Engset introduces the concept of ‘state probabil-
ity’, and he notes that the above calculation is valid irrespective
of any hypothesis concerning the duration of the single connec-
tions or the average duration of connections.

With these assumptions the total traffic intensity can be ex-
pressed in two ways:

(3)

where each Pr is a function of p1, p2, ... , pn, as given above.

The traffic intensity y consists of two parts, one effective part
that can be measured directly on the x servers, and one waiting
part that can be measured on the calling subscribers while they
are waiting for service. There is no traffic rejected by the sys-
tem. All subscribers waiting for service either leave the system
voluntarily without being served, or they get delayed service
when finding a free device. The same call may contribute to
both parts. Engset considers the first part as the effective traffic
and the second part as the hindered traffic.

In order to operate with relative quantities he defines a degree
of efficiency ϕnx and a degree of hindrance ψnx. These are in a
compact way defined by

(4)
ϕnx = 1

y
⋅ r
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∑ ⋅Pr + x⋅ Pr
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(5)

ϕnx + ψnx = 1 (6)

Engset states that these are exact expressions, given that all pi
can be considered unaffected by the degree of hindrance. He
points out, however, that that may only be the case for small
degrees of hindrance.

4 The first simplification of calculations

It may be noted that the assumption of individual traffic
demands, expressed by pi for any subscriber Ai, is in fact the
assumption made for what is later called the generalised Engset
formula. The solution given above is thus in fact the generalised
solution, however with the difference due to the different handl-
ing of calls that are not given immediate service.

It is pointed out by Engset that this general assumption leads to
very complicated calculation even for limited numbers of sub-
scribers of, say, n = 100. Because of this in Chapter IV he
makes the simplifying assumption of setting:

p1 = p2 = p3 = ... = pn = p (7)

This condition leads to the simple expressions for the state
probabilities of

(8)

which is in fact the binomial (Bernoulli) distribution.

By introducing equation (8) in (4) and (5) and setting y = np we
get the special expressions for the degree of efficiency and the
degree of hindrance (using the dashed symbols to indicate the
difference):

(9)

(10)

Engset investigates in his report how the condition (7) influences

the values of and in particular the

values for r > x. He shows that if for r = x + 1, then the

relation applies to all values r > x + 1, and then also 

Essentially, this is the same conclusion as that reached by
Dartois [13] in 1970. Thus, under those conditions, it is safe to
use the simplifying assumption of (7). The critical values of y =
np is tabulated as a function of n and r (= x + 1) for some small
values. The conclusion is that the simplification of assuming all
traffic sources to be identical leads to maximum hindrance and
thus is justified under normal circumstances, ie. for practical
values of traffic and degree of hindrance.

ψ nx >ψ nx .

Pr >Pr

Pr as compared to Pr ,
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Ψnx = 1
y

⋅
r=x+1

n

∑ r−x( )⋅Pr , where
5 The second simplification of

calculations

A further simplification of expressions is obtained in Chapter V
by letting the number of traffic sources approach infinity, while
the total traffic is kept constant. This is the basic Erlang
assumption. Engset applies the elementary mathematical mani-
pulation leading to

(11)

ie. the Poisson formula, which he denotes Bortkewitsch’
formula.

Since Engset wants to stick to the assumption of a limited
number n = n0 of sources, he intends to prove that above a cer-
tain value of r all the Poisson terms are greater than the
corresponding Bernoulli terms. This is done by taking the
derivative of (the log of) the Bernoulli terms with respect to n,
and finding the condition that makes this derivative positive.
This leads to the condition

(12)

When condition (12) is satisfied, the Poisson terms are greater
than the corresponding Bernoulli terms, and the calculation is
on the safe side when the Bernoulli terms in (10) are replaced
by Poisson terms from r = x + 1 to r = n = n0:

(13)

The corresponding non-truncated, weighted sum is

(14)

where k can be chosen to satisfy the equation.

After some manipulation a more compact expression of the
truncated sum in (13) is obtained:

(15)

Again, in order to be on the safe side, the value h = 2 is chosen

(Later in the report, under the study of gradings, h = 3 is
assumed to be a better choice.)

For practical calculations Stirling’s formula for the factorial
function is proposed, to give:

(16)
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(28)

The combinations of occupation states in this grading system
become rather complicated, whereas according to the assump-
tions it is possible to define occupation states based on busy
subscribers only, expressed by the Poisson distribution:

(29)

Hindrance of calls (calls held in waiting) only occurs for k > x,
and the probability that a call does not get access, given that
there are x + 1 calls in the system is given by Rx = S1.

(See remarks below for the general case).

For the more general case of r groups (27) and (28) take the
forms of

(27a)

and

(28a)

Under Engset’s general assumption that no calls are lost, only
hindered, and here also the source number is infinite, the state
probabilities for a total r-group system can be expressed exactly
by 

(29a)

Only the states of k > x will imply hindered calls, and by similar
reasoning as in the case of r = 2 we get the values of hindered
traffic for each state from k = x + 1 to k = rx:

(30)

For states above rx all new calls are put on waiting, and we get
correspondingly:

(31) 
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, i = 0,1,2,K ,(r −1)x −1

Similarly for x + 2 we get q2 = Px+2 ⋅ S2 , q3 = Px+3 ⋅ S3 etc.

The contribution to the hindrance thus becomes q1 = Px+1 ⋅ S1.

Pk =
e

−2y
2y( )k

k!

Si = Rx− j
j=0
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2x
x







The total hindrance can be expressed by

(32)

and the degree of hindrance by

(33)

In order to be able to do practical calculations some appro-
ximations are introduced like before. Two examples are cal-
culated with r = 4 groups, x = 10 selector outlets and a traffic
per group of y = 5 and y = 5.5 respectively. The calculation indi-
cates that y = 5.5 is permitted within the requirement of 1 ‰
hindrance. The non-graded case permits only y = 4, and that
means a traffic increase of 37.5 %, or alternatively, a saving of
≈ 27 % in the amount of selectors for the same grade of service.

Remark: The assumption of equations (28) and (28a) of the S-
parameter given as a sum of R-parameters is a simplification,
as only first order probabilities are included. This implies that
events are mutually disjunct, which is not the case. For ex-
ample, when r = 2, the first case, S1 = Rx is correct, whereas the
second, S2 = Rx + Rx–1 should be replaced by S2 = Rx + Rx–1 –
Rx · Rx–1. Engset seems to be aware that his solution is not
exact. However, as elsewhere, he is satisfied that the error is
on the safe side, and that the error is small for low values of the
degree of hindrance.

10  Progressive and combined gradings

As a first step Engset in Chapter X describes a straight grading
where each of r groups is served by a set of secondary devices
x0 that is offered a traffic y. The traffic carried on x0 is y0, and
the remaining total traffic of r · y1 = r · (y – y0) is offered to a
common group of x1 devices. The calculation is straightforward
according to his previous method for non-graded systems. Two
example calculations are carried out for r = 2, x0 = 8, x1 = 2 and
y = 6 and y = 5.5 respectively. The case of y = 5.5 leads to
slightly less than 1 ‰ hindrance. The obtained advantage of the
grading is thus very close to that found for the slip multiple
grading, 37.5 % traffic increase or ≈ 27 % equipment saving.

Engset also considers the possibility of having several stages in
the grading, as a more general progressive grading, without
carrying out any calculations. The method is, however, easily
applied to such cases.

At the time there was no understanding of the effect of the over-
flow character of the traffic, and Engset does not take that into
account. He only considers the first moment of the traffic distri-
bution, which of course leads to too optimistic results.

Finally, in Chapter XI a combination of a slip multiple grading
as a first stage, followed by progression to another slip multiple
stage, is studied. The calculation method does not differ from
that used for each of the two separate methods. According to the
calculation a saving in the amount of selectors of ≈ 42 % is
obtained, while maintaining the grade of service. As an alterna-
tive the equipment could be kept non-reduced in order to carry

ψ r
xy

=
Qr
xy

ry

Qr
xy

= qi
i=1

∞
∑
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more traffic. It is concluded that, while maintaining the grade of
service, the grading would permit a traffic increase of ≈ 74 %.

A discussion with some coarse estimates is carried out with the
aim of adapting the slip multiple grading to varying traffic
requirements. Among other the multiple slips may be modified
to double steps and to overcomplete cycles.

11  Concluding remarks

The above discussion attempts to give a brief survey of Engset’s
quite voluminous report, without missing any of his major
points. The report goes a long way in showing details of the
mathematical development as well as the approximations felt
necessary to obtain practical usable results. Also detailed
numerical calculations are carried out. Much of this is of course
of less interest today, given the tools available for numerical
calculations.

The report demonstrates very clearly that the primary objective
was to find ways of dimensioning the new automatic telephone
systems that were being studied for introduction in the
Norwegian telephone network. Engset had a leading position in
these efforts, as he was member of a committee established in
1910 to give advice on the matter for the General Director of
Telegrafverket (Norwegian Telecom Administration).

This committee was doing extensive studies by travelling in
Europe and America as well, and came out with a report in
1913. The implementation of the committee recommendations
was delayed because of the war, and the system offers were
ready for evaluation in 1916. For the purpose of this evaluation
the committee was supplemented by Johannsen and Christensen
from Copenhagen and Hultman from Stockholm, all very
notable people in the business. This is very interesting in view
of the Engset report being completed in 1915.

One may also note that from 1917 on there were regular meet-
ings between the Nordic telecom administrations. Engset
participated in ten such meetings from 1917 to 1935, whereas
the teletraffic community in Denmark was primarily within the
private company KTAS, and thus not participants in these meet-
ings. (Also in Norway there were many private telephone com-
panies at that time.) It is this author’s impression that there was
a lively exchange of information between the Nordic telecom-
munication communities during the transition from manual to
automatic systems. Traffic matters were of great operational and
economic importance.

Engset’s 1915 model fell in a way between Erlang’s two models
of 1917, that of loss (congestion) system and that of waiting
system. Erlang applied the birth-and-death process in an explicit
way, with emphasis on the distribution types. Engset, in a more
implicit way, showed that the arrival independence lead to
Bernoulli and Poisson distributions, and argued that his model
set no conditions on holding time distributions. However, with a
limited number of traffic sources a bias would exist for uneven
traffic demand per source.
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Appendix

Queue with departures.
Palm’s and Engset’s models

1  Introduction

Conny Palm published in 1937 a study of a queueing system
where customers waiting in a queue may leave the queue with-
out being served.

The study was first published in Swedish [10] and later in
French. A revised version appeared in a collection of articles by
Palm published in 1957 [11].

It turns out that Engset’s main model in his report from 1915 [5]
under certain conditions is identical to this model by Palm.
Palm’s model assumes the following:

• The number n of servers is limited

• The number N of customers is unlimited
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(9)

As there are y calls per time unit, the waiting traffic can be
expressed by

(10)

3  The special case of b = s.
Comparison with Engset’s result

In the special case of b = s, which is in fact Engset’s
assumption, we get the congestion

(11)

Engset’s definition of ‘hindrance’ or ‘hindered traffic’ is
identical to that of equation (10). The degree of hindrance, ψ, is
given by the ratio between the hindered traffic and the offered
traffic. In the general case we get from (6) and (10)

(12)

In the given case with b = s we have from (10) and (11)

(13)

In this case α · β = A, β = n and α = A/n. From equation (2) we get

(14)

With substitution in (13) we obtain

(15)

A simple manipulation leads to

(16)

This is identical to equation (14) in Engset’s report [5], except
that Engset truncated the infinite series at N = the limited
number of traffic sources. (In Engset’s notation N = n0.) The
last term in the parenthesis thus becomes

By omitting this truncation it is demonstrated that Engset’s
model leads to a result identical to the Palm model with an in-
finite number of sources, a number n of servers and an un-
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limited queue, where customers leave the queue according to an
exponential ‘patience’ function with a waiting time parameter
equal to that of service time.

The relative value ψ is the ratio between the traffic load in the
queue and the offered traffic A.

Engset developed the expression (16) by weighting the Poisson

since these are the numbers of subscribers in queue for the
corresponding terms.

In order to justify using the Poisson distribution instead of the
Bernoulli (binomial) distribution for a limited number of
sources, he shows by taking the derivative of the logarithm of
the binomial terms with respect to the number of terms, that
increasing the number of terms towards Poisson leads to an

increasing queue traffic when For practical

dimensioning that will normally be the case. By applying
Poisson instead of Bernoulli when there is a limited number of
sources, the calculation will thus be on the safe side, ie. waiting
in queue will be less than that calculated.

Under the given conditions one will have

(17)

The common factor (ν – n) represents the weighting by the
number in queue, while the three expressions without weighting
represent, respectively, the sum of the Bernoulli terms from
n + 1 to N, the truncated sum of the Poisson terms from n + 1
to N, and the sum of the Poisson terms from n + 1 to ∞.

Engset has calculated values with four decimals according to
the middle expression of (17). The choice of N-value is not
stated and most value sets are such that the value of the ex-
pression will be < 0.01. In those cases the differences, if any,
between corresponding values only turn up in the last (fourth)
decimal.
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Tore Olaus Engset is known in the teletraffic community
for the formula that carries his name. To most others he is
rather anonymous, or he is known as the Director General
of the Norwegian Telecommunications Administration from
1930 to 1935, after having served the same institution his
whole adult life from 1883 on.

New light is cast on Engset by a newly discovered extensive
report on teletraffic modelling, a report that was never pub-
lished, but which contains original aspects, some of which
were first treated much later by other authors.

Even less has been known of the impressive scientific work
by Engset on atomic theory, as demonstrated by a report in
German finished in the last year of his life, 1943. This again
led to the discovery of a 50 page series of articles on the
same subject in the reputed journal Annalen der Physik in
1926 – 1927, which – among other things – discusses the
then recently published Schrödinger wave equation.

Who was this man? Very little has been publicly known, and
very few people now can remember him. The time is due
to supplement this first publishing of some of his unknown
written work by a broader personal presentation. Maybe his
very modesty limits the possibilities of following his track,
but there is something that is much more than nothing.

1 Introduction

Engset’s formula is well known and appears in most present
day textbooks on teletraffic theory. His only publication [1] on
a traffic theory topic is still being referred to 80 years after its
appearance in the German journal Elektrotechnische Zeitschrift
in August 1918.

The Danish scientist and engineer A.K. Erlang is rightly called
‘the father of teletraffic theory’. His publications on the subject
and related matters span from 1909 until his death in 1929. His
principal paper [2] containing the B- and C(D)-formulas came
in 1917.

Engset’s formula has been – and may be – considered as an
appendix to or an extension of Erlang’s B-formula. The differ-
ence in principle is that while Erlang assumed an unlimited
number of traffic sources the Engset model permits any arbi-
trary number of sources. Thus, one may as well turn the matter
around and say that Erlang’s formula is a special case of
Engset’s formula, obtained by letting the number of sources in-
crease to infinity. However, the sequence of the publications
should not be neglected.

In spite of the naming of the formula, Engset as a teletraffic pio-
neer has not been a focus of interest within the scientific com-
munity, which may be seen as natural in view of his very limited
known production. The reason for a renewed interest is the dis-
covery of a voluminous report by Engset of 130 typewritten
pages from 1915 – two years before Erlang’s main paper – on
teletraffic matters [3]. The report is an original work with many
aspects, some of which were taken up by others only many
years later.

When Engset’s 1915 report now appears in an English translation
[4], along with a summary article [5] on the report, it is an oppor-
tune occasion to supplement all this by some biographical notes.

T.O. Engset is a publicly known name on two counts: One is
that of the teletraffic expert as focused here, and the other is that
of the man serving Telegrafverket (later: Televerket/Telenor,
the public telecommunication operator in Norway) for 52 years,
the final five years as its Director General.

There is no extensive biography of Engset written up till now.
However, there are bits and pieces several places. In T. Rafto’s
Telegrafverkets historie 1855–1955 [6] there are many refe-
rences to Engset.

The best separate presentation is offered by L.A. Joys in Telev-
erket’s internal periodical Verk og Virke no. 4, 1967 [7]. The
presentation contains the main biographical data, some citations
from ref. [6], and it has also an anecdotal character. Joys, by the
way, was probably the one person who devoted most effort in
studying Engset’s formula and its significance. He wrote several
papers on the formula, and at the age of 70 earned his doctorate
on the subject. Joys’ recursion formula has been applied for cal-
culation of Engset tables [8]. In the introduction to his Engset
presentation Joys regrets the lack of sources. The 1915 report
was not known to him, and would certainly have supplemented
his knowledge and elevated his already high esteem of Engset.

An interesting short biography is presented by Eliot Jensen in a
commentary article [9] in 1992 to his English translation [10] of
Engset’s 1918 paper. E. Jensen states the following:

“Engset was very interested in mathematics. This, in addition
to more than 20 years of experience in practical teletraffic
matters, forms the background for the theoretical work he
published in 1918. The main material of the paper had been
established already by 1915, but Engset at that time did not
consider it of sufficient scientific substance to have it pub-
lished. However, subsequent contact with prominent people
of the Copenhagen Telephone Company, bringing him im-
pulses from the traffic research there, appears to have
changed his mind”.

It is not clear how E. Jensen knew that “the main material had
been established already by 1915”. There is no other indication
that he had any closer knowledge of the 1915 report. The im-
pulses from the CTC people to publish his 1918 paper are very
likely, but he may as well have been discouraged from pub-
lishing his somewhat different model in the 1915 report.

The editor of Telektronikk, Ola Espvik, requested me to collect
information for a more comprehensive biographic presentation.
For reasons of time and other limitations it has not been pos-
sible to write a full biography. That would require extensive
search in public and private archives, and would also require a
different frame of publication. It is even uncertain if much more
can be found than what is presented here.

The intent is not to draw a picture of the professional man only,
but rather to give a broader picture, including the human aspects,
in a narrative of an in many ways remarkable man. Since it is to
appear in a technical journal, it is only fair to advise those read-
ers who are solely interested in the scientific aspects to leave at
this point and rather go to references [1], [4] and [5].

The man behind the formula
Biographical notes on Tore Olaus Engset1

A R N E  M Y S K J A

1 In the baptism protocol the name is Thore Olaus Engeseth.
Himself, he always wrote Tore Engset. Locally, the normal
form today in writing is Engeset, while pronounced more like
Enset.
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2  The background

Tore Olaus Engset was born 8 May 1865 at Stranda in the
county of Sunnmøre in western Norway. Stranda lies in the
heart of the fjord country that is famous for its breathtaking
nature views, with nearby Geiranger, for decades the target of
large tourist cruisers. T. Engset, in retrospect after retirement,
reviews some of the great panoramas that he had seen in his life,
notably the Grand Canyon and Niagara Falls, “But of all I have
seen of great and beautiful from the Creator’s hand nothing has
for me been like the view from the top of Roaldshorn that Sun-
day in my 19th year”.

Stranda in 1865 was a mainly agricultural community with very
modest – many would say poor – living conditions, but has
since then developed into a prosperous industrial town, manu-
facturing furniture, foodstuffs, clothing, mechanics, electronics
etc., with foodstuffs having taken the lead over furniture. As an
illustration the industrial turnover increased from 95 million
kroner in 1967 to 750 in 1987, a factor of eight in nominal
value. Since then the figure has more than doubled. Tourism is
important, and even national championships in alpine skiing has
been hosted by the town. The present unemployment rate is less
than one percent.

Engset (or rather Engeset) is a small community with a little
group of small farms along a rather steep slope. Tore grew up
on the farm named after his great-grandfather Kornelius (today,
the ‘Karneles farm’). The owners of the farm are known in an
unbroken line since 1540. The earliest of Tore’s forefathers on
the farm was born in 1655.

Tore was the second youngest among ten children, four of
whom died at one year or less. There were also two older half-
brothers and one half-sister. Tore’s mother died when he was
nine, and her last words to her then 22 year old daughter was:
“Don’t forget Tore”. And she did not. She stepped into her
mother’s place and delayed her own marriage for several years.
Elen Regine was the only of Tore’s sisters to grow up. In spite
of her own ten children, she told in a letter that he always kept a
special room in her heart. She admired her younger brother very
much, but there were limits: When he told her that in the future
she would be able to speak over long distances without tele-
phone wires, she replied that he might tell her whatever he
wanted, she did not believe a word.

The school records from 1875 show that 10-year old Tore never
missed one day. He was later sent to junior high school in the
town of Aalesund, from where he graduated at the age of 18,
receiving a prize from a local legacy in the form of two book
volumes with golden letters on the back, with a hand-written
note by the school principal, for “diligence, progress and good
conduct”.

3  Professional career

T. Engset was admitted to the telegraph school in Stavanger in
1883, and that turned out to be decisive for his future career. He
got his exam at the end of the year, and from January 1884 he
was employed as a telegraph assistant at Lødingen, Arendal and
Trondheim, until in January 1890 he got a position as junior
secretary at the Director General’s office in Kristiania (Oslo).

Since he had only his junior high school exam from 1883, he
went on with studies in his spare time. He graduated as a stu-
dent in 1892 and went on with university studies in mathematics
and physics and got his M.Sc. degree 1894.

Gradually he advanced to secretary, office manager and head
of the traffic section of Telegrafverket. As such he was also the
deputy for the DG.

From 1897 there were two departments, the administrative and
the technical, with the administrative department as the more
‘political’ branch, which became Engset’s responsibility. In
1920 a further subdivision was done, with five departments and
with Engset as head of the traffic department. Then in 1926
there was a reversal back to two divisions, one traffic division
and one technical division. In fact it was a grouping of depart-
ments on a higher level, according to the growth of the institu-
tion. Engset kept his position as second in command.

When Rasmussen retired from the position of Director General
in 1905 Engset was one of five applicants for the vacant posi-
tion. However, the new DG, Heftye, was chosen from outside
ranks, and he kept the position until he died in an accident in

The ‘Karneles farm’ at Engset, Stranda, 
where Tore Olaus Engset grew up
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1921. Engset acted in the position for parts of 1921 and 1922
and applied a second time with no more success than before.
The new man was Nickelsen, also an outsider, who at the end of
1929 left the position because of political differences with the
ministry about the independent authority of his institution.

Engset was now 65 years old, and he admits in a private letter
that he was very much in doubt whether to apply for the top
position a third time. A couple of colleagues suggested that he
might simply neglect to apply this time, as he would probably
be asked anyway. Realising that such procedure would be too
risky he sent his application at the latest possible time. There
were nine applicants. Engset was appointed on 22 August 1930
and received a telegram of congratulations from the Minister.

Before this Engset had to go through a hard fight with the all-
male union within the organisation. In his interim position as
acting DG he had appointed a female head of staff. The union
leader was also editor of the newsletter of his organisation, and
from this position he fought for the male candidate, claiming
that the female candidate was given her previous position in the
staff office in order to take care of women’s interests. He even
paid a visit to the Minister trying to influence him on the matter,
and to get a speed-up of the process of appointing the DG.
Engset claimed that his candidate had responsibility for the
whole staff, and was clearly best qualified. He put the matter
forward to the Minister, who admitted that he generally pre-
ferred men for such high positions, but he did not want to
reverse the appointment. Even formally, Engset claimed that he
was on safe ground. A 1924 decision by the National Assembly
had given equal rights of higher positions, given proper educa-
tional background.

Engset feared that the episode might weaken his possibility to
obtain the top position, so he felt a great relief when he received
the telegram from the Minister. The particular background of
having been second in command for so many years, and now at
the age of 65 was acting DG for a second time, made him par-
ticularly sensitive to the risk of being bypassed once more. He
was certainly aware that there had never been an insider in the
position. He turned out to become the first. He had asked the
Minister to avoid a long interregnum like that in 1921–22,
“when they let me hang in the position a full year, and then cut
me down to let me lie in the gutter (that was exactly what I
said)”2. Those were strong words by a man of Engset’s
character.

Engset’s lifelong career in telecommunication administration
coincides with the first fifty years of telephone in Norway.
From the beginning there was competition between many local
private companies that were established for the promotion of the
new medium and its basic technology on one side, and the pub-
licly owned and operated telegraph company on the other. The
private companies had the edge in most cities because of local
business initiatives and a more flexible operation. There were,
however, problems of parallel network construction and lacking
interconnection. The companies were solely locally based,
whereas the public telegraph company had a national coverage.

The matter became one of national political interest. The rural
representation in the National Assembly was strong, and the
idea of equal opportunities for all citizens, irrespective of loca-

tion and operational cost, became decisive. After much delay a
new law was passed by the National Assembly in 1899, giving
exclusive rights of telephone establishment and operation to the
state, and the public telegraph company was authorised to carry
out the task.

The monopoly law of 1899 remained virtually unchanged for
more than eighty years, and almost as long as it took to carry
out the process of transferring all private telephones to the
state(!). Much less time was needed to reintroduce full competi-
tion 99 years after the initial law enactment. The long delay in
enforcing the law was due to the lack of public funding and to
local resistance. In concentrated local communities it was pos-
sible to establish and operate a telephone service at cheaper
rates than could be done nationwide. Financing of expansion
according to demand by loans and stock emission was straight-
forward in private companies, whereas the authorities did not
permit that for the public state owned system.

Increasingly, though, also local telephone came under state
ownership, but not without fierce fights in many places. A very
informative recount is found in [6]. According to this source
even notable people like Fridtjof Nansen and Erik Werenskiold
were involved in the ‘telephone war’. In the ‘violent dispute’
there were demands that “the director general as well as his
expert advisor, head of office Engset, must be removed”. (Erik
Werenskiold, by the way, later made the official portrait paint-
ing of Director General T. Engset, 53 years after he made the
corresponding portrait of Tank-Nilsen, the first DG of Tele-
grafverket).

No doubt Engset was in the front line of the telephone develop-
ment. He had to stand against the public dissatisfaction with
supply being far behind demand, and to fight for better funding
from the government. In fact, even in the National Assembly
lengthy discussions were carried out on what would today be
considered petty details. At the same time his primary task was
the technical planning and accomplishment.

A particularly challenging task was that of introducing a new
generation of telephone exchanges. In spite of the first auto-
matic exchange having been put in operation in 1892 in USA,
manual operation was predominant for another 20–30 years. In
1910 a three-man expert committee was established to evaluate
the development of telephone switching and give recommenda-
tions for the choice of a future system. An immediate cause was
the need for expansion of telephones in the capital city.

The committee took its task very seriously. They visited nine
cities in Sweden, Denmark, Germany, Austria and Holland, and
eight cities, from New York to Los Angeles and San Francisco,
in the United States. They spent 48 days travelling in Europe
and 71 days on the US trip. The final committee recommenda-
tion [11] was put forward in March/April 1913, and contained
67 printed pages and 13 appendices. The committee proposed
conversion to a fully automatic system with primary and
secondary exchanges. The imminent world war led to changes
and delays, and the first automatic exchange was not put in
operation until 1921.3 As this committee work represents a very

2 In a private letter September 1930.

3 The first public automatic telephone exchange in Norway was
put in operation in 1920 by the private telephone company in
the town of Skien.
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important part of Engset’s career, we shall quote from ref. [6] in
translation:

“It was a great, all new and difficult task the study committee
of 1910 had embarked upon. It should make a judgement on
the three main solutions for telephone exchanges: the man-
ual, the semi-automatic, and the fully automatic. It should
further estimate the actual and future demand and invite
offers from the telephone manufacturers. Chief engineer
Abild, office head Engset and telephone director Iversen each
had insight, experience and detailed knowledge in telephone
matters. They now investigated thoroughly everything con-
cerning modern telephone operation and carried out excur-
sions in European countries and through America all the way
to the Pacific coast. The result was a thorough report that
recommended transition to a fully automatic system with
primary and secondary exchanges.

The fully automatic solution would among other things solve
the difficult problem of large exchanges, as it permitted a
subdivision in several satellite exchanges and establishment
of the single exchanges according to subscriber density. In
design the automatic system represented a decentralisation,
in operation a centralisation. The new City Centre exchange
in Kristiania (Oslo) was intended to assemble the large busi-
ness subscribers, that were the greatest users of telephone
and had the most mutual correspondence. For connection to
the main exchange were planned four sub-exchanges in the
city for private and small business telephones. All exchanges
should have connection to four suburban exchanges belong-
ing to the Kristiania telephone area. The system was aimed at
30,000 subscribers, but could be adapted to as many as
90,000 numbers. The construction period was set to four
years, and the cost estimated at 8.5 million kroner.

On the basis of the report an initial grant of 980,000 kroner
was given by the National Assembly for the start of recon-
struction works. A disappointment was that ‘for budgetary
reasons’ the 4-year plan could not be kept and construction
time had to be extended to 6 years. A factor that nobody could
have foreseen came up: the war. As the war erupted, all the
ongoing works had to cease for a while. The delays that fol-
lowed could not be regained. On the contrary, new interrup-
tions arose incessantly. The bids on system installations could
not be brought to a decision until 1916. For examination of
the bids the committee was enforced by three experts from
abroad in order to guarantee best knowledge and fair choice:
Telephone director Fr. Johannsen had headed the reconstruc-
tion and reorganisation of the Copenhagen telephone, so that
it was made ‘a gold mine for experts wanting to study modern
telephone operation’. Telephone director Axel Hultman from
Stockholm was an outstanding telephone authority with inter-
national reputation, and he had himself designed a telephone
selector; while the Danish telephone engineer P.V. Chris-
tensen, as a specialist on the mathematical side of the matter,
assisted with calculation of the traffic equipment.”

Engset had already at this stage had some contact with the
Copenhagen people, and that may even have instigated the more
active co-operation around the evaluation of system proposals.
What is clear, however, is that he must have been working on
his traffic modelling for some substantial time before the 1916
co-operation. His comprehensive 130 page report, dated 1915,
must have taken considerable time, at least months, more
probably years. It was developed from scratch as a left-hand

activity beside his work in a demanding administrative position
as second in command in a big national public service organisa-
tion. This point will be considered closer in the next chapter. It
is mentioned here in order to highlight the very close relation
between Engset’s traffic studies and the great task of intro-
ducing a radically new technical solution for large-scale tele-
phone switching in the national network. Practical solutions
on a safe theoretical basis is the governing idea of the report.

World War I was a time of great expansion in telegraph and
telephone traffic, but also of scarcity of material and equipment.
For the first two years the available funding of expansion was in
fact reduced, and serious crises arose in traffic performance, as
demands far exceeded capacity. It led to outcries, and an emer-
gency plan was issued to improve the situation. It did help, but
inflation sapped some of its intended improvement. However,
the post-war period was a constructive one with substantial
expansion, until the 1921 crisis hit hard. Engset was in charge,
until the new DG Nickelsen took over in 1922. The following
years were marked by struggle for more independence from
direct government control with more freedom of financing and
operation. The limitations were felt as a straitjacket that pre-
vented expansion according to market needs. When Nickelsen
left in protest and Engset was finally appointed, the new world-
wide economic crisis was already in progress.

In a review of Engset’s career at the time he was appointed,
T. Rafto in [6] writes: “From 1894 he worked as secretary at
the ‘Main office’ in Kristiania. From now on and all through
the years he was head of traffic and operational matters. This
man of administration ‘par excellence’ was absorbed in his
work with ardent interest. Prudent, knowledgeable and with
impressive energy he became the best support of the director.
He expressed openly his gratitude of having been given a ‘place
in the sun’, and he enjoyed his work.”

The newly appointed Engset, with his experience from the crisis
in 1921–22 had to handle a similar situation from 1930 on-
wards. There were restrictions instead of expansion in most
areas. “As Engset in 1930 got the full responsibility, a similar
situation emerged as that of ten years earlier when he acted as
director during the vacancy. While then the post-war depression
reigned, now a new world crisis was under development. The
boom in world markets in the latter half of the twenties gave the
illusion of continuous progress of prosperity. But during sum-
mer and autumn 1929 the radiant hope of better times was
crushed. ... It was helpful that Engset was accustomed to deal-
ing with tight budgets and wage reductions.”

National coverage by long distance telephone had been obtained
by 1920. While landline telegraph gradually stagnated, long dis-
tance telephone increased continually. Radio telegraph and –
from the twenties – radio telephone were also growing. Engset,
with his radio expert colleague Hermod Petersen, worked on
expansion of the radio network and on creating a national
broadcast system. Also picture telegraph came on the agenda,
and the first unit was ordered in 1930.

During Engset’s five year period on top, the fight for more in-
dependence continued. A committee was established to take a
new look at the question. A favourable recommendation got part
support and part opposition from different ministries. It was
supported by the parliament committee, but the proposal fell
in the plenary session.
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The economic crisis gradually eased during the five year period
and the matter of integrating the whole national telephone sys-
tem under one administration emerged again. Engset’s political
views in general are not known, but already in 1930 he ex-
pressed the opinion that “if the country got a labour govern-
ment, it would probably bring in order the telephones in Nor-
way like in many other countries.” He was confident that his
institution would be capable of taking over, but it must be done
in a lenient way, should the transition be for the better. When
the labour government took office in 1935, an initiative in the
direction was taken. Limited funding, however, kept the process
at a slow pace, and the take-over was not finalised until 1972(!).

Engset’s leading position in the organisation of the national
communication system, with an ever increasing interconnection
with a global system, naturally brought him in touch with inter-
national work.

Already in 1901–1902 he stayed with his wife for an extended
period in Copenhagen. The main reason was poor health. His
doctor ordered him to quit work for a while to recover. Al-
though it is not known, it is fair to assume that he got in touch
with colleagues in Copenhagen already at this stage. The com-
mittee work from 1910 onwards gave him a broad view of the
whole western world, and later in close co-operation with Dan-
ish, and to a lesser extent, Swedish colleagues.

From 1917 on a more regular form of contact was established
between the telecom administrations in the Nordic countries. A
survey of 80 years of Nordic telecom co-operation is given in
[12]. Altogether 96 conferences are listed. Out of 14 such con-
ferences in the period 1917 – 1934 Engset took part in ten. He
was also a delegate to the very important international telecom-
munication congress held in Madrid in 1932. This was the con-
gress where the International Telecommunication Union (UIT)
was founded on the basis of the three separate committees
CCIF, CCIT and CCIR.

A Norwegian Encyclopaedia from around 1950 (Norsk All-
kunnebok) [13] has a mention of Engset, where his main career
data are given. The further information is as follows: “He had
little schooling, but made a lot of studying on his own, collect-
ing great knowledge, even outside his own profession. He was
Norwegian delegate to several international conferences on tele-
graph and telephone matters and gained much honour at home
as well as abroad.”

Tore Engset retired at the age of 70 in 1935. An outstanding
man of duty and independence had finished his 52 year career.
At that point the international and national economic conditions
were on the rise. Optimism was returning, until – alas – World
War II erupted. But that is another story.

4  Science for service

There is this dual picture of Tore Engset: The lifelong profes-
sional career man – modest and ambitious at the same time – at
the front of a team creating a many-faceted national telecommu-
nications system; and the introvert amateur academic who qui-
etly developed his mathematical traffic model. Which one of the
two was the most influential? In Rafto’s words [6]: “Beside his
primary function, all through the years he was occupied with
scientific investigations”.

In his own country and among non-specialists of traffic theory
he is the professional man who only at the end of his career
reached the top, and therefore was less visible as a man behind
the scenes. In the international teletraffic community he is the
man behind the Engset formula. However, his basis is only the
two-page article from 1918, appearing in the wake of Erlang’s
more famous work of 1917.

The newly discovered report from 1915 changes the picture rad-
ically. Engset created his own traffic model from basics as an
original work. His only assumption is that of mutually in-
dependent sources that leads to Bernoulli/Poisson distribution.
Otherwise he does not make any assumptions of distributions.
From this basic model he arrives at results that are only pub-
lished much later: Departure from queues (Palm 1937), the gen-
eralised Engset formula (Cohen 1957), most unfavourable case
when identical sources (Dartois 1970), total loss with day-varia-
tions of traffic, calculation of gradings, etc.

Engset was not satisfied with only theoretical solutions. For him
the application of scientific methods was not a target in itself,
but rather a tool to obtain improved telephone service. His very
clear intention was to create practical dimensioning tools that
could be applied within the new automatic telephone systems
that were being planned by himself and his colleagues. With the
limited means that were available for numerical calculations he
was very conscious of two conditions: Approximations had to
be introduced, and these approximations had to be on the safe
side. The second condition implied that the real service should
be better than that calculated. Even with the simplified calcula-
tions available, he found it important to establish dimensioning
diagrams that allowed direct reading of value sets, and he con-
cluded his report with calculated tables and diagrams.

As the 1915 report was never published, and the Erlang model
was accepted as a better proposal, also by Engset himself, the
report was put aside and kept in the files without being utilised.
The Engset formula of 1918, however, applied the Erlang trunc-
ation (1917) and was accepted as the solution for loss systems
with limited number of sources. The Erlang and Engset for-
mulas are both formulas for congestion probabilities due to
service system limitation, the former given by a truncation of
the Poisson distribution and the latter by a truncation of the
Bernoulli distribution.

As the scientific teletraffic work of Engset is discussed in an
accompanying article [5], we shall simply refer to those articles
and omit any further treatment at this point.

This, in the present context of teletraffic, ends the story of
Engset’s scientific work. However, in the final section of this
article a quote from Joys’ biographical notes indicates that
Engset after retirement worked on issues of atomic theory, and
that he was very interested in the utilisation of nuclear power.

5  The physicist

The information in Joys’ notes led me to a further search that
brought me in contact with Engset’s step-grandson in Oslo,
Willi Urne Fonahn. It turned out that he kept some papers of
Engset’s in a safe deposit box. By a recent inspection of the
contents such a dissertation was in fact found. It is dated spring
and summer 1943, a few months before Engset’s death in Octo-



159Telektronikk 2.1998

Page from Annalen der Physik, 1927 [16]
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ber the same year. The dissertation is written in German and is
of 147 typewritten pages [14]. It is a heavily mathematical
work, with the mathematics expressions mainly written in by
hand. It takes special knowledge and probably a lot of time to
evaluate the quality of the work. This is not done so far, as sev-
eral physics professors, after a brief look, have indicated that it
would take more time than they have available to come up
with a serious evaluation.

However, professor Iver Brevik of NTNU took time off over a
weekend to look into the matter, and he has permitted me to
quote his comments after that limited survey:

“This is a very extensive work, almost 150 typewritten pages
in all. The author focuses on the fundamental building blocks
of the hydrogen atom, namely the proton and the electron,
and tries to describe the physical properties of these ‘Kor-
puskeln’ and their interaction within the framework of the
classical theory, and partly also the elder version of quantum
mechanical theory.

The work may roughly be divided into three different parts.
The first part describes classical models of the proton and the
electron, as particles that have finite extensions and are kept
in mechanical equilibrium by means of mechanical stresses.
This physical picture of the elementary particles appears out-
dated today, although to a certain extent it has become re-
vived again in recent years in connection with the so-called
Casimir effect (ie. the quantum mechanical theory of zero
point oscillations). The second part of the work considers the
electron in its orbit around the proton in the hydrogen atom
(elliptic orbit), according to the first version of the quantum
theory as constructed by Bohr, Sommerfeld and others
around 1920. The last part treats the theory of electrically
charged particles moving at high velocities, and one may
consider this as a study of the scientific discipline which is
now called relativistic electrodynamics. The special theory
of relativity here plays an important role.

On the whole, the present work seems to be very carefully
done. It is clear that Engset has made a thorough study of the
background material belonging to the classical theory, and
partly also to the quantum theory in its elder version. It is
quite striking how Engset goes a long way to test his theory
with experiment, by carrying out detailed numerical calcula-
tions of the theoretical predictions.

One may ask oneself: is this large work of scientific impor-
tance today, or is it mainly of historical interest? I would
think that the second answer is the more correct. At the end
of the 1930s the new version of quantum mechanics was
developed, implying that the motion of the electron orbit in
the hydrogen atom ought properly to be described in terms of
wave theory, constructed in accordance with the Schrödinger
equation. On the basis of this, it lies at hand to conclude that
the physical picture of this work was essentially outdated
already at the time it was written. However, the situation is
actually more complicated: In fact, Engset published some
years earlier several short papers in the well known journal
Annalen der Physik (Leipzig), showing that he was well
aware of Schrödinger’s work. The first of these papers was
even published almost immediately after Schrödinger’s
paper, in the same year (1926). Engset developed a wave
equation which, however, is stated by him to contain
some differences from Schrödinger’s equation in the concrete
situation discussed.

There are some strong statements in Engset’s treatise which
can be criticised on the basis of present day’s knowledge of
physics. However, leaving such points aside, one cannot help
being impressed by this major work made by a man in his
retiring age. After all, this field of research lay outside
Engset’s main activity in his younger years. One may of
course wonder about what could have been Engset’s motiva-
tion for undertaking such a ‘tour de force’. Was it to continue
his earlier studies, aiming at further publications in Annalen
der Physik? Or was the motivation to submit the work as a
doctoral thesis? It seems very natural to suggest that the lat-
ter option is correct, although apparently we do not have
written sources helping us to draw a more definite conclusion
at this point.”

Brevik, by his browsing through the report, discovered refe-
rences to the publications by Engset in Annalen der Physik in
1926 and 1927. A further search led to two publications [16, 17]
in seven parts, altogether about 50 journal pages. Those articles
put the 1943 report in a new light, as they indicate a serious
interest and capability in fundamental physics already in the
twenties, while Engset was still in his most active period of
managing and expanding the national telecommunications net-
work. It is interesting to note that the starting point of the first
part of [15], dated June 1926, is a reference to Schrödinger’s
publication of his famous wave equation in the same journal
earlier the same year(!).

Knowing Engset’s seriousness in all matters, it is hard to be-
lieve that the dissertation is not also a serious piece of work.
He is not known to have done any physical experiments, so his
sources of knowledge in the field must have been confined to
literature sources, but, as Brevik points out, he did detailed
numerical calculations to check his results. The report, however
impressive, will most probably be of historic interest today. The
value of the 1926/27 publications in Annalen der Physik is not
further assessed so far.

There is a straightforward explanation to the eight year long
empty interval from 1927 to 1935 of Engset’s active research in
physics. In 1927 his wife became seriously ill and died later in
the year after her husband had taken leave from his duties to
tend to her. It meant a serious break in the private life of a man
in his sixties. Then there was a turbulent time with political
implications that led to the resignation of DG Nickelsen and the
take-over of the top position by Engset, until he resigned at 70
in 1935.

Engset’s two reports, the 1915 teletraffic report and the 1943
atomic physics report, are now safely deposited at Norsk Tele-
museum, Oslo, where also other information, like contemporary
newspaper clips from Engset’s time, is available.

6  The private man

In his biographical notes [7] Joys recounts the following anec-
dote:

“I never met Engset myself. True enough I had read about
Erlang and Engset as a young engineer while employed in the
Standard corporation, first in Antwerp and then in Madrid.
Since ‘our’ traffic theoretician at the time was M. Merker,
who possessed the absolute truth in the best of all concerns,
I remember that I pitied my slightly confused compatriot. The
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fact that Engset was Director General was unknown to me
until the author and ‘tramp’ Erling Winsnes turned up in
Madrid in 1932. He said that it would ease his personal, and
thereby his friends’, financial situation, if he were able to
send to Dagbladet an interview with Engset, who just then
attended an international telegraph and radio congress in
Madrid.4

Neither Winsnes nor any of us other Norwegians knew what
Engset looked like, but Winsnes found him. Winsnes ex-
plained that it happened in the way that he went to the con-
gress building at the end of a session. People poured out,
chatting and gesticulating. Finally, a lonely fellow with per-
plexed looks came out. Winsnes went straight over to him,
saying: ‘How do you do, Mr. Engset?’, getting the answer:
‘Just fine, and how are you?’.”

As Joys’ recount of Engset is probably the most complete one
up till now, it is worth continuing the quote:

“Engset was undoubtedly introvert and absentminded at
times, as his close colleagues could confirm. Sleepless he was
also. Even as office head in the central branch he might turn
up in the long distance operator hall in the middle of the
night for inspection. He was not always welcome, as I under-
stand.

Engset’s grandchild (in fact step-grandchild)5 recounts that
he was easily allured to take him to the movies, as he would
fall asleep immediately.

He seems to have been something of a pedant and very much
a perfectionist. Among his colleagues Engset was said to
have acquired enough knowledge for a law degree at the Uni-
versity, but the fear of not getting top grades held him back.
The truth of this is of course doubtful, but it does say some-
thing about Engset’s character.

When the editor of Telegrafbladet (the newsletter of the male
union)6 asked for a picture for the newsletter on the occasion
of Engset’s appointment to Director General, Engset replied
that he would have a photograph taken the same day. A sug-
gestion of using an already available picture was rejected
with a remark that he wanted his staff newsletter to have a
picture of the Director General, not of the office manager.

Engset was, however, a complex character. He was sober and
objective as administrator and scientist, friendly and obliging
among colleagues and at home. At the same time he was emo-
tional and poetic. He gave elegant versified talks, once even
in German at a major event with German participants.

He was deeply religious, and even wrote a hymn for his own
funeral.

It is said that Engset and some of his colleagues once were
chatting at random. One of them brought up the question of
what they ought to bring out with them if a fire broke out in
the building. Engset immediately declared that the most
important things to save were his personal papers.

As I heard about those papers, I thought that something of
interest might be found in the main files of the institution or

elsewhere. It turned out that kept in the family there were
papers containing an extensive dissertation about the theory
of nuclear fission, by which Engset had occupied himself for
years. He assumed already before World War II that nuclear
power would be the future form of energy to the advantage of
mankind. The subject engaged him very strongly. His dis-
sertation is dated 1943, the year of his death, two years before
Hiroshima, which he certainly could not have dreamt of.

With the rapid development of nuclear theory after Engset’s
time one must assume that his dissertation is obsolete. Maybe
at his time it represented pioneer work, maybe not. Anyway,
Engset had obviously found a new hobby to replace traffic
theory.

It is said that Engset in his retirement had his daily walk to a
place where there was good sand for writing with his stick.
Most people have their hobbies. Some have sports, a few have
mathematics as their pastime. Hobbies are as a rule a form of
relaxation from daily toil. Its goal is limited and most often
related to private life. Whether the hobby even happens to
leave a mark in society is ‘pure chance’ – to stay within the
terminology of traffic theory.

Sometimes the foremost of amateurs reach the top of profes-
sional level. This, however, presupposes a particular environ-
ment. Engset was such an amateur. The group around Tele-
phone Director Johannsen was the environment.”

So far L.A. Joys. It is fair to point out that the only teletraffic
work by Engset available to Joys was the two-page article from
1918. That the 1915 report, which actually existed in the central
files, was not found, is of course a pity, considering Joys’ keen
interest in Engset’s teletraffic work.

The recount by Joys on Engset’s life as a private man can be
supplemented as an extension to the description of his back-
ground as given in the beginning of this article.

Tore Engset had a career of more than 13 years in Telegraf-
verket behind him when he married in 1897 at the age of 32.
His wife was Marie Amalie Nord from Kristiania who was one

4 See previous mention of the 1932 Madrid congress.
5 Author’s remark.
6 Author’s remark. Tore Olaus Engset with his wife Marie Amalie
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a letter to his niece Anna Saxegaard Gjerding, with whom
Marie had had regular correspondence for years, Tore paints a
very touching picture of his loving wife for 30 years after she
died in 1927. “My office occupied me at all times, and in my
scarce leisure time I jumped to studies and problems that stole
her husband away from her. And when I broke down from
overexertion or for other reasons was thrown on the sickbed,
she completely gave herself to nursing me. Such was her love,
sincere, rich, great, with no thought of herself. ... We always
loved to be together. She was, as you know, so nice and cheer-
ful and sociable. So youthful and brave”. She also, in her private
notes, expresses her sincere love for her husband. He, on the
other hand, took leave from his work to stay with her when her
illness became more severe.

Tore Engset’s generosity is another quality which is clear from
private correspondence between two of his nieces, talking about
the Christmas presents received from their uncle in Kristiania in
1900. “What a joy there was in the home that evening. Such a
joy was never seen in our crowd of children, my mother said.”
There were ten children. Later, during the war with food
scarcity in the capital, when the retired widower Engset was liv-
ing with his stepdaughter, the generosity was returned with farm
products being sent from his relatives at Stranda, for which he
expressed great gratitude.

When Engset was finally appointed to the top position after hav-
ing applied for it on three occasions, he writes to Anna, in reply
to her congratulations, about all the received attention: “... and
all this has pleased me much, not least the kind lines from you,

of a family of 12 children. She was then a widow with two
children, a boy, Fritz Gude, and a girl, Julie Kathrine (Lilli),
after her first husband Anton Julius Bolivar Kreutz, a ship-
owner and captain who died on a trip to Canada. She was 41
when she married Tore. They had no children, but Tore con-
sidered his stepchildren as his own. The boy went to America
quite early, and the family lost track of him, in spite of many
efforts to find him. Lilli was married to Adolf Fonahn, later pro-
fessor at the University of Kristiania. They had one boy, Willi
Urne, who always considered Tore Engset as his grandfather.

Willi Urne Fonahn (81) is probably the only person today with
any closeness to Tore Engset, who still remembers him. He had
and still has great admiration for his grandfather, whom he
remembers as very hardworking, honest and at the same time an
affectionate family man. He describes “an intelligent, endearing
person and a wonderful grandfather”. The boy Willi had once
avoided to pay his fare on the tramway, and he was kind of
proud of his achievement when he told his grandfather, who
immediately gave him a coin and sent him back to pay and
excuse himself.

His working day was often extended far into the night, and
sometimes he had two bowls, one with hot and one with cold
water to put his feet into in order to stay awake.

Engset was a shy person, in particular towards women in his
youth. How he got the courage to propose to the nine year older
widow seems a mystery, unless she helped him very much on
the way. Anyway, it turned out to be a very happy marriage. In

Tore Engset (seated at the head of the table) with heads of department in 1930

Photo: Norwegian Telecommunications Museum



dean Saxegaard’s daughter, who always maintained the corre-
spondence with my beloved Marie! Oh, if only she and Elen
had lived to see that their dear Tore received an open and honest
recognition!” His sister Elen died only a short time before his
appointment.

Tore Engset’s poetic nature is demonstrated in his funeral
hymn, but even more in an invited memorial article in the
Christmas edition 1941 of the regional newspaper Sunnmør-
sposten from his home region. In this article he writes about a
glorious Sunday in August 1883. He had just received a tele-
gram granting his admittance to the telegraph school in Sta-
vanger.

“I was jubilant to send a telegram of acceptance, and on my way
home I saw the mountain Roaldshornet flooded with sunlight.”
He decided to climb to the top, as he had heard of the fascinat-
ing view, and he was well used to mountain hiking. “I was
surprised and thrilled – yes, overwhelmed”. He goes on to de-
scribe the view in poetic terms, naming more than fifteen well
known mountain tops, then likewise the many islands lining the
coast.

“The great contrasts in the environment of nature and, in spite
of these, the wonderful harmony of the panorama under the glo-
rious sun of the summer day had a fascinating effect on my sen-
sitive soul: I lay down on my back on the highest point, looking
towards the sky, and wept like a child”.

From this he goes on to describe other places in Norway, where
he had travelled extensively during his work, continuing with
famous views of Germany, Switzerland and Italy, and the blue,
blue Mediterranean, to end up with the Grand Canyon and
Niagara falls. At Niagara Falls he claims to have spoken to the
man who had jumped the Falls in a steel barrel, Bob Leach.
Arms and legs had been crushed, but he was now all right.
Worse was the fate of the woman who wanted to repeat the
deed. She turned mad, proving that women should not always
try to be as capable as men(!).

He reflects on the contrast between the extreme happiness that
Sunday on the home mountain, when he had got admittance to
the national telecom organisation, and his time on the top of that
organisation, “... it was rather stormy, candidly spoken a rather
disgusting weather, with little sun ...”.

In an illustrated biographic dictionary [17] from 1916 Tore
Engset, then department head, is presented with family relations
and personal vita. The editor had put questions to all persons
presented in the dictionary: 1) Which persons, institutions,
events have had the greatest influence on your development and
life? 2) Tell some little anecdote that characterises the environ-
ment of your adolescence and yourself.

Engset’s replies were: 1) Dean Saxegaard of Stranda, with
whom I went to confirmation in 1880. 2) I have never felt more
proud and happy and more amply rewarded than when, as a lit-
tle boy, I received my first pay of 2.00 kroner (20 pence) for
eight days as a shepherd boy in the mountains of Sunnmøre.

Dean Saxegaard, by the way, happened to become Engset’s
brother-in-law 17 years after that confirmation.

The complexity of Tore Engset’s character also implied a gen-
eral scepticism towards humankind. Maybe he felt that his ex-
perience called for some carefulness. He is quoted to have said:
Watch out for complaisant people!

The event of Engset’s retirement from his position as Director
General on his seventieth birthday was of course one of general
public interest. After a broad newspaper presentation of the
achievements of his career he was asked for an interview. He
refused, saying: “It is not that I have done anything that should
be concealed for the world. However, it pleases me more to dis-
appear quietly.” And the newspaper continues: “Quietly and
without great gestures Engset has worked during his 52 years
of service in Telegrafverket. He is, however, a man of insight,
determination and the courage of his convictions, faithfully
carrying out his work within his administration, where he has
been of great influence in the inner circles. And thus even for
the whole country”.

One might reflect further on Tore Engset’s dual life: That of a
very demanding position, normally requiring the full mental and
physical capacity of a very robust man, which he was definitely
not; and that of very capable scientific work, carried out mainly
during evenings and nights, and in two very separate areas. It
brings to mind the duality of Robert Louis Stevenson’s ‘Dr.
Jekyll and Mr. Hyde’, though certainly without the sinister traits
of the latter.

His achievements are the more admirable, as his health was
generally not very good. He suffered from asthma and was
prone to catching colds. He had a full year sick leave in 1901–
1902, when he stayed with his wife for several months in a pen-
sion in Copenhagen. In private letters his wife expresses con-
cern about his physical health as well as his nerves and his
sleeplessness. Himself he refers to periods of overexertion.
However, after his sick leave the situation improved, and he
was capable of carrying the full burden of his responsibilities
for many years to come.

Engset was made Commander of the Second Order of Dan-
nebrog and Knight of the Legion of Honour.

After his retirement Engset moved to stay with the family of his
step-daughter Lilli Fonahn, and it seems that they were on very
good terms, as indicated in private letters and also according to
recounts by his step-grandson. This was the time when he
worked on his dissertation on atomic physics.

We now write 1998, 115 years after Tore Engset began his
career as a boy of 18 and 55 years after his death. With the
increased knowledge that we now have of this outstanding man
it is appropriate to give him the honour he deserves by issuing
the present publications. In addition to this, The Norwegian
Society of Chartered Engineers (NIF) has decided to establish
the Engset Award for young candidates in telecommunications.
The award is supported by Telenor and some major telecom
companies in Norway and will be presented at an annual con-
ference arranged in co-operation by NIF and NTNU (Norwe-
gian University of Science and Technology), the first time
in January 1999.
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