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The situation is familiar: Some
nice, new communication system
with fancy facilities is installed,
and everybody is happy. Until
some day the system response
gets slow, or blocking occurs
more and more frequently. Some-
thing must be done, but what? In
a simple network it may be a
straightforward matter of adding
capacity, even though on the way
costly time is wasted. In the more
complicated systems diagnosis is
also more difficult. One may have
to do systematic observations and
carry out sophisticated analyses.
The problem is no longer that of
correct operation in accordance
with the functional design of the
system. It is rather a matter of
how to give service to many
uncoordinated users simul-
taneously by means of a system
with limited capacity.

With the extremely large and
complicated telecommunications
networks of today two main con-
siderations may be pointed out: functionality and quality. An
important subset of quality characteristics is that of traffic per-
formance. A functionally good solution may at times be rather
useless if the traffic dimensioning and control are inadequate. In
this issue of “Telektronikk” teletraffic is chosen as the theme in
focus.

In the early days of telephony – around the last turn of the cen-
tury – users encountered blocking and waiting situations be-
cause of shared subscriber lines, inadequate switchboard or
operator capacity, or busy or unavailable called users. Later,
trunk lines between switchboards became a concern, and the
introduction of automatic switches – for all their advantages –
stripped the network of intelligent information and control func-
tions. Many of today’s teletraffic issues were in fact present in
those early systems: shared media, limited transmission and
switching capacities, control system limitations and called side
accessibility. Like in the early days, blocking and delays result.

The first systematic studies of teletraffic were carried out about
ninety years ago. Several people initiated studies of telephone
traffic, using probability theory. However, it was the Danish
scientist A.K. Erlang who pioneered a methodical study that is
still fully valid. His main publications appeared in the period
1909 – 1926, with the most important contribution in 1917.

The state of the development of teletraffic theory today can be
illustrated in several ways. The main forum of contributions is
the International Teletraffic Congress (ITC). Since 1955 four-
teen congresses have taken place with increasing world-wide
participation. Only at the last congress in 1994 more than 1500
publication pages were presented. In addition, an impressive
number of regional and national conferences on the subject take
place. Many other telecommunications conferences include tele-
traffic as part of their program, and standards organisations have
teletraffic on their agenda. Teletraffic theory is taught in many

universities, journal articles
abound, and numerous textbooks
have appeared. Queuing theory
and operations analysis are con-
cepts closely related to teletraffic
theory, but distinctions will not
be discussed here.

Traffic definition in itself is
extremely simple. The instant
traffic value at a certain point in a
system is simply A(t) = i(t),
0 ≤ i ≤ n, where i is the number of
occupied servers among n acces-
sible servers at that point. The
mean traffic value A over a given
interval T is the time integral of
A(t) divided by T. Thus, a traffic
value is simply given by a num-
ber with no denomination. Traffic
is created by calls (arrivals) and
service times, and the most basic
traffic formula is Little’s formula:
A = λ ⋅ s, where λ is the mean
arrival rate in calls per time unit
and s is the mean holding time.
This formula applies to any part
of a system or to the whole sys-

tem, and it is independent of distributions, so that the single
parameter A may often replace the two independent λ and s.

Given the simplicity of concept, why then the virtually endless
number of different cases and the complexity of problems? The
answer is best given by first assuming the simplest conditions:
time-invariant basic process, independence between single
events and fully accessible service system. This is one single
case, where only a small set of parameters is a matter of choice.
However, as soon as one or more of these conditions are
dropped, variations are virtually endless. Not only are the cases
numerous, also the analyses grow much more complex.

A question sometimes posed is: When electronics and software
tend to produce functions of control, switching and transmission
at a much lower cost now than earlier, would it be sensible to
avoid sophisticated dimensioning and simply add capacity to be
on the safe side? I readily admit that I find the question worth
considering. Still, the proposition sounds like an echo. At each
new major step in the development of telecom networks the
focus of performance analysis has shifted. Up till now these
shifts have not led to loss of interest in the performance issue.
The increasing frequency of and attendance at teletraffic confer-
ences bear witness to the opposite. But there is not only that evi-
dence, there is also good reason behind. Simply trying to guess
the needs would in many cases lead to underprovisioning of
capacity with initial troubles and costly additions, or otherwise
to overdimensioning with unknown amount of unnecessary cap-
ital invested. An interesting observation is that overdimen-
sioning very often went undetected since nobody ever com-
plained!

My presumption is that one will always need to understand the
mechanisms and to carry out analyses of traffic performance,
whatever are the traffic types, the system solutions and the cost
of establishment and operation. There are no indications that the
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costs will be such that decisions should be taken on a basis of
guesswork, or even experience of poor functioning. A solid
theoretical basis of analysis and dimensioning, updated to cover
the system state of the art, will always be necessary.

It is not the ambition to cover every aspect of teletraffic in the
present issue of “Telektronikk”. The Norwegian base is deliber-
ately emphasised by inviting mainly national authors. Thus, the
colouring of the present issue is very much given by the present
traffic oriented activities in Norway. The limitations of this are
very clear, since there has to be a rather modest number of traffic
specialists in a small country with no dominant telecom industry.
Still, there are very capable people who did not have the oppor-
tunity to participate on this occasion. In view of the good Scan-
dinavian co-operation, primarily through the regular Nordic
Teletraffic Seminars, the scope is extended to a very limited
number of contributions from our neighbours. Many more would
be desirable. As is well known, the Scandinavian contributions
to teletraffic theory and applications have been very substantial.

As the guest editor of the present journal issue I was asked by the
chief editor to produce an extensive introduction to the main sub-
ject. The introduction ought to be readable by non-experts in tele-
traffic matters and in the more demanding mathematics. The result
appears on the following pages. In view of the fundamental impor-
tance of A.K. Erlang’s works, a reprint of his historic paper from
1917 in English translation, along with a brief introduction, is
included. Another paper, by R.B. Haugen, is dedicated to the Scan-
dinavian pioneer Conny Palm.

The more general concept of quality of service is approached by
F.A. Aagesen. He points out that the quality of service often has
got less attention than the functional properties, and more so in
connection with data packet networks than in traditional tele-
phone networks. A general QoS approach related to the OSI
model is discussed. The results of very extensive traffic mea-
surements in Finland are presented by A. Parviala, showing
among other that traffic tends to vary more over time than what
is often assumed in dimensioning practice. B. Wallstrøm has
submitted a new extension to the equivalent random theory
(ERT) for point to point blocking calculations in a hierarchical
network. U. Kørner discusses overload conditions in common
control equipment, and G. Nossum & al present structure and
dimensioning principles for the S12 system with emphasis on
remote ISDN units. Structure, routing and dimensioning princi-
ples in a new target network based on SDH with mesh and ring
topologies are presented by A. Østlie. T. Jensen is responsible
for the only contribution on performance analysis and simula-
tion of mobile systems.

A traditional set of observations on a large digital PBX, where
data collected by charging equipment is the main source of traf-
fic observations, is presented by B. Feng & al, and an example
of traffic measurements in 14 different local area networks
(LANs) is reported by S. Gaaren.

It must be expected that a high proportion of the contributions
would centre around the hot area of high speed (broadband)
communication. Already the mentioned measurements of LANs
point in that direction. No less than 7 of the papers are directly
related to the asynchronous transfer mode (ATM). A survey of
analytical methods in the study of ATM is offered by I.
Svinnset, and S.O. Groven discusses objectives and methods
regarding measurements on ATM switches. Even some initial
measurement results are reported, focused on cell loss, errors,
delay and delay variation. K. Moldeklev & al present through-
put observations with TCP/IP transmissions over ATM. The re-
quirements regarding access control, largely determined by the
diversity of capacity needs of multiservice networks, is dealt
with in the paper by H. Pettersen & al. Experimental results are
included. A comprehensive study of the traffic generation pro-
cess is reported by B. Helvik, along with a description of a syn-
thesised traffic generator for ATM traffic. The appearance of
very infrequent significant events in ATM transmission and
switching is the background for a study on speed-up techniques
in simulation, reported by P. Heegaard.

With the stated intention of keeping mathematics at a reason-
able level in spite of its importance in traffic analysis, I am
pleased to note that we have succeeded to a reasonable extent.
We must, however, recognise the need for more sophisticated
methods. It is only fair to include some illustration of the high
complexity inherent in many traffic problems. An example of
complex mathematical modelling is offered by O. Østerbø in a
study of queuing models for ATM. Also the paper by E. Jensen
on processor performance in call processing within contempo-
rary switching systems is demanding in its mathematical formu-
lation.

Before closing the edition of this special issue, as a guest editor
I want to express my appreciation to all those involved. First of
all this goes to the authors, who so enthusiastically participated
in the efforts. The very competent editorial staff at TF (Telenor
Research) has carried out the chore of details, and even added
the more artistic traits. I thank chief editor Ola Espvik, who
incited me to accept the task, and who has given me a free hand,
still giving all the support asked for.
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1  Introduction
This article is intended to be a broad
introduction to the subject of teletraffic,
particularly written for a special teletraf-
fic issue of the journal Telektronikk. The
presumed readers are primarily telecom-
munications engineers, but also others
who have an interest in the subject of
teletraffic, without being – or wanting to
be – an expert in that particular area.
Traffic theory is covered by numerous
textbooks as well as by an impressive
amount of papers found foremost in the
records of ITC (International Teletraffic
Congress). A particular support has been
the textbook “Data- og teletrafikteori” [1]
by Villy Bæk Iversen.

With this stated intention it might seem
an easier task, since the burden of mathe-
matical rigor to some extent is relieved.
On the other hand, the development of
mathematical theory for the purpose of
modelling, dimensioning and optimisa-
tion of telecommunications systems has
turned out to be among the most power-
ful tools available. A non-mathematical
description can never catch some of the
most important aspects of the task. The
question I have posed is: Can one make
easy reading out of a complicated mat-
ter? My pragmatic choice is to aim at
simple textual explanations and to use
fairly simple mathematics supplemented
by illustrations in the forms of functional
diagrams, curves, tables, etc. Some elab-
oration on distributions, as well as deduc-
tion of formulas, have been put into
“boxes” that can be studied separately.
Even there the reader will find little use
of “higher” mathematics. Basic arith-
metic is supplemented by simple inte-
grals, exponential functions and a limited
use of Laplace- and Z-transforms. Some
readers may be unfamiliar with – and
even a little scared by – transforms. I
want to stress the simplicity of concept
and the usefulness of those transforms.

The presentation is coloured by my par-
ticular interests. Thus, my background in
telephone traffic measurements as well as
modelling by moment matching and
repeated calls studies has certainly had
its influence. Still, I hope the general
view of traffic is predominant. There is,
of course, the risk that many knowledge-
able people will find the presentation
trivial, since they already know much
more about traffic. I do apologise, and
suggest that they only browse through
this introduction and rather concentrate
on the more specific articles in the issue.

An obvious cause of criticism will be that
of the length of the article. Who will read
one article of about 30 journal pages? In
fact I was incited by the chief editor to
attempt to write a comprehensive intro-
duction of such extent. I assume my targ-
et readers to belong to some of the fol-
lowing categories:

- the “browse through” experts

- those who look for basic formulas

- those who look for development of
basic formulas

- those who want to study particular sec-
tions in more detail

- those who want to read the complete
text as a condensed book.

I wish all my readers a pleasant journey,
whether it is an initial tour, or it is the nth

repetition.

2  What is teletraffic?
The question is often posed by students
at the beginning of a course in the sub-
ject. Before any mathematical definition
is given it may be useful to seek an intu-
itive one.

Traffic or traffic intensity is a non-
denominate and non-physical measure of
load on a system. It is thus given by a
pure number with no physical unit
attached to it. The load is simply a
zero/one matter of a server being
free/occupied. A server may be any type
of resource entity that has this dual prop-
erty (line, trunk, switch inlet or outlet,
signal receiver, radio channel, memory
access, etc.). Because of the importance
of traffic as a concept, however, it has
been decided to use the notation Erlang
as a traffic unit. Thus a single server car-
ries a traffic of 1 Erlang if it is continu-
ously occupied. Two servers with occu-
pation 1/4 and 3/4 of the time also
together carry 1 Erlang. Traffic is nor-
mally related to a traffic carrying system,
consisting of a discrete number of
servers. Each of the servers can at any
moment carry a load of one or zero. A
system of n servers can carry an instanta-
neous load A of any integer number 0 ≤ A
≤ n. In this sense A is always an integer
(discrete) number. The definition implies
that two servers of different capacity (say
one line of 9.6 kb/s and one of 64 kb/s)
both carry 1 Erlang as long as they are
occupied to their full capacity, even
though the amounts of data transmitted
during the same time interval are very
different. The capacity matter will be dis-

cussed in relation with data communica-
tion and various bit rates.

In general practice A is considered an
average number over a given time inter-
val. This average will in general be a
non-integer (continuous) value. When
needed, it should be stated whether traf-
fic means an instantaneous value or an
average one. In the latter case much
more specification about the way the
traffic varies may be necessary. The
number of servers, n, on the other hand is
an integer.

The load of a traffic carrying system has
to be generated by some set of traffic
sources. In general, the traffic sources
are individuals, customers, that ask for
service in a co-ordinated or rather an
uncoordinated manner. A request for ser-
vice is a call attempt, which, if granted,
will occupy one server as a call. Often
the term call is used as a synonym for
call attempt, when no ambiguity arises.
(See list of terms below.) In general an
arbitrary number of servers may be
requested by one call, or a particular
server type of a certain capacity. When
nothing particular is said, these options
are not considered. Thus, the individual
sources are all of the same type, and they
will occupy only one server at a time.
However, their request for service (aver-
age) may vary widely between 0 and 1.
The number, N, of sources requesting
service from a number n of servers may
be any integer 0 ≤ N ≤ ∞. It is obvious
that always A ≤ N. Any call will have
some destination. From a traffic point of
view it may be non-addressed (broad-
cast), multi-address (several addresses),
single address multi-server or single
address single server.

The term telecommunication implies
communication over some distance.
Apart from cases with a permanent
source/destination relation, a free selec-
tion is assumed. This again implies
switching facilities in a network of nodes
and links. Basic traffic studies are always
related to specific interfaces in the net-
work, be it a link group, switch group or
a group of functional equipment. (In
more advanced studies a network as a
whole may be treated.) While most
source/destination traffic in the active
state is full duplex and thus non-direc-
tional, the establishment of a connection
is usually directional, there is an A-side
and a B-side. For two reasons there will
be a diminishing traffic load in the A ⇒
B direction:
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1 The delay along the path leads to
diminishing holding time

2 Calls are aborted along the path for
some reason.

Thus the traffic contribution along the
path from a set A of sources to a set B of
destinations tends to the relation

Asource > Aline > Aswitch > Alink > ...
> Aswitch > Aline > Adestination

Improved dimensioning, switching tech-
nology, system solutions and signalling
systems, as well as automatic answering
devices at the destination side, all tend to
diminish the above differences.

In CCITT recommendation E.600 88
traffic related terms with definitions are
listed. With reference to that list we pre-
sent just a few of particular interest at
this stage, with somewhat incomplete
definitions:

- call – a generic term related to estab-
lishment, utilisation and release of a
connection

- call intent – the desire to establish a
connection (may be suppressed by low
service expectations)

- call demand – a call intent that results
in a first call attempt

- call attempt – an attempt to achieve a
connection

- first call attempt – the first attempt of
a call demand

- repeated attempt, reattempt – any
attempt after the first, relating to a
demand

- call string – all call attempts related to
a single demand.

The distinction between call intent and
call demand is worth noting. In a net-
work of poor quality there may exist a
“hidden” traffic demand that will only be
manifested after a distinctive upgrading
of the network service quality. There are
many examples of a strong traffic growth
after replacement of outdated equipment
by better dimensioned and technically
improved system.

3  A lost call traffic model
Up till now we have only discussed traf-
fic A as a measurable load on a set of
servers or an occupation state of a set of
sources or destinations. If N > n a new
call for service may arrive while all n
servers are occupied. The new call will
not get immediate access to a server, and
if the call cannot be put on waiting, the
call is lost and will not lead to any traffic
load. However, the lost call represents a
traffic potential that would have been
realised if there had been at least one
more server available. Thus it is clear
that if n ≥ N, the full potential will be
realised. This represents a traffic offer,
part of which may be lost when n < N.
The assumption is now that a lost call
would on average contribute the same
amount of traffic volume as a carried
call, and we can define three traffic
amounts:

Ac = carried traffic (real, measurable)

Al = lost traffic (fictitious, non-measur-
able)

Ao = offered traffic (partly real, partly
fictitious, non-measurable).

By definition we have

Ac = Ao - Al

A simple model is shown in Figure 1.

The traffic carried by a server being part
of an extended network consists of two
periods, before and after the reply. The
former period represents a set-up traffic

and the latter a conversational traffic,
also called effective (completed) traffic
Ae. From the network point of view one
might contend that a call is completed by
the time the alerting (ringing) signal is
sent to the called part, and this is also
used as a criterion of the network effi-
ciency. As indicated above, the non-
effective (set-up) traffic will be decreas-
ing along the path from calling to called
part. In the more modern systems the
non-effective traffic is reduced, so that in
the end virtually only dialling (address-
ing) and alerting times remain.

4  A waiting call traffic
model

The assumption that a call request is not
immediately lost when all servers are
occupied, but put in a waiting position,
changes the model to the one shown in
Figure 2. The simplest assumption is that
the number q of waiting positions is such
that q + n ≥ N and that the sources have
unlimited patience.

With a limited number n of servers the
above condition implies that if N → ∞,
then q → ∞, and there is an unlimited
number of traffic sources and waiting
positions. The model can be modified to
have sources with limited patience and/or
q + n < N, in which cases we have a com-
bined waiting and loss system.

5  Traffic as a process in
time and space

At this stage we have already referred to
a number or a count of entities, like
servers, waiting positions and sources,
and some time reference. In that scenario
we may consider the traffic as a process
with the two dimensions, space (number
of occupied entities) and time (instant,
duration). In principle, the traffic may be
described in relation to discrete or con-
tinuous space and discrete or continuous
time, which gives altogether four modes,
Table 1.
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Figure 2  A simple traffic model for waiting calls
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Table 1  Four traffic modes in time and
space



As already indicated, continuous space is
not very interesting in teletraffic, but it is
sometimes used in mathematical analys-
is, when traffic is considered as a diffu-
sion process, often with rediscretisation
as a final step. Also in intermediate anal-
ysis stages, calculation of fictitious con-
tinuous server groups may be used to
obtain improved accuracy. Time is most
often considered to be continuous, as the
processes studied are often defined by
random events. However, in modern dig-
ital systems synchronous operation may
be better described in discrete time. If
nothing particular is indicated, discrete
space and continuous time is assumed.
This means that at any instant an integer
number of servers are occupied, and that
the number may change at any instant in
continuous time. In a so-called orderly
process (to be discussed later), any
change is by ±1 only.

6  Traffic variations

6.1  Telephone traffic

The traffic load on a traffic carrying sys-
tem is subject to more or less regular
variations on different time scales. In
order to understand the causes behind
such variations one has to study the natu-
ral activity patterns of the set of traffic
sources and the resulting behaviour in
relation to the system. This behaviour is
not independent of the system response.

One can imagine a basic traffic potential
under given conditions of a well dimen-
sioned system and reasonable tariffs. The
system carries that potential, and it can
be said that the system feedback is weak.
If for some reason a narrow bottleneck
occurs, many call attempts fail. The
result is double: 1) some failed attempts
are repeated, thus increasing the call rate
and giving a further rise in the lost call
rate, and 2) some failed attempts lead to
abandonment, thus leading to less carried
useful traffic. (These effects will be dis-
cussed later under repeated calls.) In gen-
eral an improved system, as sensed by
the users, and cheaper tariffs are also
feedback that tend to increase the traffic.
In this section we will assume well
dimensioned system and stable tariffs.

We assume a set (N) of traffic sources
that operate independently. This is a real-
istic assumption under normal circum-
stances. The service system consists of a
set of servers (n), where n is large enough
to carry the traffic demand at any time. A
time function of the number of busy
servers depicts the stochastic variation of
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Figure 3  Stochastic traffic variations over an observation period T

Figure 4  Typical 24-hour traffic variation

the carried traffic. It is a discontinuous
curve with steps of ±1 occurring at irreg-
ular intervals, as shown in Figure 3.

An observation period T is indicated, and
it is possible to define an average traffic
Am(T). At this point it is convenient to
define a traffic volume, being the integral
under the traffic curve

(1)

where r(t) is the number of busy servers
(the instantaneous traffic value) at time t.
The mean traffic value is given by

(2)

A 24-hour integration gives the total traf-
fic volume of that period, and hence

expresses the economic value of the car-
ried traffic. However, it is a poor indica-
tion of the need of traffic carrying capac-
ity. On the other hand, a dimensioning
that allows any instantaneous peak value
to be carried, cannot be defended for eco-
nomic reasons.

The diagram of Figure 3 gives the full
detail. If a good stochastic model is iden-
tified, it is better to work with averages
over defined periods and use that
stochastic model on top of the average.
One possibility is a sliding one hour
average, which gives a nearly continuous
curve like the one in Figure 4, which
allows to pick exactly the highest one
hour period of the day. An alternative
diagram (not shown) is found by picking
the 24 one hour interval columns. The
standardised method is based on quarter-

V (T ) =

∫
T

o

r(t)dt

Am(T ) =
V (T )

T



hour measurements, and on picking the
four consecutive measurements with the
highest sum, which will give results close
to the sliding average method. This can
be done for each day, or for the ten work-
ing days of a selected two-week period.
(See the discussion in [2], this issue.)

The diagram of Figure 4 or similar can
be used to determine the busy hour. The
busy hour is used as a dimensioning
basis. In the following diagrams the daily
busy hour is assumed as the basis. Fig-
ures 5–7 indicate variations over one
week, one year and a many-year period.
All the diagrams are assumptions, show-
ing known typical variations. As pointed
out in [2], real traffic measurements indi-
cate less regularity on all time scales than
what is usually assumed.

The busy hour is not an unambiguous
term. In an unqualified statement it
should be defined for a single day.
Because of great fluctuations over time,
traffic dimensioning and management
must consider a much wider basis. Thus,
three main concepts have been defined in
CCITT Rec. E. 600 (definitions here
abbreviated):

- busy hour – the continuous 1-hour
period for which the traffic or the num-
ber of call attempts is greatest

- average daily peak hour (ADPH)
traffic – the average busy hour traffic
of several days

- time consistent busy hour  (TCBH) –
the 1-hour period starting at the same
time each day for which the average
traffic is greatest.

The busy hour may, as seen, be defined
according to traffic or to call attempts.
For measurement ADPH or TCBH
require continuous recording over long
periods. A simpler alternative is to esti-
mate a likely busy hour and do one hour
measurements at that time of each day,
Fixed Daily Measurement Hour
(FDMH). This is, however, a very uncer-
tain method. In practice ADPH measure-
ments are simplified to cover full hour or
quarter hour periods (ADPFH or
ADPQH) (CCITT Rec. E.500).

It is worth noting that in any observation
series like the one in Figure 3, showing
stochastic variations around a mean Am,
this mean in itself is a stochastic variable.
The determination of a true long-term
mean would require very long measure-
ment series. However, in real life such a
long-term mean cannot be sustained,
since the real variations are not just ran-
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dom variations around an invariant mean.
The mean itself varies widely in a non-
controllable way. Even during a single
busy hour an invariant mean cannot
always be assumed. A simple underlying
fact is that the number of active sources
varies, along with the activity pattern of
each source. This may be so even when
there is no dependence between any of
the sources.

The various profiles (apart from the short
term stochastic profile) show the rhythm
of activities among the telecommunica-
tion users. That applies to the profile of
day/night, week and year. Profiles are
different for different types of user
groups, notably between business users
and residential users. Those differences
are clearly mirrored in profiles for
exchanges and trunk groups with domi-
nant populations of one or the other type.
Also, vacation areas may have high sea-
son when business areas are at their low.
A particular pattern is found for traffic
between different time zones. The union
of office hours for two areas decreases
with time zone difference, and that tends
to compress the traffic in a correspond-
ingly short period per day; similarly for
residential traffic, but with different
hours.

With limitations in the system, further
variations are caused by feedback. Partic-
ular external events, predictive and non-
predictive, also influence the traffic pat-
tern. The predictive events may be regu-
lar, like Mother’s Day or Christmas Day,
or they may be scheduled, like a World
Championship or a European song con-
test. Non-predictive events are above all
natural disasters like hurricanes, volcanic
eruptions or earthquakes.

It may be obvious that the design of traf-
fic carrying systems must take into
account all the different variations. This
is done first of all by dimensioning rules
based on thorough knowledge of the reg-
ular behaviour, balancing the cost of
investments and operation against the
cost of traffic loss and delay. Secondly,
due consideration of irregular conditions
requires system robustness and manage-
rial measures to keep the system in an
efficient state. We shall come back to the
matter of dimensioning and control. At
this stage we shall simply sum up the
types of variations:

- Short and long term stochastic varia-
tions

- Regular 24-hour profile

- Regular week profile

- Regular year profile 

- Trend

- Market influenced fluctuations

- Variations caused by feedback

- Variations caused by external events,
predictive, regular

- Variations caused by external events,
predictive, irregular

- Variations caused by external events,
non-predictive.

The short term stochastic variations are
assumed to be on top of all other varia-
tions. The long term stochastic variations
influence the regular variations to make
them less regular.

6.2  Non-telephone traffic

The general characteristics of traffic
above do not presume any particular type
of traffic. However, the examples of
variations are typical for telephone traf-
fic. The particular properties of such traf-
fic are related to the conversational dia-
logue in real time between personal
users. Other communication types may
have quite different characteristics:

A dialogue between a person at a termi-
nal and a computer is inherently non-
symmetric. The personal user sets up
messages that are transmitted in short
bursts with rather long intervals. The
computer reply may be very short to very
long. File transfers cover a very wide
range in bit rates as well as duration.
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Backup transfers are often programmed
to be performed at night time. Video
transmissions are usually one-way, with
long-lasting high bitrate transmission,
and tend to be mostly evening entertain-
ment. The transmission speed of speech
is normalised to a fixed bit rate, whereas
data traffic bit rates vary over an ex-
tremely broad range.

These and other peculiarities may lead to
stochastic variations as well as short- and
long-time profiles that are quite different
from those of telephone traffic. However,
the activities of business hours and
leisure hours are in many ways decisive
for profiles even for other types of traffic
than telephone. And the basic laws of the
traffic theory are invariant, while the
environments, the conditions and the rel-
evant parameters are highly variable. If
the independence assumption no longer
applies, correlation must be considered,
and the analysis is much more compli-
cated.

Some diagrams showing real traffic
observations are presented in the follow-
ing section.

7  Some traffic
observations

As an illustration two diagrams of real
traffic as observed at the main telephone
exchange in central Trondheim are
shown in Figures 8 and 9. Both figures
present daily profiles of 10 minute aver-
ages between hours 7 and 24, and aver-
aged over several days in order to get
smoothed samples demonstrating typical
features. Figure 8 contains the results of
25,000 calls from typical residential sub-
scribers. The main features are a slow
growth from virtually zero between 7 and
8 hours, rising to a morning peak around
10 (maximum activity), a fall off until a
lower peak between 15 and 16 (towards
end of working hours), a marked low
around 17 (supper, nap), before increas-
ing again to an evening peak (leisure
time) of the same size as the morning
peak. The further gradual fall-off until
midnight is broken by a sharp drop
around the evening news.

The corresponding profile in Figure 9
contains 48,000 calls from business and
residential telephones as well. Here, busi-
ness telephones dominate during working
hours and residential telephones during
the evening. The main difference is
found between 10 and 16 hours, showing
a marked drop during lunch hour before
an afternoon peak between 13 and 14 of
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equal size as the one around 10. One
observation is that the residential sub-
scribers cause a better utilisation of the
system than do the business subscribers,
due to the greater traffic concentration of
the latter.

An example of data traffic observations
[3] is shown in Figure 10, a), b), and c).
The observations are given in the form of
bits per second from a workstation over a
three hour period. Three degrees of reso-
lution are given, 1 second, 10 seconds
and 1 minute, clearly indicating the loss
of detail by integration over longer time.
Indicative is the reduction of peak values
from 750 via 350 to 160 kb/s for the
same set of data. (Note different ordinate
scales.)

8  Traffic modelling
Up till now we have focused on the traf-
fic load on a set of servers and on differ-
ent types of variation. Apart from an
indication that the traffic is generated by
calls from traffic sources we have not
studied how traffic is created.

In Figure 3 the call arrivals create all the
+1 steps. In the long run there are equally
many -1 steps, and these all stem from
departures from the system. Earlier or
later any arrival must result in a depar-
ture. This double process may be depict-
ed as in Figure 11. If we start by observ-
ing only arrivals, we have the points T1
to T7 with the intervals t1 to t6.

Arrivals and departures are always con-
nected in pairs. This implies that the long-
term averages of arrival rate λ and depar-
ture rate γ must be equal. That again
secures a limitation of the traffic load as
long as λ and the holding times (service
times si) are limited. It is seen from the
figure that the traffic measured during the
period T = T7 – T1 is a little less than 1
Erlang. This is seen by adding the holding
times and dividing the sum by T: A = (s1

+ s2 + s3 + s4 + s5 + s6)/T. By reducing
the intervals Ti – Ti–1, thereby increasing
λ, the traffic increases. The same effect is
obtained by increasing si.

9  Little’s formula, the
“Ohm’s law” of tele-
traffic

It is well known from electrophysics that
the three quantities voltage v, current i
and resistance r are connected by the for-
mula v = i ⋅ r, and that in an electric net-
work this formula may be applied to the
whole network or any part of it. This is
Ohm’s law. In a similar way the three
quantities traffic A, arrival rate λ and
service (holding) time s are connected by
the formula

A = λ ⋅ s (3)

This is Little’s formula, and like Ohm’s
law in an electric network, Little’s for-
mula applies to the whole or any part of a
traffic network. A difference is that for
Ohm’s law constant values are assumed,
whereas Little’s formula applies to mean
values, including the constant case (given
co-ordination of arrivals and departures,
which is a bit artificial). The only condi-
tion is a stationary process, which will
be discussed later. In simple terms sta-
tionarity means that the statistical proper-
ties of the involved processes remain
unchanged over time. There are no other
conditions laid on the statistical distribu-
tions of the variables.

With reference to the traffic models of
Figures 1 and 2 an alternative model is
shown in Figure 12.

The following indexes can be used:

o ⇒ offered, relating to sources
l ⇒ lost
q ⇒ queue
c ⇒ carried, relating to servers.

One could also use corresponding index-
ing on holding times, however we use,
according to common practice, the fol-
lowing:

s ⇒ service time
w ⇒ waiting time (in queue).

Very often h is used for holding time. It
can be indexed to show which system
part it is related to. For instance hl may
be used to indicate that even a lost call
occupies a source for a non-zero time.

According to Little’s formula we obtain:

Traffic load on queue:
Aq = λq ⋅ w = λc ⋅ w

Traffic load on server group:
Ac = λc ⋅ s

Traffic load on source group (encom-
passing the whole system):
Ao = (λo – λl) ⋅ (w + s) + λl ⋅ hl

= λc ⋅ (w + s) + λl ⋅ hl

We see that, if the lost traffic holding
time hl is zero, the traffic load on the
sources, Ao, is actually equal to the sum
of the queue traffic and the server traffic.
In this case – but not in general – the
“non-empty” call rate is identical for all
parts of the system, whereas the holding
times are different.

This would be different if the calls wait-
ing in queue had a limited patience, so
that some of them would leave the queue
without being served. That would reduce
the mean holding time on the source
group and the queue, and the arrival rate
on the server group. Thus the load would
be reduced on all parts of the system.

The linear property of Little’s formula
can be expressed by

A = A1 + A2 = λ1 ⋅ s1 + λ2 ⋅ s2, (4)
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where the contributions from different
traffic streams to a given system part are
simply added, irrespective of the distri-
butions of interarrival intervals and of
holding times.

10  Traffic-relevant
distributions

We assume that basic statistics are well
known. In teletraffic processes statistical
distributions are very important for mod-
elling and analysing purposes. True pro-

cesses rarely follow any particular math-
ematical distribution strictly. Thus, the
modelling must be based on approxima-
tion.

The approach is to do systematic mea-
surements and to match the results to
some known distribution. A primitive
way is to look for resemblance to some
known distribution and try matching to
that one. A more logical way is to use a
possible knowledge of the inherent prop-
erties of the process and by deduction try

to determine the distribution type before
doing the matching. An example of the
former approach is to take some holding
time distribution and from the look of it
try matching to exponential, log-normal,
Erlangian, Cox or Weibull distributions.
The latter – and more satisfactory –
approach is for instance to study the inci-
dence of purely random events and by
mathematical arguments arrive at the
negative exponential distribution. If then
the observations agree well, the outcome
is very satisfactory.
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Frame 1

A condensed section on distributions

General

In traffic theory two main types of distributions are of particu-
lar importance:

- Continuous time distributions
- Discrete number (count) distributions.

Continuous distributions

Basic definitions are, X being a random variable:

1 Distribution function (cumulative):

(9)

2 Survivor function (cumulative):

G(t) = 1 - F(t) = P{X > t} (10)

3 Frequency (density) function:

f(t) = dF(t)/dt = -dG(t)/dt
f(t) ⋅ dt = P{t < X ≤ t + dt} (11)

Only non-negative values are assumed:

t ≥ 0, f(t) ≥ 0

For a true distribution we must have:

F(0_) = 0

We may possibly have F(0) > 0, with an accumulation of
probability in the zero point. (Example: Waiting time having a
finite zero probability P{W = 0} > 0.)

The ith statistical moment of a distribution function may be
expressed by

(12)

The mean value or expectation is given by

E{X} = M1 = µ,

and the ith central moment by

(13)

Thus the ith central moment is a linear combination of the i
first ordinary moments and a power of the first moment
(mean).

The Laplace transform

The Laplace transform is a purely mathematical manipulation
implying a two-way one-to-one relationship between a function
and its transform. In the present context the main aim of using
the transform is to determine the statistical moments of distribu-
tion functions. The definition of the Laplace transform is

(14)

The second form is also called the Laplace-Stieltjes transform.
The L-S-transform of a distribution function is the L-trans-
form of its density function.

The Laplace transform is very useful because it has been solv-
ed for a broad range of functions and is easily available from
standard handbooks.

The usefulness is illustrated by

and in general

(15)

Thus the statistical moment of any order n can be found by
simply determining the nth derivative and setting s = 0. (The
negative exponential function in the expression of L{s} is
sometimes replaced by the positive counterpart, and the trans-
form is denoted the “moment generating function”. The term
(–1)n vanishes.)

L(n){0} = (−1)n tn

0

∞
∫ f (t)dt = (−1)n Mn

L{0} = f (t)dt = M0 = 1
0

∞
∫

L{s} = f *(s) = e−st

0

∞
∫ f (t)dt = e−st

0

∞
∫ dF(t)

E X − µ( )i{ } = mi = t − µ( )i f t( )dt
0

∞
∫

= −1( ) j

j =0

i
∑ i

j
⎛
⎝

⎞
⎠ Mi− jµ

j ;M0 = 1

E{Xi} = Mi = t i

0

∞
∫ f (t)dt = it i−1

0

∞
∫ G(t)dt

f (u)du = F(∞) = 1
0

∞
∫

F(t) = f (u)du = dF(u) = P{X ≤ t}
0

t

∫
0

t

∫
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Frame 2

Useful time distributions

Negative exponential distribution (ned)

The most interesting time distribution is the exponential dis-
tribution

F(t) = 1 – e–λt;  G(t) = e–λt;  f(t) = λe–λt (16)

with the Laplace transform of f(t)

L{s} = f*(s) = λ/(λ + s) (17)

and the nth derivative

(18)

A particular property of the exponential distribution is that the
coefficient of variation c = σ/µ = 1 and the form factor
ε = v/µ2 + 1 = 2. This is used to distinguish between steep
(c < 1) and flat (c > 1) distributions. It has a positive skewness
s = 2.

Hyperexponential distribution

The hyperexponential distribution is obtained by drawing at
random, with probabilities p1, p2, p3, ... , pk, from different
exponential distribution with parameters λ1, λ2, λ3, ... , λk

(19)

For a true distribution we must have

(20)

The nth moment similarly becomes (as the Laplace transform
of a sum is the sum of the Laplace transforms)

(21)

Hyperexponential distributions are always flat distributions
(c > 1).

Erlang-k distribution

If k exponentially distributed phases follow in sequence, the
sum distribution is found by convolution of all phases. If all
phases have the same parameter (equal means) we obtain the
special Erlang-k distribution (which is the discrete case of the
Γ-distribution),

(22)

Since the Laplace transform of a convolution is the product of
the Laplace transforms of the phases, we have for the special
Erlang-k distribution

(23)

and the nth moment is found by

(-1)n ⋅ L(n){s} = k ⋅ (k + 1) ... (k + n - 1) ⋅ λk/(λ + s)k+n

⇒ Mn = k ⋅ (k + 1) ... (k + n - 1)/λn (24)

The mean value is µ = k/λ. A normalised mean of µ = 1/λ is
obtained by the replacement λ ⇒ kλ or t ⇒ kt in the distribu-
tion and the ensuing expressions. If k → ∞ for the normalised
distribution, all central moments approach zero, and the
Erlang-k distribution approaches the deterministic distribution
with µ = 1/λ.

For an Erlang-k distribution it applies in general that

For the general Erlang-k distribution the phases may have dif-
ferent parameters (different means). The expressions are not
quite so simple, whereas the character of the distribution is
similar. The particular usefulness of the Erlangian distribu-
tions in a traffic scenario is due to the fact that many traffic
processes contain a sequence of independent phases.

ββ-distribution

The β-distribution is a two-parameter distribution with a vari-
able range between 0 and 1, 0 ≤ x ≤ 1. Thus, it is useful for
description of a population with some criterion within this
range, for example average load per destination, urgency of a
call demand on a 0 – 1 scale, etc. The distribution density
function is

(25)

The nth moment is given by

(26)

Typical of the above distributions is

Special Erlang-k: c = 1/√k < 1 (steep, serial)

Exponential (ned): c = 1

Hyperexponential: c > 1 (flat, parallel)

β-distribution: c > 1 for α < 1 and β > α(α + 1)/(1 – α)
c < 1 otherwise

Mn = (α + i)

(α + β + i)i=0

n−1
∏

f (x) = Γ(α + β )

Γ(α ) ⋅Γ(β )
xα −1 ⋅ 1− x( )β −1;α ,β > 0

mn ≠ mni
i=1

k
∑ for n = 4,5,...

mn = mni
i=1

k
∑ for n = 2or 3

µ = M1 = µ i
i=1

k
∑

L{s} = λ
λ + s

⎛
⎝⎜

⎞
⎠⎟

k

f (t) = λ (λt)k −1

(k −1)!
e−λt

Mn = pi
i=1

k
∑ ⋅ Mni = n!⋅ pi

i=1

k
∑ / λ i

n

pi
i=1

k
∑ = 1

F(t) = 1− pi
i=1

k
∑ ⋅e−λ it ; f (t) = piλ ie

−λ

i=1

k
∑ it

(−1)n L(n){s} = n!⋅λ
(λ + s)n+1 ;⇒ Mn = n!

λn



The matching between observations and
model can be done in several ways. The
most common method is to use moment
matching. For a perfect match in the gen-
eral case an unlimited number of
moments may be required. That is not
practicable, and usually only one (mean)
or two moments (mean and variance) are
applied. In some cases higher moments
carry important additional information, in
particular the third moment, indicative of
the skewness of the distribution. It has
even been demonstrated that a matching
can be improved by omitting, say, third
moment and instead use a higher order
moment, say fifth or seventh.

The number of moments used in a match-
ing process depends of course on the
mathematical distribution in question.
The exponential distribution and the
Poisson distribution are one-parameter
distributions, and matching is limited to
one moment. However, more moments
may be compared to see how well the
choice of distribution fits with the ob-
servations. Examples of two-parameter
distributions are log-normal, special
Erlangian and Weibull among those men-
tioned above. General Erlangian, hyper-
exponential and Cox distributions have
no upper limit on the number of para-
meters.

If a random variable X in an experiment
comes out with the r sample values X1,
X2, ..., Xr, then the nth ordinary moment
(related to 0) is given by

(5)

and the nth central moment (related to the
mean value µ = M1) is

(6)

For an unlimited sample distribution
(r → ∞) the weighting factor per actual
X-value, instead of 1/r, is the probability
p(x) for a discrete distribution, and per
infinitesimal interval dx a factor f(x) ⋅ dx
for a continuous distribution with proba-
bility density f(x). The corresponding
expressions then are

(7) 

(8)

Based on the moments we define some
useful quantities:

Mean value: µ = M1,
note that m1 = M1 - µ = 0

Variance: v = M2 - M1
2

Standard deviation:

Coefficient of
variation: c = σ/µ

Peakedness: y = v/µ

Form factor: ε = 1 + c2

Skewness: s = m3/σ3

Excess (kurtosis): e = m4/σ4 - 3

For a more specific study of distributions
see Frame 1.

Illustration of the distributions discussed
in Frame 2 are given in Figures 13 and
14. Other interesting continuous distribu-

σ = v
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Figure 14  Illustration of β–distribution
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Frame 3

Discrete distributions

As intervals are measured in continuous time, events are
counted. The probability of r discrete events can be expressed
by the frequency function

p(r),  r = 0, 1, 2, ...

and for true probabilities we must have

(29)

The (cumulative) distribution function is

(30)

The nth statistical moment is defined by

(31)

The Z-transform

The Z-transform, also denoted probability generating func-
tion, is expressed by

-1 ≤ z ≤ +1 (32)

By differentiating with respect to z we obtain

(33)

Fn is denoted the nth factorial moment. Fn can be expressed as
a linear function of the ordinary moments of orders 1 to n and
vice versa:

Fn = g (M1, M2, ... , Mn) Mn = γ (F1, F2, ... , Fn)

Examples:
F1 = M1 M1 = F1

F2 = M2 – M1 M2 = F2 + F1

F3 = M3 – 3 M2 + 2 M1 M3 = F3 + 3 F2 + F1

F4 = M4 – 6M3 + 11M2 – 6M1 M4 = F4 + 6F3 + 7F2 + F1

In some connections binomial moments are more convenient,
expressed by

βn = Fn/n! (34)

Fn = f (n) (z)|z=1 = i
n

⎛
⎝

⎞
⎠

i=0

∞
∑ ⋅n!⋅ p(i)

f (z) = zi

i=0

∞
∑ ⋅ p(i);

Mn = in ⋅ p(i)
i=0

∞
∑

P(r) = p(i)
i=0

r
∑

p(i) = 1
i=0

∞
∑

Frame 4

Useful number distributions

Some of the most interesting number distributions in the tele-
traffic scenario are the geometric distribution, the binomial
(Bernoulli) distribution and the Poisson distribution. Also
truncated forms are of particular interest.

In an experiment one of two events may come up at each
sample, the two events being A with probability a and B with
probability (1 – a). The geometric distribution may be inter-
preted as the probability that the event A comes up i times
before the first event B. It has the frequency function

p(i) = (1 – a) ⋅ ai (35)

with the generating function

(36)

and the nth factorial moment

(37)

The binomial distribution has the same assumption of two
events A and B, only that a fixed number of N samples are
taken, of which i comes out with A and N – i with B. The fre-
quency function becomes

(38)

From the Z-transform is obtained the nth factorial moment

(39)

The first two ordinary moments are

M1 = N ⋅ a

M2 = Na (Na – a + 1)

The Poisson distribution can be obtained from the binomial
distribution by letting N → ∞ and a → 0 so that the mean
value Na is kept constant Na = µ. Assuming an arrival process
with rate λ, we have the mean µ = λt:

p(i,t) = e-λt ⋅ (λt)i/i! (40)

(41)

The factorial moments of the Poisson distribution thus
become extremely simple:

Fn = (λt)n (42)

Interestingly, we have the following results for central
moments

M1(= µ) = m2 = m3 = λt,

m4 = 3 ⋅ (λt)2 + λt

Thus for instance the variance-to-mean ratio (peakedness
factor) is y = m2/µ = 1.

(The property y = 1 for the Poisson distribution is a similar
distinction as the c = 1 for the exponential distribution.) For
number distributions y < 1 signifies a steep distribution,
whereas y > 1 signifies a flat distribution. For the Poisson dis-
tribution the skewness is s = 1/√λt.

f (z) = e−λt

i=0

∞
∑ ⋅(zλt)i / i! = e−λt (1− z )

Fn = N
n

⎛
⎝

⎞
⎠ ⋅n!⋅an

p(i) = N
i

⎛
⎝

⎞
⎠ ⋅ai ⋅ 1− a( )N − i

Fn = f (n) (z)|z=1 = n!⋅ a

1− a
⎛
⎝

⎞
⎠

n

f (z) = 1− a

1− za
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tions for traffic applications are normal
and log-normal distributions. The former
is of special interest for estimation of
measurement confidence. Log-normal
distributions are relevant for time dura-
tion, since the time perception tends to be
logarithmic, as is confirmed by observa-
tions. Also Cox distributions, a combina-
tion of serial and parallel, can be useful
for adaptation purposes.

10.1  Distributions of remaining
time

When the distribution of time intervals
between adjacent events is given, the
question arises: What are the distribu-
tions of

1) the remaining time t after a given time
x, and

2) the remaining time t after a random
point in the interval.

For case 1) we obtain

(27)

with mean value

and for case 2)

v(t) = λ ⋅ (1 - F(t)), 1/λ = E{t}, (28)

with mean value

µ = ε/2λ, where ε = c2 + 1 = M2/M1
2

for the interval distribution F(t).

In the exponential case we have

and

v(t) = λ ⋅ (1 – F(t)) = λ ⋅ e-λt,

in both cases identical to the interval dis-
tribution. Only the exponential distribu-
tion has this property.

Paradox: Automobiles pass a point P on
the road at completely random instants
with mean intervals of 1/λ = 10 minutes.
A hiker arrives at point P 8 minutes after
a car passed. How long must he expect to
wait for the next car? Correct answer: 10
(not 2) minutes. Another hiker arrives at
P an arbitrary time. (Neither he nor any-
body else knows when the last car
passed.) How long must he expect to
wait? Correct answer: 10 (not 5) minutes.
How long, most likely, since last car?
Correct answer: 10 minutes. In this latter

case expected time since last car and
expected time till next car are both 10
minutes. Mean time between cars is still
10 minutes!

11  The arrival process
It might be expected that constant time
intervals and time durations, or possibly
uniform distributions, would give the
simplest basis for calculations. This is by
no means so. The reason for this is that
the process in such cases carries with it
knowledge of previous events. At any
instant there is some dependence on the
past. A relatively lucky case is when the
dependence only reaches back to the last
previous event, which then represents a
renewal point.

Renewal processes constitute a very
interesting class of point processes. Point
processes are characterised by discrete
events occurring on the time axis. A
renewal process is one where dependence
does not reach behind the last previous
event. A renewal process is often charac-
terised by iid, indicating that intervals are
independent and identically distributed.
Deterministic distributions (constant
intervals) and uniform distributions (any
interval within a fixed range equally
probable) are simple examples of re-
newal processes.

There is one particular process with the
property that all points, irrespective of
events, are renewal points: this process
follows the exponential distribution. The
occurrence of an event at any point on
the time axis is independent of all previ-
ous events. This is a very good model for
arrivals from a large number of inde-
pendent sources. In fact, it is easily
shown that the condition of independent
arrivals in two arbitrary non-overlapping
intervals necessarily leads to an exponen-
tial distribution of interarrival intervals.

This independence property is also often
termed the memoryless property. This
implies that if a certain time x has elaps-
ed since the last previous event, the
remaining time is still exponentially dis-
tributed with the same parameter, and the
remaining time from any arbitrary point
has the same distribution. The same
applies to the time back to the last previ-
ous event. It may seem as a paradox that
the forward and backward mean time to
an event from an arbitrary point are both
equal to the mean interval, thus implying
twice the mean length for this interval!
The intuitive explanation is the better
chance of hitting the long intervals rather
than the short ones.

Distri- Mean Coeff. of Peaked- Skew-
bution value µµ variation c ness y ness s

Continuous Expo- 1 2
distribution nential

Erlang-k
(norma-
lised)

Hyper- >1 >2
exponential

Discrete Geo-
distributions metric

Binomial N ⋅ a 1 – a

Poisson λt 1

1

λt

1

λt

(1− 2a)

Na(1− a)
1− a

Na

1+ a

a
1

1− a

1

a

a

1− a

> 1

λ
ai

λ i
∑

2

k
1

kλ
1

k
1

λ

1

λ
1

λ

Table 2  Survey of some distribution characteristics

f(t + x|x) =
f(t + x)

1 − F (x)

µ(x) =
1

1 − F (x)
·

∫
∞

t=0

[1 − F (t + x)]dt

f(t + x)

1 − F (x)
=

λ · e−λ(t+x)

e−λx
= λ · e−λt
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The exponential distribution for time
intervals between adjacent events implies
that the number of events during a fixed
length of time is in agreement with the
Poisson distribution. The two distribu-
tions are said to be equivalent. A simple
demonstration of this is seen from the
zero event Poisson expression

p(0,t) = e-λt ⋅ (λt)i/i! |
i=0

= e-λt = G(t) = Pr{T > t}

leading to the exponential survivor func-
tion. In other words: The probability of
no arrivals during time t is equal to the
probability of the time to the next event
being greater than t.

The “simple stream”
Khintchine [4] specified the conditions
for what he denoted a simple stream by
three terms: 1) stationarity, 2) absence of
aftereffects (independence) and 3) order-
liness.

Conditions 1) and 2) suffice to specify
the exponential interval between events,
whereas condition 3) simply specifies
single arrivals. The absence of after-
effects at any point in time is also termed
the Markov property. An example of an
observed distribution with a matching
exponential curve is given in Figure 15 [5].

The batch process
It is possible to separate each of the three
conditions. Departure only from condi-
tion 3) may indicate a batch process. It
does not influence the other properties.

The non-stationary stream
Condition 1) implies that the stochastic
description of the process at time (t + τ)

is identical to that of time t,
where τ is an arbitrary inter-
val. Condition 2) indicates a
Poisson process. If condition
2) is fulfilled, but not condi-
tion 1), we have a Poisson
process where the rate λ(t) is
time dependent. The probabil-
ity p(i,τ) of i arrivals during
the interval τ is Poissonian
with mean λτ, where λ is the
mean of λ(t) over interval τ.
Even though a non-stationary
process may have this Poisson
property, it does not mean
that samples taken from inter-
vals over some period (for
instance three minute inter-
vals over an hour) belong to a
Poisson distribution. On the
contrary, if the rate varies, a
peakedness y = v/µ > 1 will
always be the case.

The renewal stream
The simple stream is a re-
newal stream where all points
in time are renewal points, as
already mentioned above. This is a good
model for arrivals from a great number of
independent sources. In fact, if no single
source is dominant, such a stream will
result even if the arrivals from each
source are arbitrarily distributed. (The
rate from each source approaches zero.)

In a different example, assume a state i
defined by i servers being busy in a
group of identical servers. We are inter-
ested in the distribution of the interval
between a departure from i to the first
return to i. The first event is, say, an

arrival at time t1 that brings the system to
state i + 1. If next event is a departure, it
happens at time t2, such that t2 – t1 is
exponential. If on the other hand the next
event is an arrival, the system is brought
to state i + 2, and it may move around
through several states i + j, j > 1 and
even several times before it eventually
returns to state i. (Similarly the states
may be i – j if the first event is a depar-
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ture.) The intervals in case are not from
the given exponential distribution. From
a stochastic point of view it is not possib-
le to distinguish between the visits in
state i. Thus each departure from i is a
renewal point, and the time to the first
return to i belongs to a non-exponential
distribution. The aftereffect within each
interval reaches back to this renewal
point, but not further back. A renewal
process with non-exponential intervals is
a case of limited aftereffect.

12 Holding times
The basic arrival and departure processes
are shown in Figure 11, with the arrival
intervals ti and the holding times si. We
shall now have a closer look at holding
times.

The time distributions presented earlier
for arrival intervals are also applicable to
holding times. Thus, exponential distri-
butions and deductions like hyperexpo-
nential and Erlangian distributions are
primary choices for matching to observa-
tions. As we shall see also log-normal
distribution has been suggested. The
memoryless feature of the exponential
distribution implies that however long an
interval has lasted, the probability of end-
ing in the next element of time is the
same. This does not imply that any life-
time is equally likely!

The special attractiveness of the expo-
nential distribution for analytic purposes
very often has made this distribution a
default choice.

There is a story about a fellow one night
searching for a lost coin under a lamp
post. Asked whether he was sure it was
the place where he had lost it, the answer
was: No, in fact it wasn’t, but this is such
a good place to look! 

Similarly, even if we know that the expo-
nential distribution is not a good approxi-
mation, it is often used for convenience.
To be true, in many cases it does not
matter. In the lost call traffic model with
Poisson arrivals the holding time distri-
bution is of no consequence for occupan-
cy distribution and the loss calculation.
On the other hand, in most queuing sys-
tems it does matter.

Holding times usually consist of several
phases, as a minimum a set-up phase and
a conversation phase. The set-up phase
itself usually also consists of several
steps. Two typical examples are given in
Figure 16. The first is the set-up proce-
dure in a traditional telephone system,
the second is similar for a more modern
version.

It should be noted that in the first examp-
le the system dependent times (S) are
very substantial, whereas they are simply
negligible in the modern version. The
person dependent times (P) are perceived
as less critical, as they represent a user
activity and are not subject to the impa-
tience of waiting. (An exception is ring-
ing time.) The importance of the differ-
ence between the two cases may be illus-
trated by observation results from a uni-
versity PABX (where the full saving of
Figure 15 was still not obtained), show-

ing a time saving on outgoing calls of
some 25,000 hours per year for 4,000
extensions.

Examples of set-up times for long dis-
tance and local calls with matching to
log-normal distributions are shown in
Figure 17 [6]. The choice of distribution
is a matter of discussion, as a convolution
of phases (Erlang-k) might seem more
natural. However, the match is fairly
good, and the choice might be defended
by a probable positive correlation
between phases. A similar diagram for
conversation times is shown in Figure 18.
Here a matching to pure exponential and
to a two-phase general Erlang distribution
are carried out. The tails of >10 minutes
are not included in the matching. In fact,
as the coefficient of variation, c > 1 (c =
1.24 and c = 1.1), a simple Erlangian
match would not be possible. The mea-
sured times are from observations of long
distance calls from a PABX [6].

Two other examples of conversation time
distribution for local calls with somewhat
larger coefficients of variation (c = 1.34
and c = 1.57) are shown in Figure 19,
with a typical shape: With the exponen-
tial distribution as a reference the observ-
ations show

- fewer very short calls (< 20 seconds)

- an overshoot for calls of short duration
(20 –120 seconds)

- an undershoot for calls of 2 – 10 min-
utes

- a tail of more numerous long-lasting
calls.
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This means an accumulation of less than
average length and of very long calls.

The diagrams in Figure 19 are taken from
[7] and [8]. The latter study shows co-
efficients of variation from c = 1.57 to
c = 3.14, dependent on time of day, for a
mixture of all types of calls, including
local to international telephone, and fax,
mobile, paging and special services. For
normal telephone calls during working
hours c = 1.5 – 1.55 is typical, with
means of µ = 3.0 and µ = 4.2 minutes for
local and long distance calls.

A more thorough modelling study of
holding time distributions in the tele-
phone network has been carried out by
Bolotin [9]. Bolotin’s reasoning is that
Weber’s logarithmic psychophysical law
of perception may also apply to percep-
tion of conversation time, so that e.g. an
increase from 30 to 40 seconds is felt
similar to an increase from 3 to 4 min-
utes. A study of the conversation time for
1000 calls from a single subscriber dur-
ing 20 working days turns out very simi-
lar to the diagrams of Figure 19 for local
calls. Bolotin’s study contains all calls
(local and long distance) and thus has a c
= 1.67. The match to a log-normal distri-
bution is very good. (A few very short
times are excluded.)

For a mixture of different subscriber cat-
egories over 15 hour day periods a flatter
distribution results. The c-value per day
differs between 1.9 and 2.2. In this case a
combination of two log-normal distribu-
tions is found to give a good match.

Typical of all the results referred to
above is the consistent deviation from the
exponential distribution. The most char-

acteristic features are an increasing prob-
ability of ending during the early phase
of a call, changing gradually to the oppo-
site in a later phase. In other words, the
longer a call has lasted after an initial
phase, the more likely it will continue.

Above is referred to a case where mean
holding time after working hours is 1.4
times that of working hours. That is an
example of a quite general phenomenon.
In Figure 20 is shown an example with a
mean holding time of some 25,000 calls
changing from 156 seconds to 320 sec-
onds – more than twice – after 17.00

hours. In this case there are probably two
effects working together: a transition
from work to leisure and a change to a
cheaper tariff.

13  Statistical equilibrium
As indicated earlier, a traffic process
consists of the two partial processes de-
fined by arrivals and departures, again
with reference to Figure 11. We now
know a lot more about those two pro-
cesses. In order to proceed we must look
at the traffic carrying system. The sim-
plest case is of course a single server sys-
tem, which can in fact be very useful if
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Frame 5

Equilibrium calculations for some typical cases

The Poisson case

The simplest assumption is that the number of sources (N) and
the number of servers (n) are both unlimited, while each
source j contributes with an infinitesimal call rate (λj), so that
the overall call rate is state independent λi = λ = N ⋅ λj. The
departure rate in state i is proportional to the number in ser-
vice, which is of course i: µi = i ⋅ µ = i/s, where s is the mean
holding time per call.

The parameters λ and µ are constants, and equation (43) becomes

p(i) ⋅ λ = p(i + 1) ⋅ µ ⋅ (i + 1) (48)

leading to

p(1) = (λ/µ) ⋅ p(0)
p(2) = (λ/2µ) ⋅ p(1) = (λ/µ)2/2! ⋅ p(0)
:
:
:

p(i) = (λ/µ)i /i! ⋅ p(0)
:
:

Thus, using equation (44) we get

and

p(i) = e–λ/µ ⋅ (λ/µ)i/i!

Using Little’s formula: A = λ ⋅ s = λ/µ, we obtain

p(i) = e–A ⋅ Ai/i! (49)

which we recognise as the Poisson distribution with parameter
A. The mean value of the distribution is also A, as it ought to
be. Recalling the interpretation of Little’s formula we can
state that

A = λ/µ = λ ⋅ s = average number of customers being served
= average traffic intensity.

The truncated Poisson case (the Erlang case)

In practice all server groups are limited, so the pure Poisson
case is not realistic. A truncation by limiting the number of
servers to n leads to a recursive equation set of n equations
(plus one superfluous) of the same form as that of the unlimit-
ed Poisson case above. The normalising condition is different,
as

The truncated Poisson distribution thus becomes

0 ≤ i ≤ n
(50)

p(i) = 0, i > n

Any call arriving when i < n will find a free server. Since λ is
independent of i, the probability of an arbitrary call finding all
servers busy is equal to the probability that i = n:

(51)

This is the Erlang congestion (loss) formula for an unlimited
number of sources. The formula is not very practical for cal-
culations, so there are numerous tabulations and diagrams
available.

In principle one must distinguish between time congestion
and call congestion, time congestion being the probability of
finding all servers busy at an arbitrary point in time, and call
congestion being the probability that an arbitrary call finds all
servers busy. In the Erlang case the two probabilities are iden-
tical, since all calls are Poisson arrivals, independent of state.

The binomial (Bernoulli) case

We assume a limited number of traffic sources (N) and
enough servers to cover any need, i.e. n ≥ N. Furthermore,
each free traffic source generates λ calls per time unit (λ is
here the individual rate, rather than the total rate, and busy
sources naturally do not generate any calls). Departure rate
per call in progress is unchanged µ = 1/s. The equilibrium
equations then take the form

p(i) ⋅ (N – i) ⋅ λ = p(i + 1) ⋅ µ ⋅ (i + 1) 0 ≤ i ≤ N (52)

By recursion from i = 0 upwards we get

(53)
b = λ/µ = offered traffic per free source

The normalising condition is

The p(i)-expression above is seen to consist of the common
factor p(0) and the ith binomial term of (1 + b)N. Thus, by the
normalising condition, we obtain

p(0) = (1 + b)–N

and

(54)

Here, a = b/(1 + b) = λ /(λ + µ) = offered traffic per source.
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holding times are very short (<< 1 second)
and either the load is low (<< 1 Erlang)
or access is organised in a fair and effi-
cient way, e.g. by queuing or polling.

For ordinary telephone traffic mean con-
versation times are around 2 – 3 minutes.
In fact there is a hierarchy of holding
times. In a traditional system that is mir-
rored in an equipment hierarchy on three
or four levels:

- conversation carrying equipment
(lines, trunks, selectors)

- signal reception and storage equipment
(registers, senders. receivers)

- set-up control equipment (selector con-
trols, markers)

- analysers, translators (number analysis
and translation, routing).

Very roughly one can assume one order
of magnitude difference between each
category (say 150, 15, 1.5 and 0.15 sec-
onds). Long conversation times lead to
the preference of a multi-server loss sys-
tem for the first category. For the second
category a multi-server queuing system is

more appropriate. The third and fourth
categories can use single server time
sharing system with queuing.

In state-of-the-art equipment only con-
versation times are the same, whereas the
other three categories “collapse” to elec-
tronic speed, and thus can use single
server time sharing. This means that
dimensioning and performance analysis
change character. However, they will still
be necessary.

In line with these statements we shall
proceed to study a fully accessible n-
server loss system. With a number N of
uncoordinated traffic sources we can
never calculate the exact system state at
any particular instant, only statistical
probabilities.

First of all we must define the possible
system states. Since each of the n servers
can be in only one of two states, 0 and 1,
the number of possible states is 2n. How-
ever, from a service point of view it is
not possible to distinguish between the
n!/[i!(n – i)!] different states defined by i
busy and n – i free servers. Each of those
state sets can thus be equated with one
state: exactly i busy servers, no matter
which. Since i = 0 and i = n are included,
we have n + 1 states altogether. (For a
limited access system we may have to
distinguish between the individual states
within an i-set.) A state transition dia-
gram for the described case is shown in
Figure 21.

Offered traffic per source takes into account that a busy
source does not initiate any calls. Since there are at least as
many servers as there are sources, there will be no lost calls.
This fact is a clear illustration of the difference between time
congestion and call congestion when N = n:

Time congestion = P{all servers busy} = p(n) = p(N) = aN

Call congestion = P{all servers busy when call arrives} = 0
For N < n, time congestion = call congestion = 0

The truncated binomial case (the Engset case)

The truncated binomial case is identical to the binomial case,
with the only difference being that N > n. This condition
implies that there are still free sources that can generate calls
when all servers are occupied, and there will be call conges-
tion as well as time congestion. The statistical equilibrium
equations are the same, whereas the normalising condition is

This leads to an incomplete binomial sum and a not quite so
simple distribution:

(55)

Time congestion can then be expressed by

(56)

This is the Engset formula for a loss system with a limited
number of traffic sources. Call congestion B is found, and can
be intuitively understood, by deduction from time congestion:

B(N,n,b) = E(N – 1,n,b) < E(N,n,b) (57)

A modified form similar to that in the binomial case can be
expressed by a = b/(1 + b). Offered traffic per source, how-
ever, is expressed by

(58)

and carried traffic per source

(59)

For the group as a whole offered and carried traffic are
A = N ⋅ a and Ac = N ⋅ ac respectively.

The Engset formula has one more parameter than Erlang’s
formula. Tabulation and diagrams will, therefore, be much
more extensive.
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If we assume that in state i we have an
arrival rate λi and a departure rate µi, we
obtain a recursive equation, where p(i) is
the probability of being in state i:

(43)

The equation simply says that the rate of
going from state i to state i + 1 must be
equal to the rate of going from state i + 1
to state i, in order to have statistical equi-
librium. Otherwise the process would not
be stationary. (We use here the Markov
property, assuming Poisson arrivals and
exponential holding times. Mathematical
strictness would require a study based on
infinitesimal time elements. That strict
approach is omitted here.) The recursion
implies an unlimited number of equations
when n → . An additional condition,
the normalising condition, expresses that
the sum of all state probabilities must be
equal to one:

(44)

By combining the two equations we
obtain for p(0):

(45)

to be introduced in the p(i)-expression.

Linear Markov chains are assumed,
based on the assumption that a state is
defined simply by the number of busy
servers. Being in state i, an arrival will
always change the state to i + 1, and a
departure to state i – 1. In a non-linear
state transition diagram (typically for
limited availability systems like grad-
ings), where state i has neighbours j, k,
..., r, equilibrium equations will have the
form

p(i) ⋅ (λij + λik + ... + λir)

= p(j) ⋅ µji + p(k) ⋅ µki + ...

+ p(r) ⋅ µri (46)

and normalisation

(47)

where ∀i covers all states in the complete
state diagram (Figure 22).

In Frame 5 calculations are carried out
for four specific cases, using statistical
equilibrium, to determine the distribu-
tions of the number of customers in the
system. The Poisson case assumes no
system limitations and hence no con-
gestion. The binomial case leads to time
congestion, but no call congestion in the
border case of n = N, otherwise no con-
gestion. The truncations of Poisson and
binomial distributions, characterised by
finite n < N, both lead to time con-

j k
λ ikµ ji

i r

λ ij
λ ir

µki

µri

Figure 22  Non-linear state transition diagram

Table 3  Characteristics of typical traffic distributions

Case Condition Distribution Time congestion (E)
Call congestion (B)

Poisson N → ∞

n → ∞ E: None

λi = λ (total) B: None

µi = i ⋅ µ = mean value

Erlang N → ∞

n limited E(n,A) = p(i = n)

λi = λ (total) B(n,A) = E(n,A)

µi = i ⋅ µ

Bernoulli N limited

n ≥ N E(N,n,A) =

λi = (N – i) ⋅ λ p(i = n) = p(N) = aN

λ = λ (free source) (for n = N, else E = 0)

µi = i ⋅ µ B = 0

Engset N limited E(N,n,b) = p(i = n)

n < N B(N,n,b)=E(N – 1,n,b)

λi = (N– i) ⋅ λ

λ = λ (free source)

µi = i ⋅ µ
a = b

1+ b(1− B)

b = λ
µ

p(i) = N
i

⎛
⎝

⎞
⎠ ⋅ bi

N
j

⎛
⎝

⎞
⎠ ⋅b j

j =0

n
∑

a = b

1+ b
= λ

λ + µ

b = λ
µ

p(i) = N
i

⎛
⎝

⎞
⎠ ⋅ai ⋅ 1− a( )N − i

A = λ
µ

= λ ⋅ s

p(i) =
Ai
i!

A j

j =0

n
∑

j !

A = λ
µ

= λ ⋅ s

p(i) = e− A ⋅ Ai

i!

p(i) = p(i − 1) ·
λi−1

µi

=
λ0 · λ1...λi−1

µ1 · µ2...µi

·p(0) =

i−1∏

k=0

λk

µk+1

· p(0)

∞

∞∑

i=0

p(i) = 1

1/p(0) =

∞∑
i=1

{
i−1∏
k=0

λk/µk+1

}

∑

∀i

p(i) = 1
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gestion, as determined from the distribu-
tions by p(i = n). Call congestion is
given by the ratio of all calls that arrive
in state i = n. The main cases when call
congestion is different from time conges-
tion are

- arrivals are Markovian, but state
dependent (binomial, Engset)

- arrivals are non-Markovian.

An illustrating intuitive example of the
latter case is when calls come in bursts
with long breaks in between. During a
burst congestion builds up and many
calls will be lost. The congested state,
however, will only last a short while, and
there will be no congestion until the next
burst, thus keeping time congestion
lower than call congestion. The opposite
is the case if calls come more evenly dis-
tributed than exponential, the extreme
case being the deterministic distribution,
i.e. constant distance between calls.
These cases are of course outside our
present assumptions.

The four cases in Frame 5 are summaris-
ed in Table 3. Some comments:

The Poisson case:
1 With the assumptions of an unlimited

number of servers and a limited overall
arrival rate, there will never be any
calls lost.

2 The memoryless property of the Pois-
son case for arrivals does not apply to
the Poisson case for number of cust-
omers in the system. Thus, if we look
at two short adjacent time intervals, the
number of arrivals in the two intervals
bear no correlation whatsoever, where-
as the number in system of the two
intervals are strongly correlated. Still
both cases obey the Poisson distribu-
tion.

3 The departure process from the un-
limited server system with Poisson
input is a Poisson process, irrespective
of the holding time distribution. (The
M/G/∞ system.)

4 The Poisson distribution has in some
models been used to estimate loss in a
limited server case (n). Molina intro-
duced the concept “lost calls held”
(instead of “lost calls cleared”), assum-
ing that a call arriving in a busy state
stays an ordinary holding time and
possibly in a fictitious manner moves
to occupy a released server. The call is
still considered lost! The model
implies an unlimited Markov chain, so
that the loss probability will be

(60)

The Molina model will give a higher loss
probability than Erlang.

The Erlang case:
1 E(n,A) = B(n,A) is the famous Erlang

loss formula. In the deduction of the
formula it is assumed that holding
times are exponential. This is not a
necessary assumption, as the formula
applies to any holding time distribu-
tion.

2 If the arrival process is Poisson and the
holding times exponential, then the
departure process from the Erlang sys-
tem is also Poisson. This also applies
to the corresponding system with a
queue. (The M/M/n system, Burke’s
theorem.)

The Bernoulli case:
The limited number of sources, being
less than or equal to the number of
servers, guarantees that there will never
be any lost calls, even though all servers
may be busy. The model applies to cases
with few high usage sources with a need
for immediate service.

P{loss} = p(i)
i=n

∞
∑ = e− A Ai / i!

i=n

∞
∑

The Engset case:
This case may be considered as an inter-
mediate case between Erlang and
Bernoulli. There will be lost calls, with a
loss probability less than the time con-
gestion, since B(N,n,b) = E(N–1,n,b)
< E(N,n,b). A curious feature is the ana-
lytic result that offered traffic is depend-
ent on call congestion. The explanation is
the assumption that the call rate is fixed
for free sources, and with an increasing
loss more calls go back to free state
immediately after a call attempt.

Tabulations and diagrams have been
worked out for Engset, similar to those of
Erlang, however, they are bound to be
much more voluminous because of one
extra parameter.

In principle the Erlang case is a theoreti-
cal limit case for Engset, never to be
reached in practice, so that correctly
Engset should always be used. For practi-
cal reasons that is not feasible. Erlang
will always give the higher loss, thus
being on the conservative side.

A comparison of the four cases presented
in Frame 5 is done in Figure 23, assum-
ing equal offered traffic and number of
servers (in the server limited cases).
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Figure 23  Comparison of different traffic distributions
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14  Disturbed and shaped
traffic

Up till now we have looked at traffic
generation as the occurrence of random
events directly from a group of indepen-
dent free sources, each event leading to
an occupation of some server for an inde-
pendent time interval. Any call finding
no free server is lost, and the source
returns immediately to the free state. The
traffic generated directly by the set of
sources is also called fresh traffic.

All sources in the group are assumed to
have equal direct access to all servers in
the server group. This is a full availabil-
ity or full accessibility group. (The term
availability is used in a reliability context
as a measure of up-time ratio. In a traffic
context availability is usually synony-
mous with accessibility.) The four mod-
els discussed previously are the most fea-
sible ones, but not the only possible.

In a linear Markov chain of n + 1 states
(a group of n servers) all states have two
neighbours, except states 0 and n that
have only one. The dwelling time in any
state i is exponential with mean 1/(λi +
µi), where µ0 = λn = 0. (Arrivals in state
n get lost and do not influence the sys-
tem, and there can be no departures in
state 0.) When the system changes to
state i from i – 1 or i + 1, it may go direct
to i + 1 after an exponential interval, or it
may first go to i – 1 and possibly jump
forth and back in states i, i – 1, i – 2, ...
until it eventually returns to state i + 1. It
is thus obvious that the interval elapsed
between a transition to i (i > 0) and a
transition to i + 1 is not exponential. It is,
however, renewal, since it is impossible
to distinguish between different instances
of state i. There is no memory of the
chain of events that occurred before an
arrival in state i.

Assume a group of n servers split in a
primary group P of p servers and a sec-
ondary group S of s = n – p servers (Fig-
ure 24). In a sequential search for a free
server an s-server will only be seized if

the whole p-group is occupied. There
will be two distinct situations in the
moment of a new arrival:

1 arrivals and departures in P keep the
number of busy servers in the primary
group < p (there may be ≥ 0 busy
servers in S)

2 all servers in P are busy.

During situation 1) all calls go to P,
while in situation 2) all calls go to S. The
primary group P will see a Poisson
arrival process and will thus be an Erlang
system. By the reasoning above, how-
ever, the transitions from situation 1) to
situation 2), and hence the arrivals to
group S, will be a non-Poisson renewal
process. In fact, in an Erlang system with
sequential search, any subgroup of
servers after the first server will see a re-
newal, non-Poisson, arrival process.

The secondary group S is often termed an
overflow group. The traffic characteristic
of the primary group is that of a truncat-
ed Poisson distribution. The peakedness
can be shown to be

yp = 1 – A [E(p – 1,A) – E(p,A)], (61)

where yp < 1, since E(p – 1,A) > E(p,A)

The overflow traffic is the traffic lost in
P and offered to S:

As = A · E(p,A)

and the primary traffic is

Ap = A – As = A[1 – E(p,A)]

For As the peakedness is ys > 1. (To be
discussed later.) A consequence of this is
a greater traffic loss in a limited second-
ary group than what would be the case
with Poisson input. The primary group
traffic has a smooth characteristic as
opposed to the overflow that is peaked. It
is obvious that it is an advantage to han-
dle a smooth traffic, since by correct
dimensioning one can obtain a very high
utilisation. The more peaked the traffic,
the less utilisation.

The main point to be noted is that the
original Poisson input is disturbed or
shaped by the system. If the calls carried
in the P-group afterwards go on to
another group, the traffic will have a
smooth characteristic, and the loss expe-
rienced will be less than that of an origi-
nal traffic offer of the same size.

There are many causes for deviation
from the Poisson character, of which
some are already mentioned:

- The source group is limited

- Arrivals are correlated or in batches
(not independent)

- Arrival rate varies with time, non-sta-
tionarity

- Access limitation by grading

- Overflow

- Access limitation by link systems

- Repeated calls caused by feedback

- Intentional shaping, variance reduc-
tion.

We shall have a closer look at those con-
ditions, though with quite different em-
phasis.

14.1  Limited source group

The case has been discussed as Bernoulli
and Engset cases. The character is basi-
cally Poisson, but the rate changes step-
wise at each event.

14.2  Correlated arrivals

There may exist dependencies between
traffic sources or between calls from the
same source. Examples are e.g.:

- several persons within a group turn
passive when having a meeting or
other common activity

- in-group communication is substantial
(each such call makes two sources
busy)

- video scanning creates periodic (corre-
lated) bursts of data.

The last example typically leads to a
recurring cell pattern in a broadband
transmission system.

14.3  Non-stationary traffic gen-
eration

Non-stationarity are essentially of two
kinds, with fast variations and slow vari-
ations. There is a gradual transition be-
tween the two. Characteristic of the fast
variation is an instantaneous parameter
change, whether arrival rate or holding
time. A transition phase with essentially
exponential character will result.

An example of instantaneous parameter
change is when a stable traffic stream is
switched to an empty group. Palm has
defined an equilibrium traffic that
changes exponentially with the holding
time as time constant. If thus the offered
traffic changes abruptly from zero to
λ ⋅ s, then the equilibrium traffic follows

(P)
ooo------o

P

(S)
ooo------o

s=n-p

A

Figure 24  A server group split in a pri-
mary group (P) and a secondary group (S)
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an exponential curve Ae = λ ⋅ s ⋅ (1 – e–t/s).
In a similar way the equilibrium traffic
after a number of consecutive steps can
be expressed as a sum of exponential
functions. The real traffic will of course
be a stochastic variation around the equi-
librium traffic. If the server group is
limited, an exact calculation of the traffic
distribution and loss lies outside the
scope of this presentation.

It is of course possible that holding times
change with time. Typical is the change
at transition from business to leisure and
at the time of a tariff change. (See Figure
20.) The change of holding time influ-
ences the stationary offered traffic and
the time constant as well.

Traffic with slow variations are some-
times termed quasi-stationary. The
assumption is that the offered traffic
varies so slowly that the difference to the
equilibrium traffic is negligible. Then the
loss over a period can be found with suf-
ficient accuracy by integration based on
Erlang’s loss formula for each point. In
practice one might use a numerical sum-
mation based on a step function instead
of integration, which would require an
unlimited amount of calculation. If the
time variation goes both up and down,
the exponential lag tends to be compen-
sated by opposite errors.

14.4  Access limitations by
grading

Grading is a technique that was develop-
ed as a consequence of construction
limitations in mechanical selector sys-
tems. If a circuit group carrying traffic in
a given direction is greater than the num-
ber of available outlets for that direction
on the selector, then the circuit group
must be distributed in some way over the
selectors.

Example:
A selector allows c = 10 outlet positions
for a direction. The total traffic from all
selectors of the group in the given direc-
tion requires n = 25 circuits. A possible
grading is obtained by dividing the selec-
tor group into four subgroups, each with
five circuits per subgroup, occupying
c/2 = 5 selector positions. The remaining
25 – 20 = 5 circuits may then occupy the
remaining c – c/2 = 5 selector positions
on all selectors in the four subgroups.
The case is shown in Figure 25.

For this grading to be efficient it is
assumed sequential hunting first over the
dedicated subgroup circuits and then over
the common circuits. Each subgroup will
thus fully utilise its five allotted circuits
before taking any of the common five
circuits. In a full availability group a new
call over any single selector will always
be able to take a free outgoing circuit. In
the described grading, however, there
may be individual free circuits in one
subgroup, while a new call in another
subgroup may find the five individual
and the five common circuits occupied.
Thus calls may be lost even when one or
more of the 25 circuits are free.

An important observation is that two
states with the same number i of occu-
pied circuits are no longer equivalent,
and the simple linear state transition dia-
grams are no longer adequate. In fact, the
simple n + 1 = 26-state diagram is
changed to one of (c/2 + 1)5 = 65 = 7776
states. This is a good illustration of the
complications that frequently arise with
limited availability. For comparison the
maximum number of individual states in
a 25-circuit group is 225 = 33,554,432.

The grading example is one of a class
called progressive, characterised by an
increasing degree of interconnection in a
sequential hunting direction from a fixed
start point. With a cycling start point or
with random hunting more symmetrical
types of interconnection are applied. For
analysis, the method of state equations
based on statistical equilibrium is of
limited value because of the large num-
ber of states. Symmetries and equivalen-
cies should be utilised. Several methods
have been developed, classified as
weighting methods and equivalence
methods. Like in other cases when exact
analytic methods are not feasible, simula-
tion is an important tool with a double
purpose:
- Solving particular problems

- Confirming the validity of approxima-
tion methods.

A frequently used analytic method for
gradings is Wilkinson’s equivalence
method, which will be presented under
the section on overflow and alternative
routing. Grading within switching net-
works is nowadays of decreasing interest,
because of more flexible electronic solu-
tions and multiplexing methods.

14.5  Overflow systems

In Figure 26 is shown three traffic pro-
files for 5 consecutive working days. The
first diagram shows undisturbed traffic
on a group of 210 trunks, where a 0.5 %
loss line is indicated at 184 Erlang. The
measured traffic is at all points well
below this line, and there will be virtual-
ly no loss. The next diagram shows a 60
trunk group with overflow. The traffic is
strongly smoothed, and the group is close
to 100 % load during long periods. The
third diagram indicates typical strong
overflow peaks on a lossless secondary
group.

The grading example discussed before
consists of four selector groups, each
with access to an exclusive group of five
circuits and one common group of five
circuits (Figure 25). The hunting for a
free circuit must be sequential, first over
the exclusive group and then over the
common group, for the grading to be
efficient. There will be a common over-
flow of calls from the four exclusive
groups to the common group. Such over-
flow is discussed in the beginning of this
chapter, where it is pointed out that any
overflow after the first server in a group
with Poisson input is renewal, non-Pois-
son. In the example there are four such
overflow streams. They are assumed to
be mutually independent.

If for a moment we look at a single group
with Poisson input, we can easily calcu-
late carried and lost traffic on any part of
the server group. If for instance the offer-
ed traffic is A, then the carried traffic on
the first server is

and the overflow

The traffic carried on the j servers no.
i + 1 to i + j is likewise

Aj = A ⋅ E(i,A) – A ⋅ E(i + j,A)

= A ⋅ [E(i,A) – E(i + j,A)]

n1 = 5

o o o o o

n2 = 5

o o o o o

n3 = 5

o o o o o n

n4 = 5

o o o o o

n0 = 5

o o o o o

A1

A2

A3

A4

Figure 25  A simple progressive grading
with four primary groups and one com-
mon (secondary) group

Ac(1) = A − A · E(1, A) =
A

1 + A

Aov(1) = A − Ac(1) =
A

2

1 + A
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The traffic offered to those j servers is
thus the overflow from the initial i
servers:

A ⋅ E (i,A) = A'

If this traffic were fresh Poisson traffic,
the carried traffic would be

Aj' = A' ⋅ [1 – E(j,A')]

Example:

A = 5 Erlang, i = 5, j = 1

Aj = 5 ⋅ [E(5, 5) – E (5 + 1, 5)] 
= 5 ⋅ (0.284868 – 0.191847)
= 0.465 Erlang

A' = 5 ⋅ E (5, 5) = 5 ⋅ 0.284868
= 1.42434

Aj' = 1.42434 ⋅ [1 – E (1, 1.42434)]
= 1.42434 ⋅ [1 – 0.587]
= 0.588 Erlang

The example illustrates that the traffic
carried by a single server is smaller when
the offered traffic is an overflow than
when it is fresh traffic (Aj/Aj' = 0.465/
0.588 = 0.79). The offered traffic mean is
the same in both cases. As this applies to
any server in the sequence, it will also
apply to any server group. In other
words, overflow traffic suffers a greater
loss than fresh traffic does.

This property of overflow traffic can be
explained by the greater peakedness
(variance-to-mean ratio) of the overflow.
This is the opposite property of that of
the carried traffic in the primary group,
as shown in equation (61). Calculation of
the variance is not trivial. The formula is
named Riordan’s formula and is remark-
ably simple in its form:

(62)

where 

A = traffic offered to the primary
group (Poisson type)

n = the number of servers in the
primary group

M = A ⋅ E (n,A) = mean value of the
overflow.

We note that n and A are the only free
variables, and M must be determined
from Erlang’s loss formula, so there is no
explicit solution where V is expressed by
n and A only.

The variance-to-mean ratio = peakedness
= y = V/M = 1 – M + A/(n + 1 – A + M)
of an overflow stream is an important

V = M ⋅ 1− M + A

n +1− A + M

200

150

100

50

0

25 26 27 28 29 30

70

60

50

40

30

20

10

0
25 26 27 28 29 30

2

1,5

1

0,5

0

25 26 27 28 29 30

184
0,5% loss line

Server group size

Figure 26  Observed undisturbed (Poisson) traffic, smoothed traffic and overflow
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characteristic, as it compares with the
value 1 of a Poisson stream. One might
expect y to be monotonously increasing
from the first server on. However, this is
not so. There is always an initial increase
from 1 up to a maximum, after which it
decreases towards 1 again. This explains
the apparent paradox that the sum of a
large number of very small overflow
streams may tend to a Poisson stream. A
set of peakedness curves is shown in Fig-
ure 27. The curves indicate a maximum a
bit beyond n = A.

The above statement about small over-
flow streams does not mean that the
peakedness of overflows normally app-
roach the 1-limit. As an example take the
A = 20 Erlang curve of Figure 27.
Assume a mean holding time of 120 sec-
onds, which means that the fresh call
interval is on average 6 seconds. We get
the following set of figures, where the
interval τ is average time between over-
flow calls. Note that even with extreme
intervals, there is a fair chance that the
next call after an overflow call will also
overflow.

n (no. τ y
of (inter- (peaked-
servers) val) ness)

0 6 secs 1.0
1 6.3 secs 1.04

10 11 secs 1.61
20 38 secs 2.61
30 12 mins 2.62
40 60 hours 1.75
50 15 years 1.65
60 4000 years 1.49

14.5.1  The ERT (Equivalent
Random Traffic) method

If we return to the grading example of
Figure 25, we can assume independent
input traffics A1, A2, A3 and A4 to the
g = 4 primary groups of n1, n2, n3 and n4
circuits. For each group we can deter-
mine mean Mi and variance Vi of the
overflow by means of Erlang’s and Rior-
dan’s formulas. The traffic to the com-
mon overflow group of k circuits will
according to general statistics be equal to
the sum of the means, with a variance
(given independence) equal to the sum of
the variances:

(63)

(64)

Erlang’s formula cannot be used to cal-
culate the loss (overflow) from the over-
flow group directly, since the input has a
peakedness y > 1. In statistical terms a
Poisson traffic is completely determined
by the two parameters λ and µ. In fact,
its distribution is uniquely described by
the ratio A = λ/µ, the first moment,
whereby all higher moments are given.
Likewise, a single overflow stream is
completely determined by the two
moments mean and variance. All higher
moments will then be given. Alternative-
ly, two independent parameters may be
given, the obvious choice being the input
Poisson traffic A and the size n of the pri-
mary group.

It may be noted that even if the sub-
streams in the grading group are renewal
and independent, the combined overflow
input is not renewal. Thus, this combined

V = Vi
i=1

g
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i=1

g
∑ ;
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Figure 27  The peakedness y of overflow as a function of the number n of servers for some values of input traffic A
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stream is not identical to a single over-
flow stream with exactly the same mean
and variance. However, for practical
application the overflow given by the
pair (M,V), as calculated above, is assum-
ed to be equivalent to a single overflow
stream with the same (M,V) - pair. The
principle is shown in Figure 28, where M
and V are calculated sum values and the
pair (A*,n*) represents the equivalent
primary group to be determined. Rior-
dan’s variance formula gives an explicit
expression A* = f(n*) or n* = g(A*). In
principle A* and n* are found by inser-
tion in Erlang’s formula. This formula,
however, is only implicit, and the solu-
tion can only be found by an approxima-
tion formula, by tables or by numerical
calculation.

When A* and n* are determined, the
overall lost traffic is given by m:

m = A* ⋅ E (n* + k, A*)

and the loss probability

Note that the loss B is the ratio between
the calculated lost traffic and the total
offered real traffic, m/A, and not related
to the fictitious traffic A* by m/A*.

The method is called the ERT (Equiva-
lent Random Traffic) method and often
referred to as Wilkinson’s equivalence
method [10]. It can be applied in a step-
wise manner for progressive gradings.
Another, and at present more interesting
area, is that of networks with alternative
routing, where primary circuit groups

may have overflow to a common second-
ary group.

14.5.2  The IPP (Interrupted
Poisson Process) method

Another method for overflow analysis
was introduced by Kuczura [11], and is
based on the distinction between the two
states S1 = [Primary group is busy] and
S2 = [Primary group not busy]. With the
primary input being a Poisson process,
the secondary group will see a switching
between Poisson input and no input. The
method is thus named IPP = Interrupted
Poisson Process. The approximation is
the assumption that the dwelling times in
the two states are exponential, which we
know is not true. The process has essen-
tially three parameters, the Poisson
parameter λ, and the S1 and S2 exponen-
tial parameters α and β. A three-moment
match is based on the mentioned three
parameters. An alternative method by
Wallstrøm/Reneby is based on five
moments in the sense that it uses the first
moment and the ratios of 2nd/3rd and
7th/8th binomial moments. [12].

The IPP method is widely used and has
been generalised to the MMPP (Markov
Modulated Poisson Process) method,
where the switching occurs between two
non-zero arrival rates.

The methods presented do not assume that
all primary groups are equal or near equal.
The independence assumption assures the
correctness of direct summation of means
and variances. Thus, calculation of the
overall loss is well founded. In symmetri-
cal cases the overall loss B as calculated
above will apply to each of the single pri-

mary groups. However, with substantial
non-symmetry the single groups may
experience quite different loss ratios. This
has been studied by several authors, but
will not be treated in this paper. Reference
is made to [13], this issue.

A particular dimensioning problem of
overflow arises in network cases when
overflow from a direct route to a final
route mixes with a primary traffic on the
final, Figure 29. The A2 traffic may expe-
rience a much higher blocking than A1.
The problem can be solved by splitting
n2 and reserving part of it to A2 only, to
obtain a more symmetric grading.

14.6  Access limitations by link
systems

Link systems were developed on the
basis of crossbar switches and carried on
for crosspoint matrices in early electronic
switching systems. Like many grading
methods, link systems had their motiva-
tion in the limitations of practical con-
structions, modified by the need for
improved utilisation of quite expensive
switching units.

This can be explained as follows: A tra-
ditional selector has one single inlet and,
say, 100 to 500 outlets. When used as a
group selector, 10 to 25 directions with
10 to 20 circuits per direction would be
feasible. All this capacity would still only
permit one connection at a time, and a
large number of selectors with common
access to the outlets (in what is termed a
multiple) would be necessary to carry the
traffic. A crossbar switch could be organ-
ised in a similar way with one inlet and,
say, 100 to 200 outlets, and with the
same limited utilisation. However, the
construction of the crossbar switch (and
likewise a crosspoint matrix), permits a
utilisation whereby there are, say, 10
inlets and 10 – 20 outlets, with up to 10
simultaneous connections through the
switch. This tremendous advantage car-
ries with it the drawback of too few out-
lets for an efficient grouping. The solu-
tion to this is a cascading of switches in 2
– 3 stages. That, of course, brings down
the high efficiency in two ways: an in-
crease in the number of switches, that
partly “eats” up some of the saving, and
introduction of internal blocking, with a
corresponding efficiency reduction. Still,
there is a considerable net gain.

The selection method through two or more
stages is called conditional selection, as
the single link seizure is conditioned on
the whole chain of links being available,
and so are seized simultaneously.
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k
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Figure 28  A fictitious equivalent group for generation of a given overflow M,V
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Figure 29  Trunk reservation for primary traffic in order to balance loss
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The internal blocking mechanism is illus-
trated in Figure 30. A call generated in
stage A searches an outlet in direction x
in group C over an available set of links
in stage B. If all free links in B are oppo-
site busy circuits in C and vice versa, the
call is blocked, even though there are
free servers in both stages. The calling
individual (traffic source) in A competes
with a limited number in the same col-
umn for the B-link, and the binomial dis-
tribution is normally the natural choice.
That means that the number n of sources
in an A-column is less than or equal to
the number m of links in the B-column.
We will assume n = m. In stage C, how-
ever, all A-stage sources contribute to the
load, and the Engset distribution would
be feasible. For simplicity Erlang will be
preferred, leading to a more conservative
dimensioning. Also the assumed inde-
pendence between stages leads to an
overestimation of blocking.

The analysis of a link system is primarily
attributed to C. Jacobæus, and a key for-
mula is the Palm-Jacobæus formula

(65)

where H(k) = P {k particular out of m cir-
cuits are busy, irrespective of the states of
the remaining m - k circuits}. In the bino-
mial case (with n = m) H(k) = ak.

Internal blocking E between an A-column
and a B-column occurs when exactly k
circuits in the C-stage and the remaining
m – k (and possibly others) in the B-stage
are busy. Any value of k, 0 ≤ k ≤ m, may
occur:

(66)

If we use H(k) and introduce the selected
distributions above in stages B and C, we
obtain the remarkably simple expression
for internal blocking (time congestion):

E = E (m,A) / E (m,A/a) (67)

where A is the offered traffic in the C-
column and a is the carried traffic per
link in the B-column. Clearly we must
have a < 1, so that A/a > A, and with
m ≤ n the denominator should normally
be substantially greater than the numera-
tor, thus keeping E much less than 1, as it
ought to be.

If the number of sources in the A-stage is
less than the number of accessible links
in the B-stage (n < m), the formula is
simply modified to

E = E (m,A) / E (n,A/a)

14. 7  Traffic shaping

While the previous effects of traffic dis-
turbance or shaping are unintentional
results of source group or system proper-
ties, traffic smoothing may be used inten-
tionally to obtain better efficiency and/or
better service quality. An unintentional
smoothing happens implicitly by means
of system limitations that lead to call
loss. Loss occurs around traffic peaks to
the effect that peaks are cut off. The
resulting smoothing leads to better utili-
sation of following stages.

The most obvious smoothing mechanism
is queuing. The simplest way of queuing
happens at the traffic source, where the
traffic demands may be lined up to give
near to 100 % utilisation even on a single
server. For comparison, with random
calls and no queuing a requirement of
1 % loss will only give 1 % utilisation,
and 90 % utilisation will give 90 % loss.
If random calls arrive at a queue, the
server utilisation can be increased arbi-
trarily, but only at the expense of increas-
ing waiting time.

Priorities can be used to even out the sys-
tem load. An early example was intro-
duced in the No. 1Ess computer con-
trolled switching system, where detection
of new calls were delayed by low priority
in order to avoid overload while calls al-
ready in the system were being processed.

In state-of-the-art systems like ATM-
based B-ISDN various traffic shaping

mechanisms are employed. There are
several control levels. Traffic demand
may be held back by connection admis-
sion control with the objectives of ob-
taining the intended fairness, quality of
service and utilisation. Further shaping is
carried out within established connec-
tions by means of service related priori-
ties, queuing and discarding of cells. A
major distinction has to be done between
constant bit rate (CBR) and variable bit
rate (VBR) services. Critical CBR ser-
vices are immediate dialogue services
like speech conversation. One-way enter-
tainment services like video and speech
transmission are not so delay-critical,
whereas delay variations have to be con-
tained by buffering. Less delay-critical
are most data services, even interactive
services. These often have a bursty char-
acter, and there is much to be gained by
smoothing through buffering.

A trade-off between delay and cell loss is
common, as a CBR service may accept
high cell loss and only small delay,
whereas the opposite may apply to a
VBR service.

14.8  Repeated calls

The traffic shaping effects as discussed
so far are due to random fluctuations in
combination with system properties and
deliberate control functions. A particular
type of effects stems from system feed-
back to users.

One feedback level is that which reduces
a traffic intent to a lower traffic demand,
because of low service quality expecta-
tions. An abrupt upward change in ser-
vice quality will demonstrate an upward
swing of demand, closer to the intent
(which can never be measured).
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Figure 30  Illustration of internal blocking in a link system
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A feedback effect that can actually be
measured is that of repeated calls. The
traffic terms listed in Chapter 1 includes
several terms related to repeated calls. A
call intent may or may not lead to a call
demand, resulting in a call string of
length n (n = 1,2, ...) that consists of a
first attempt and n – 1 repeated attempts.
A call attempt may be

- blocked: rejected by the network

- abandoned: aborted by the calling user

- successful (fully routed): information
of the called user state is received

- completed (effective): receives an
answer signal.

A successful call attempt is thus one that
has reached the called user, irrespective
of whether the user is available for con-
versation or not. A successful, but
uncompleted call attempt is usually one
that meets a “busy” or “no answer” state.
A successful call is a call that has reach-
ed the wanted number and allows the
conversation to proceed. Completion
ratio can be referred to some point in the
network, and is the ratio of the number of
completed call attempts to the total num-
ber of call attempts at that particular
point.

There is in the literature quite a lot of
repeated calls studies. Modelling has
been based on purely mathematical con-

siderations, or they have been supported
by observation results. Most telephone
users are able to distinguish between fail-
ure causes when attempting to make a
call. An attempted call may result in

- deliberate abandonment

- faulty operation by caller (wrong legal
number is not considered a fault)

- network technical failure

- network blocking (congestion)

- busy called user

- no answer

- completion.

The user reaction will depend on his own
perception of the situation. He may
assume that a technical failure or net-
work blocking will not affect a new
attempt, and thus make an immediate
retry. A busy user will probably stay
busy a few minutes, and it is better to
wait a bit. No answer indicates absence,
and one might rather wait for half an
hour. The worst case is radio or TV
announced competition or voting. With
abbreviated dialling, repeat key or auto-
matic diallers complete network conges-
tion may result. (I have personally – out
of professional interest(!) – made up to a
hundred calls in quick sequence with
repeat key, with no success.)

A repeated call model is shown in Figure
31. The network normally consists of sev-
eral stages, and each stage may be consid-
ered separately. Here it is considered in
aggregated form, and the model is limited
to three elements: 1) calling users, 2) net-
work and 3) called users.

The aggregated model can be simplified
to the completion/non-completion model
in Figure 32, where overall parameters
are identified:

λ = primary attempt rate = call string
rate

r = efficiency rate = completion rate
for all calls

q = probability of repeating a failed
call

γ = total attempt rate 

β = repetition rate = ratio of all
attempts to first attempts

H = persistence.

The parameters λ, r and q are primary
parameters, whereas β, γ and H are cal-
culated:

A-subscr. B-subscr.Network

λ Primary
calls

λ(β-1)
Repeated

calls

γ=βλ
All calls

γ qi γ qf γ (1-r-qi-qf)

γr

λ (1-rβ)
Abandoned
calls

A-subscr. B-subscr.

λ
Fresh
calls

γ=βλ
All calls

γ (1-r)(1-q)
=λ(1-rβ)
Abandoned
calls

γ (1-r)

γr

Completed
calls

γ (1-r)q
=γ-λ
=λ(β-1)
Repeated
calls

Figure 31  Aggregated model for analysis of repeated calls

Figure 32  Simplified repeated call model
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γ = λ/[1 – q(1 – r)]

β = γ/λ = 1/[1 – q(1 – r)] (68)

H = (γ – λ)/γ(1– r) = (β – 1)/β(1 – r)

From the last expression is obtained

β = 1/[1 – (1 – r)H] (69)

This formula can be interpreted as the
result of system properties (including the
state of called user) expressed by com-
pletion rate r and the feedback response
of the user expressed by persistence H.

An example of observations carried out
on a 700 extension PABX is shown in
Figure 33.

Observation results [14] indicate that
failure (non-completion) rate as well as
persistence increases with rank number
from first attempt upward. This should
not be interpreted as an increasing failure
rate and an increasing user persistence
within each string. It means that the hard-
to-reach destinations and the important
call intents among different strings
remain, whereas those other demands
succeed or are abandoned earlier. This

effect may be termed a selection effect.
The selection effect on completion rate
can be calculated by assuming the called
destinations to be distributed according
to an unavailability between 0 and 1. It
can be shown that if the call rate towards
a destination is proportional to the un-
availability, (which is natural if the cause
is a busy state), the failure rate of the ith
call in a string is

fi = Mi+1/Mi; Mi = ith ordinary
moment

A feasible distribution model is the Beta
distribution, as presented in Frame 2.

With parameters α and β we obtain the
expression

(70)

If, however, the call rate towards a desti-
nation is state independent, the failure
rate of the ith call in a string is

(71)

Similarly, there may be some distribution
of the call demands according to urgency.
Again, using a Beta distribution model,
the persistence can be expressed by

(72)

The mean value of the Beta distribution
is M1 = α/(α + β), and the distribution
tends to the deterministic distribution
when α → , β → , so that α/β = M1/
(1 – M1). In such case is seen that fi = f =
constant and Hi = H = constant, inde-
pendent of i.

Observations indicate that apart from the
increasing failure rate with increasing i
there is a distinct jump from i = 1 to i =
2. The reason for this is the state depen-
dence from a failed call to the ensuing
repetitions. The explanation is simple:
Assume an alternation between two des-
tination states, a failure state lasting an
average time 1/γ and an inter-failure state
lasting 1/δ. (Exponential distributions are
assumed, but Erlangian or two-term
hyperexponential also give feasible solu-
tions.) The failure rate of a first attempt,
arriving at random is

(73)

Repetition coefficient: β =     = 1.32

Efficiency rate: r =     = 0.59

Persistence: H =        = 0.59
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Figure 33  Observation results for
repeated calls
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Figure 34  Illustration of interdependence and selection effects for repeated calls

f(x) =
Γ(α + β)

Γ(α) · Γ(β)
xα−1(1 − x)β−1
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i + α

i + α + β
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=
i + α − 1

i + α + β − 1

Hi =
Mi

Mi−1

=
i + α − 1
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∞ ∞

f1 =
δ
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Frame 6

Basic queuing model

From the model given in Figure 12 and the corresponding
state transition diagram in Figure 36 we obtain for the two
regions:

p(i) = (A/i) ⋅ p(i – 1) = (Ai/i!) ⋅ p(0),  0 ≤ i ≤ n

and

p(i) = (A/n) ⋅ p(i – 1) = (An/n!) ⋅ (A/n)i–n · p(0),  n ≤ i ≤ ∞ (76)

with the common expression

p(n) = (An/n!) ⋅ p(0)

The normalising condition requires

since the second sum is a geometric series. This sum is only
defined for A < n. If A ≥ n, the geometric series has an
unlimited sum.

A random call will be put in the queue whenever the instanta-
neous state is i ≥ n. The sum probability of those states are
represented by the second term of the above expression multi-
plied by p(0), so that the waiting probability for a random call
is

(77)

This is Erlang’s waiting formula. It turns out that there is a
simple relationship between the loss formula and the waiting
formula. If the loss and waiting probabilities are termed
E1 = E1(n,A) and E2 = E2(n,A) respectively, then

Thus, as tables and other representations of E1 are available,
E2 is simply determined by inserting the E1 value in this rela-
tion. The relation also demonstrates that always

E2 > E1

While the simple loss system is solved when the loss proba-
bility E1 is determined, the waiting probability E2 is only a
partial solution, as waiting time and queue length may be even

more important. Also the distributions of waiting time and
queue length are interesting characteristics.

It should be noted that the probability of a random call having
to wait is

(78)

while the probability of one or more customers waiting in the
queue is

(79)

Queue length distribution

The distribution of the number of customers in the system is
given by the above expressions of p(i), 0 ≤ i ≤ ∞ (Eq. 76).
Since the number in queue is 0 when i ≤ n and j = i – n when
i ≥ n, the mean queue length is calculated by

(80)

The conditional distribution of queue length j = i – n, given
that there is a queue, is 

pq(j) = p(i)/p(i > n) = (A/n)j ⋅ (n – A)/A,  j = i – n > 0

The mean queue length, when there is a queue (i > n), thus
becomes

(81)

Averaged over all states i ≥ n the length will be

(82)

Waiting time distribution

The distribution of the queue length, given that all servers are
busy (including the zero queue) is given by

This is seen to be the geometric distribution p(j) = (1 – a) ⋅ aj,
where a = A/n.

A customer arriving when there are j in queue will have to
wait (j + 1) exponentially distributed intervals of mean length
1/nµ, where 1/µ = s = service time. This gives an Erlang-(j+1)
distribution, which must be weighted with the j-term of a geo-
metric distribution. Taking the density function we obtain

Geo. distr. Erlang-(j+1) distr.

Exponential distr.
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The corresponding distribution function is

F(t|i ≥ n) = 1 – e–µ(n – A) ⋅ t (83)

The unconditional distribution function, taken over all states
0 ≤ i ≤ ∞, is

F(t) = 1 – E2 ⋅ e–µ(n–A) ⋅ t (84)

It should be noted that F(0) = 1 – E2. That indicates the proba-
bility of zero waiting time, being equal to p(i < n). Thus there
is an infinite probability density in t = 0. It may look like a
lucky – and remarkable – coincidence, that the waiting time
distribution, as given by an infinite sum of geometrically
weighted Erlang-distributions turn out to give an exponential
distribution.

The mean waiting time in queue for those waiting can be
taken directly from the distribution function

w = 1/µ(n – A) = s/(n – A) (85)

Similarly, averaged on all customers, waiting time will be

W = E2 ⋅ w = E2 ⋅ s/(n – A) (86)

Alternatively, waiting times can be found by using Little’s
formula. (Note that the expression of Lq2, not Lq1, as defined
above, must be used):

The next attempt is not random, but con-
ditioned on the previous one encounter-
ing a failure state. Given a calling rate of
λ for repetitions it can be shown by con-
volution that the following failure rates
will be given by

(74)

This is the interdependence effect, caus-
ing a jump from first to second attempt.
The selection and interdependence
effects are superimposed in the failure
rate, whereas only selection effect
applies to the persistence. The indexing
of δ and γ implies the selection effect,
while the indexing of λ is just in case
there is a change of repetition interval
with rank number. A calculated example
is given in Figure 34.

Observations show that when the causes
“subscriber busy” and “no answer” are
compared, “busy” has greater persistence
and shorter repetition intervals. Both
have a distinct jump in failure rate, but
not in persistence, from first to second
call. The selection effect of failure proba-
bility seems to be stronger for “no
answer” than for “busy”.

15  Waiting systems and
queues

Up till now we have made only sporadic
mention of waiting times and queues. In
real life those are too well known con-
cepts. Obviously, there are two parts in a
service situation, the part offering service
and the part seeking service. Both parts
want to optimise their situation, that is to

maximise benefit and minimise cost.
Particularly on the user (service seeking)
side convenience and inconvenience
come into the calculation beside the
purely economic considerations. A simp-
le question is: What is most incon-
venient, to be waiting or to be thrown out
and forced to make a new attempt? The
answer depends on the waiting time and
the probability of being thrown out.

There is also the issue of predictability
and fairness. In an open situation like
that of a check-in counter most people
prefer to wait in line instead of being
pushed aside at random, only with the
hope of being lucky after few attempts at
the cost of somebody else. A similar case
in telecommunication is that of calling a
taxi station. To stay in a queue and get
current information of one’s position is
deemed much better than to be blocked
in a long series of attempts.

In telephone practice blocking is used on
conversation time related parts like lines,
trunks, junctors and switches, whereas
waiting is used on common control parts
like signal senders and receivers, regist-
ers, translators, state testing and connec-
tion control equipment, etc. Blocking is
preferred because of the cost of tying up
expensive equipment and keeping the
user waiting. (Waiting time is propor-
tional to holding time.) This requires a
low blocking probability, less than a few
percent. The high probability of non-
completion caused by “busy subscriber”
or “no answer” (10 – 70 %!) is a signifi-
cant problem. It is alleviated by transfer
and recall services, voice mail, etc.

Another aspect of queuing is that of ser-
vice integrity. For real time communica-
tion the admissible delay and delay varia-
tion is very limited, lest the signal integ-
rity suffers, which severely affects the
use of queuing. On a different time scale
interactive communication also permits
only limited delay. However, it is not a
matter of signal deterioration, but rather
the introduction of undue waiting for the
user.

15.1  Queuing analysis
modelling

The loss systems treated up till now are
sensitive to the arrival distribution, and
we have mostly assumed Poisson arriv-
als. Traffic shaping, in particular over-
flow, changes the arrival distribution,
with significant consequences for the loss
behaviour. With Poisson arrivals a full
availability loss system is insensitive to
the holding time (service) distribution.
Queuing systems, on the other hand, are
in general sensitive to arrival distribution
and holding time distribution as well. It
should be distinguished, therefore, be-
tween various cases for both elementary
processes.

Kendall introduced a notation of the
basic form A/B/C, where A indicates the
arrival distribution, B the service distri-
bution and C the number of servers. If
nothing else is said, an unlimited queue
with no dropouts is assumed. The simp-
lest model for analysis is the M/M/1-sys-
tem, with Markov input and service and a
single server. The notation G/G/n indi-
cates that any distributions are applic-
able. Since dependence may occur, it

fi>1 =
λi + δi

λi + δi + γi

w =
Lq2

λ
=

A

(n − A) · λ
=

s

n − A

W =
L

λ
=

E2 · A

(n − A) · λ
= E2 ·

s

n − A
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State probabilities

Probability of waiting

Queue length
(all-state mean)

Queue length
(mean of queue states)

Queue length
(mean of all n-busy states)

Waiting time distribution F(t | i ≥ n) = 1 – e–µ(n – A) ⋅ t

(all waiting calls)

Waiting time distribution F(t) = 1 – E2 ⋅ e–µ(n – A) ⋅ t

(all calls)

Mean waiting time
(all waiting calls)

Mean waiting time
(all calls)
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Table 4  Characteristics of the M/M/n queue

may be appropriate to point out inde-
pendence by adding I: GI.

The most common indications are:

M ⇒ Markov (Poisson, exponential)
Mb ⇒ Batch-Poisson
D ⇒ Deterministic
Ek ⇒ Erlang-k
Hk ⇒ Hyperexponential-k
Geo ⇒ Geometric.

The Kendall notation may be expanded
by additional terms indicating queue
length, number of sources, queue discip-
line, etc. As there is no standard method,
expansions are better defined in context.

A simple queuing model is given in Fig-
ure 35.

Statistical equilibrium for unlimited
M/M/n queue
The common assumption is that of the
Erlang case for blocking systems, with
the addition of a queue with an unlimited
number of positions and with no drop-
outs. That means an unlimited number of
traffic sources with an aggregated call
rate λ and a service time s = 1/µ, assum-
ing Poisson input and exponential hold-
ing times.

The state transition diagram of Figure 36
is the same as that of the blocking case
(Figure 21), with an unlimited addition of
queuing states. As no dropouts are
assumed, all queue states have the same
departure rate n ⋅ µ. Thus the basic equi-
librium equation

p(i) ⋅ λi = p(i + 1) ⋅ µi+1

applied to the two regions 0   i n and 
n i will have slightly different
parameters:

λi = λ, µi = i ⋅ µ for 0   i n, and
(75)

λi = λ, µi = n ⋅ µ for n i

The analysis based on these assumptions
is given in Frame 6.

Characteristics of the M/M/n queuing
system as presented in Frame 6 is given
in concise form in Table 4.

The term (n – A)
As may be observed in Table 4, all for-
mulas except the single state probabilities
contain the term (n – A). This is a re-
markable and general characteristic of a
queuing system. It indicates an asymp-
totic behaviour, as the denominator in
queue length and waiting time expres-
sions tends to zero, and hence the expres-
sion itself tends to infinity whenever
A → n.

Traffic sources (N)  ⇒   III - - - I   ⇒   ooo------o   ⇒  Served customers

Queue (q)

⇒

Dropouts

Servers (n)

n+1

λ λ

0 1

λ λ
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n

λ

nµ nµ nµ

Server states Queue states

Figure 35 Simple queuing model

Figure 36  State transition diagram for waiting system with unlimited queue
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Since the stability condition is A < n, and
A is the mean value of a stochastic vari-
able, the difference n – A expresses a sur-
plus capacity, also called the traffic
reserve of the system. In theory this
reserve can be fully utilised, but only at
the cost of an infinite queue and unlimit-
ed waiting time.

15.2  A general relation for a
no-loss queuing system

For any queuing system G/G/n we know
that Little’s formula applies. That means
that when we have calculated waiting
times and queue lengths averaged over all
calls, we can directly find total time (T)
and total number (Λ) in system by adding
service time (s) to waiting time (W) and
mean load (A) to queue length (L):

T = W + s (87)

Λ = λ ⋅ T = λ ⋅ (W + s)
= λ ⋅ W + λ ⋅ s = L + A (88)

16  Single server queues

16.1  The M/M/1 queue

By introducing n = 1 for the M/M/n sys-
tem above, we have the single server
Markov queue M/M/1:

Waiting time distribution:
Fw(t) = 1 – A ⋅ e–µ(1 – A) ⋅ t

Sojourn time distribution:
Fs(t) = 1 – e–µ(1 – A) ⋅ t

Waiting probability:
E2 = A < 1

Mean number in queue:
L = A2/(1 – A)

Mean number in system:
L + A = A/(1 – A)

Mean waiting time:
W = s ⋅ A/(1 – A)

Mean sojourn(response) time:
T = W + s = s/(1 – A)

For comparison the M/M/1 loss system
has a loss probability of E1 = A/(1 + A).
If e.g. A = 0.9, then E1 = 0.47 and
E2 = 0.9. This means that nearly half of
the calls are lost in the loss system, while
in the waiting system 90 % will have to
wait. The average queue length will be
8.1 and mean response time 10 ⋅ s. Thus
the important parameter for a waiting
person is the length of the service time s.
The response time in this case is ten
times the service time. However, if the
service time is, say, 10 milliseconds, the
response time is hardly noticeable. A ser-

vice time of 1 minute, on the other hand,
would leave the person waiting for 10
minutes! This illustrates how the service
time is a very crucial parameter under
otherwise equal load conditions, and it
also indicates important reasons for the
choice between loss and waiting.

16.2  The M/G/1 queue

The M/G/1 queue is the one-server case
with Poisson arrivals with parameter λ
and a mean service time s with any distri-
bution. There is no simple explicit
expression of the queue and waiting time
distributions, but there are fairly simple
Laplace transform expressions. For the
waiting time distribution we have:

(89)

where fs*(s) is the Laplace transform of
the service time distribution density func-
tion. The mean value of the waiting time
in the general case can be determined by
differentiation of fw*(s) = s ⋅ Fw*(s). This
differentiation leads to a 0/0-expression.
By L’Hopital’s rule applied twice (differ-
entiating numerator and denominator
separately), the result is obtained

In the M/M/1 case we have

leading to

with the inverse transform

Fw(t) = 1 - A ⋅ e-µ(1 - A) ⋅ t (90)

in accordance with the previous result for
M/M/1.

A direct basic approach (without the use
of transforms) can be used to find mean
values. Little’s formula is again a useful
tool. The mean waiting time for an arbi-
trary arrival can be determined as the
sum of remaining service for the custom-
er being served and the full service times
of those ahead in the queue. If the system
is empty, there will be zero waiting time,

while in a non-empty system the remain-
ing time for the customer in service (for
any distribution) is given by ε /2µ = (c2 +
1)/2µ. (See section 10.1). Weighted by
the probability of a non-empty system, A,
this gives an average contribution A ⋅
ε/2µ. The number of customers in the
queue is, according to Little’s formula,
L = λ ⋅ W. Each of those in queue will
need on average a service time s = 1/µ,
leading to L ⋅ s = λ ⋅ W ⋅ s = A ⋅ W. Thus,
the overall mean waiting time can be
expressed by the implicit equation

(91)

The formula is known as the Pollaczek-
Khintchine formula. Since ε = 2 for an
exponential distribution, we obtain our
previous result W = A ⋅ s / (1 – A). The
minimum value ε = 1 applies to the
deterministic distribution, with the result
W = A ⋅ s/[2 ⋅ (1 – A)]. For a hyperexpo-
nential distribution with parameters
p = 0.9, λ1 = 1 and λ2 = 1/11 (to give
λ = 0.5) we have ε = 6.5, which implies a
waiting time 3.25 times that of an expo-
nential distribution and 6.5 times that of
a deterministic distribution.

The mean queue length of the M/G/1 sys-
tem is given straightforward by Little’s
formula

16.3  The GI/M/1 queue

In this case the queue behaviour is identi-
cal to that of the M/M/1 case, while the
arrivals behave differently. The tech-
nique of embedded Markov chains is a
useful tool, as one can focus on the sys-
tem state immediately before an arrival
instant. If the probability of the server
being busy at that instant is σ, then the
corresponding state probability is given
by the geometric distribution p(i) =
(1 – σ) · σi, (with the mean value σ/(1 –
σ)). Since the service is Markovian, we
can use the same type of calculation for
the waiting time distribution as that of
the M/M/n system for a product sum of
Erlang and geometric distributions, to
give

Fw(t) = 1 – e–µ(1–σ) ⋅ t ;
(92)

Gw(t) = 1 – Fw(t) = e–µ(1–σ) ⋅ t

Fw ∗ (s) = L {Fw(t); s}

=
1 − A

s − λ [1 − fs ∗ (s)]

W = A ·

ε

2µ(1 − A)

ε =
fs ∗

′′ (0)

fs ∗
′ (0)2

= M2/M
2

1

fs ∗ (s) =
µ

s + µ

Fw ∗ (s) = (1 − A) ·
1 + µ

s

s + µ(1 − A)

W =
A · s · ε

2 + A · W
⇒ W =

A · s · ε

2 · (1 − A)

L = λ · W =
A2

· ε

2 · (1 − A)
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Since Gw(t) is the survivor function, it
means the probability of the last previous
arrival still being in the system. If the
arrival interval distribution is given by
density f(t), then P{t < arrival interval t
+ dt} = f(t) ⋅ dt. The product of the two
independent terms, Gw(t) ⋅ f(t)dt, implies
that the next arrival happens in the inter-
val (t, t + dt), and that there is still one or
more customers in the system. By inte-
gration over all t we obtain the implicit
equation for determination of σ:

(93)

It is immediately seen that if f(t) = λe–λt,
then σ = λ/µ, and we get the M/M/1
solution as we should.

By analogy it is clear that the mean val-
ues of waiting and sojourn times, which
are related to calls arriving, and queue
lengths as observed by arriving calls, are
given by formulas identical to those of
M/M/1, only that the mean load A is
replaced by the arrival related load σ.
Taken over time the mean values of num-
ber in queue (Lq) and number in system
(Ls) are found by Little’s formula, based
on mean waiting time:

(94)

Example
In Table 5 is given an example set with
arrival interval distributions:

- Deterministic

- Erlang-2

- Exponential

- Hyperexponential (H2).

For the H2-distribution is chosen p = 0.9,
λ1 = 1.0 and λ2 = 1/11, like in the M/G/1
example previously, and two more cases:
p = 0.75/0.95, λ1 = 1.0/1.0 and λ2 =
0.2/0.0476. Arrival rate is chosen at
λ = 0.5 (consistent with the H2-examp-
les) and service time s = 1/µ = 1.0. Mean
load is A = λ/µ = 0.5, and service is
exponential.

The examples in the table indicate that
waiting time and queue length increase
with the form factor, but in a non-linear
way. This is different from the M/G/1
case, where there is strict proportionality.

16.4  The GI/GI/1 queue

When no specification is given for the
distributions of arrival and service pro-
cesses, other than independence within
each process and mutually, then there are
few general results available concerning
queue lengths and waiting time. A gen-
eral method is based on Lindley’s inte-
gral equation method. The mathematics
are complicated, and it will not be dis-
cussed any further. There are a lot of
approximations, most of them covering a
limited area with acceptable accuracy.
According to the Pollaczek/Khintchine
formula for M/GI/1 two moments of the
service distribution gives an exact solu-
tion. The GI/M1 case is shown to be less
simple, and even though most approxi-
mations for the GI/GI/1 queue apply only
two moments for both distributions, it is
clear that even the third moment of the
arrival distribution may be of impor-
tance.

According to [15] a reasonable approxi-
mation for high loads (A→ 1) is the one
by Kingman [16], which is also an upper
limit given by

(95)

where ca and cs are coefficient of varia-
tion for arrivals and service respectively.

We immediately recognise the basic
terms giving proportionality with load
(A) and service time (s) and the denomi-
nator term 2(1 – A). Next is the strong
dependence on second moments. The
formula approaches the correct value for
M/M/1 when A → 1. Otherwise it is not a
good approximation. An adjustment fac-
tor has been added by Marchal [17]:

(1 + cs
2)/(1/A2 + cs

2) (96)

This gives the correct result for M/G/1
irrespective of load.

A better adjustment to Kingman’s for-
mula has been introduced by Kraemer
and Langenbach-Belz [18], using an
exponential factor containing the load as
well as the coefficients of variation. Dis-
tinct factors are used for the two regions
ca ≤ 1 and ca ≥ 1. The best general app-
roximation over a wide range seems to be
that by Kimura [19]:

(97)

Here, σ is the mean load immediately
before an arrival, like the one in the
GI/M/1 case, given by an integral equa-
tion. Thus the real distribution (not only
first and second moments) is taken into
account. Calculation is not straightfor-
ward because of the implicit solution.

Another proposal [20], [21] is based on a
three moment approach for arrivals,
applying a three-parameter H2 distribu-
tion. The three-moment match is much
more flexible than the two-moment
match, and it can be used to approximate
a general distribution of the type where
ca ≥ 1. The approximation utilises the
property of the H2 distribution that it can
model two extremes by proper choice of
parameters:

1 Batch Poisson arrivals with geometric
batch size

2 Pure Poisson arrivals.

Exact solutions are available for the
whole range of H2/M/1 between the
extremes Mb/M/1 and M/M/1. In the gen-
eral service case the extreme points
Mb/GI/1 and M/GI/1 have known exact
solutions. A heuristic interpolation be-
tween those two points can then be
attempted for the GI case in analogy with
the known M case. A plot for the waiting
time as a function of the third moment is
shown in Figure 37.

Distribution Load at arrival (σσ) Waiting time (W) = Form factor (εε)
Queue length (L)/λλ

Deterministic 0.2032 0.255 1.0

Erlang-2 0.382 0.618 1.5

Exponential 0.5 1.0 2.0

Hyperexponential-2 0.642 1.79 3.5

" 0.74 2.85 6.5

" 0.804 4.11 11.5

Table 5  Example with mean load A = 0.5 of GI/M/1 system
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The relative moments r = M2/2M1
2 = ε/2

and q = M3/6M1
3 are chosen so that

r = q = 1 in the exponential case. The
two extremes occur when q = qo = r2 and
q = q =    . qo = r2 is the smallest
possible value of q.

The Mb/GI/1 and M/GI/1 waiting times
are given, respectively, by

and

where εa and εs are arrival and service
form factors. (It may be noted that the
asymptotic form of the upper formula
when A → 1 is identical to that of King-
man’s.) The obvious approach is to find a
multiplier function varying between 1
and 0 for the second term in the Mb form.
This function would naturally contain at
least the relative third moment q and pos-
sibly r and A, f(q, r, A). The waiting time
approximation based on this approach
will have the form

(98)

Suggested forms of f(q, r, A) are given in
[20] and [21], along with simulation
results and comparisons with other
approximations. The effect of the third
moment is not included in any of the
other approximations, except for
Kimura’s, where it is implicitly account-
ed for by the determination of σ. As an
example of the third moment effect one
can simply compare the two limiting for-
mulas above with identical values of A,
εa and εs. The extreme q-values are qo =
(εa/2)2 and q =     . As an illustration we
see that if the load is A = 0.5, the service
is deterministic, εs = 1, and the arrival
distribution has a coefficient of variation
ca = 2(εa = 5), then we obtain the striking
result for the third moment influence that

W(qo) = 7 ⋅ W(q ) (!)

16.5  Queue disciplines

Throughout the previous considerations
we have assumed the queuing principle
of first in – first out, or first come – first
served (FIFO = FCFS). That seems a fair
principle at the outset. There are, how-
ever, good arguments for the application

of other principles. Last in – first out
(LIFO), also called the stack principle,
may have advantages in technical solu-
tions. One example is in an overload
situation to apply LIFO to push out those
who have waited longest, and thus bring
down the mean waiting for those who
succeed. Service in random order (SIRO)
may help circumventing faulty equip-
ment and equalise mechanical wear.
Mean waiting time is independent of the
mentioned disciplines, since the sequence
is not in any way dependent on the ser-
vice time, whereas the distributions are
different.

From everyday life we may have observ-
ed, and even experienced, that a custom-
er with a huge basket of goods arrives at
the counter just ahead of the next one
carrying only a loaf of bread. If the first
lets the second bypass him, he loses only
a moment, whereas the other saves a lot
of time. This is an example of the disci-
pline of shortest job first (SJF). Clearly,
the job of the clerk at the counter is the
same, still the mean waiting time is
reduced. The explanation of this little
paradox is that each customer represents
different load on the server (clerk). Say
that the first customer has n1 = 20 pieces
against just n2 = 1 piece for the second
customer. The swapping between them
reduces the total waiting time from 0 +
20 = 20 to 0 + 1 = 1. However, weighting
the waiting time by the number of pieces
leads to a change from 20 ⋅ 0 + 1 ⋅ 20 =
20 to 1 ⋅ 0 + 20 ⋅ 1 = 20, i.e. the weighted
result is unchanged by the swapping.

If three messages of lengths 1, 3 and 10
are to be transmitted, we can compare the
mean waiting times and find a strong
sequence dependence, whereas the
weighted means are identical:

m3=10, m2=3, m1=1
___________________|________|___

Mean wait: w = (0 + 1 + 4)/3 = 5/3
Weighted mean: 1⋅0 + 3⋅1 + 10⋅4 = 43

m1=1, m2=3, m3=10 
___|_______|_________________

Mean wait: w = (0 + 10 + 13)/3 = 23/3
Weighted mean: 10⋅0 + 3⋅10 + 1⋅13 = 43

The SJF discipline reduces the total wait-
ing time to a minimum, while the system
load is unchanged. Queue disciplines and
priorities are studied to a great extent by
Kleinrock [14], and further studies are
referred to that source.

A particularly interesting case is that of
Round Robin (RR), with the limiting
case Processor Sharing (PS). Customers
arrive in a FIFO queue, but instead of
finishing each job when it is being serv-
ed, only a fixed element of service time
is allotted, whereafter the job is returned
to the queue input. Thus the number of
times a job is given a fixed element of
service is proportional to the job size.
The result is identical to that of a parallel
service, where each of k customers has at
his disposal 1/k of the processor capacity.
PS has some nice properties:

- Response time is proportional to the
service time of each job (fairness).
Hence also waiting time is proportion-
al to service time.
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Figure 37  The influence of the third moment of the arrival interval distribution
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- Mean response time depends only on
mean value (not higher order mo-
ments) of service time

- For exponential service times a job
with mean service time will have
response time equal to that of a batch
system. Shorter jobs come out better
and longer jobs worse in PS than in
batch. In this sense PS comes between
batch and SJF.

17  Queuing network
analysis

Up till now we have considered only sin-
gle nodes, whether loss systems or
queues. In this article we have no ambi-
tion of making any thorough investiga-
tion into networks, as it is a rather comp-
licated matter that would far exceed the
present aim.

A network model consists of nodes and
links. In traditional networks signal prop-
agation time is of no particular concern.
Radio propagation has a speed of
300,000 km/s, and for cable transmission
the assumption is roughly 200,000 km/s.
Thus the one-way delay via a geostation-
ary satellite is 0.25 seconds, and that of a
cable transmission halfway around the
globe 0.1 seconds. Compared to tele-
phone set-up and conversation times
those delays are short, whereas in a real
time dialogue the 0.25 second delay is
critical. The delay on a 500 m local area
network is 2.5 µs, corresponding to trans-
mission of 25 bits with 10 Mb/s transmis-
sion speed. With a CSMA/CD access
system even that short delay is of signifi-
cance. The interesting parameter is the
Propagation time – to – Transmission
time ratio: Tp/Tt = a. Propagation time is
a fixed value irrespective of signal type,
whereas transmission time is proportion-
al to frame length in bits and inversely
proportional to the bit rate.

For simple one-way transmission mes-
sages may be chained continuously at the
sending end, and a utilisation of U = 1
can be obtained. If, on the other hand,
after one transmission a far end user
wants to start sending, the utilisation will
be maximum

U = 1/(1 + a) (99)

In data communication flow control is
often performed by acknowledgement,
adding one propagation time (plus a neg-
ligible transmission time) to one trans-
mission time and one propagation time in
the forward direction. Thus the gross

time used per transmitted information
frame is Tt + 2Tp, and the utilisation
(transmission efficiency) is

U = Tt/(Tt + 2Tp) = 1/(1 + 2a) (100)

Transmission of a 1 kb frame with
acknowledgement at 64 kb/s over a 10
km cable gives a utilisation U = 0.994,
whereas the same communication over a
satellite leads to U = 0.06.

In these estimates we have assumed that
all transmitted data is useful information.
There will always be a need for some
overhead, and the real utilisation will be
reduced by a factor I/(I + O), where
I = information and O = overhead.

17.1  Basic parameters and
state analysis

The discussion above is included to give
a realistic sense of the propagation delay
importance. In the following approach
we assume that the signal delay may be
neglected, so that a utilisation U = 1 can
be obtained. In data communication net-
works information messages are usually
sent as serial bitstreams. Messages may
be sent as complete entities, or they may
be subdivided in frames as sub-entities
sent separately. The time that a link is
occupied, which is the holding time in a
traffic context, depends on the transmis-
sion capacity C. In a similar way a com-
puter may be considered a server with a
certain capacity C. C may be measured
arbitrarily as operations per second or
bits per second. We can define a service
time by 1/µC, being the time to complete
a job, whether it is a computer job or a
message to be transmitted. Examples are

1 C: operations/second
1/µ: operations/job
µC: jobs/second

2 C: bits/second
1/µ: bits/message
µC: messages/second

If we stick to the second example, µC
means the link capacity that is obtained
by chaining messages continuously on
the link. Assuming that the messages
arrive at a rate λ < µC, we obtain an
average load on the link A = λ/µC. Note
that the product µC here replaces µ in
previous contexts. In a data network the
dynamic aspect of a flow of messages
along some path is often emphasised.
The number of messages per second, λ,
is often termed the throughput. The link
load A expresses the number of messages
arriving per message time, and is thus a
normalised throughput.

Assume a network of N nodes and M
links. The total number of message
arrivals to (= number of departures from)
the network per second is

(101)

where γjk is the number of messages per
second originated at node j and destined
for node k. For an arbitrary node i the
total number of arrivals per second
(external and internal) is

(102)

where pji = P{a customer leaving j pro-
ceeds to i}. Since a customer can leave
the network from any node,

P{departure from network at node i} =

If each node i is an M/M/ni system,
departures from each node is Poisson,
and the nodes may be analysed indepen-
dently. This leads to the important prop-
erty of product form solution for the net-
work, which means that the joint prob-
ability of states ki can be expressed as the
product of the individual probabilities:

p(k1, k2, …, kN) =
p1(k1) ⋅ p2(k2) ⋅ … pN(kN) (103)

The solution for pi(ki) is the one develop-
ed for the M/M/n waiting system, equa-
tions (76):

p(i) = (A/i) ⋅ p(i – 1) = (Ai/i!) ⋅ p(0),
0     i n

and

p(i) = (A/n) ⋅ p(i – 1) =
(An/n!) ⋅ (A/n)i–n ⋅ p(0),
n i

17.2  Delay calculations

Delay calculations are fairly simple for
the network of M/M/1 nodes. The
sojourn time at a node i is expressed by

Ti = 1/(µCi – λi) (104)

The average message delay in the net-
work can be expressed by [14]:

(105)
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Since the calculated delays are those of
the M/M/1 sojourn times, node process-
ing times and link propagation delays
should be added to give complete results.

18  Local area networks
Up till now the traffic system description
and analysis has assumed very simple
methods of access to the available
servers. That is assured by having only
one access point at each end of a link.
Simultaneous occupation from both ends
is resolved before any user information is
transmitted. Competition for resources is
resolved by rejection of attempts or by
queuing. In multi-access systems compe-
tition can be handled by means of polling
by a control node, by handing over send-
ing permission (token) from node to
node, or simply by trying and (if neces-
sary) repeating.

18.1  The ALOHA principle

The simplest assumption for transmission
over a common channel, whether it is a
frequency band for radio transmission or
a local bus, is the one called ALOHA.
The normal Poisson case of an unlimited
number of independent sources each with
an infinitesimal call rate to give a result-
ing finite total call rate is assumed. Each
transmission is assumed to last one time
unit. There is a common control node to
detect collisions between transmissions,
and all sources have the same delay to
the control node. Collisions result in
retransmissions. At very low offered
rates, collisions are very unlikely, and
throughput will be equal to offered traf-
fic. With growing call rates the number
of collisions will increase, thus increas-
ing the number of retransmissions, and
after passing a maximum the throughput
will decrease with increasing call rate,
until virtually nothing is let through.
When one packet is being transmitted, a
packet from another station will partially
overlap if transmission starts within a
time window twice the packet length.

A simple deduction leads to the formula
for throughput

S = Ge–2G (106)

where G = number of transmitted packets
per time unit. That includes primary
transmissions and retransmissions as
well. We see that S' = dS/dG = e–2G(1 –
2G) = 1 for G = 0, and S' = 0 for G = 0.5
and G =     . Thus, Smax = 0.5/e = 0.18.

An improvement is obtained by synchro-
nising transmission in time slots to give
slotted ALOHA. Thus collisions only

happen in complete overlaps, and the
critical period is one time unit instead of
two, to give

S = Ge–G (107)

with Smax = 1/e = 0.37 for G = 1.

18.2  The CSMA/CD principle

The ALOHA analysis can be modified
by taking into account delays. When the
simple form is used, it can be supported
by the fact that it has been used mostly
with low rate radio transmission, where
the propagation delay is short compared
with the packet transmission time
(a = Tp/Tt << 1).

In high capacity networks the propaga-
tion time is of great importance, even at
short distances. The CSMA/CD (Carrier
sense multiple access/Collision detec-
tion) principle is based on a station
listening to the common bus when it
wants to send, and to back off when
busy. Collision detection is used to stop
sending immediately. A station A at one
end of the bus starts sending a packet that
reaches a station B at the other end after a
time Tp. Just before this instant station B
still finds the bus free and starts sending.
Station A detects the collision at 2Tp after
it started sending. We assume the time
divided in slots of length 2Tp and the
probability of exactly one station
attempting a transmission in a slot is Q.
(1 – Q) then expresses the probability of
either no attempt or a collision. The aver-
age number of time slots before a
successful transmission is given by the
geometric distribution (1 – Q)i ⋅ Q with
mean (1 – Q)/Q. The normalised
throughput now can be expressed by

(108)

The maximum of Q is obtained from the
binomial distribution for equal load by
all N stations

Qmax = (1 – 1/N)N–1 → 1/e

to give

(109)

Examples:
a = 1.0, limS = 0.22; a = 0.1, limS = 0.74;
a = 0.01, limS = 0.97

A lower number of stations gives a high-
er throughput with the same offered load.
Q, and thus the throughput, will be re-
duced with a lower offered load because
of more unused slots or with a higher
offered load because of more collisions.

18.3  The Token Ring principle

Sending permission is distributed in a
fair way by passing a token sequentially
from station to station along a ring. We
do not discuss the many variants of token
ring (priorities, multiple tokens etc.). In
the simple version, a station A receives a
free token, sets the token busy and puts it
at the head of a message to some station
X. After reception, X returns the message
with busy token along the ring back to A
as an acknowledgement. As soon as A
has finished sending and has received the
busy token, A passes it on as a free token,
which is picked up by the first station,
say B, that has something to send.

As before we assume a message trans-
mission time Tt and a full ring propaga-
tion time Tp, with a = Tp/Tt. Maximum
throughput is obtained when all stations
have messages ready to send. Equal time
distance along the ring is assumed: Tp/N.
Two cases occur:

(110)

We see that the throughput for Token
Ring as well as for CSMA/CD gains by a
low a = Tp/Tt-ratio. A large number of
stations has opposite effects, with an
advantage for Token Ring, but the main
distinction is that of collision or no colli-
sion. Thus Token Ring may well obtain a
throughput (utilisation) of > 0.9, whereas
CSMA/CD would experience congestion
at a much lower point.

19  Mixed traffic and high
capacity systems

The main focus of the article has been
basic traffic relations and models based
initially on telephone traffic relations.
However, also data traffic has been dis-
cussed, and the distinct burstiness of such
traffic has been pointed out. (See for
instance Figure 10.) There is far less
knowledge available on real data traffic
than that of telephone traffic. The two
main reasons for this are 1) the long tra-
dition (~ 90 years) of studies, and 2) the

∞

S =
Tt

Tt + 2Tp(1 − Q)/Q

=
1

1 + 2a(1 − Q)/Q

lim
N→∞

S =
1

1 + 2a(e − 1)

a ≤ 1 : S =
Tt

Tt +
Tp

N

=
1

1 +
a

N

a ≤ 1 : S =
Tt

Tp +
Tp

N

=
1

a(a + 1

N
)
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much greater regularity of the latter. One
should also point out the much greater
variety in transmission speeds of data
traffic. Telephone traffic uses a normalis-
ed bit rate of 64 kb/s, and it is of real
time dialogue type. Data traffic occurs
over a scale of some 7 decades (50 bits/s
– 500 Mb/s) and increasing; usually the
real time requirements are much more
relaxed. Telephone conversation is sensi-
tive to overall delays above 250 milli-
seconds. Geostationary satellites alone
introduce 250 ms propagation delay,
whereas terrestrial global communication
stands for up to 100 ms. The 48 byte cell
structure of ATM introduces 125 µs x 48
= 6 ms. Delay per node should be in the
order of magnitude of no more than 1 ms.
The corresponding sensitivity for most
data types may vary from a few hundred
milliseconds to hours! A particular con-
sideration is that of synchronising the
services in a multi-service communica-
tion, leading to stricter delay limits. With
strict synchronisation as a requirement
the slowest service (e.g. video pictures)
is determinant, and may lead to inconve-
nient voice delay.

Most networks up till now have been ser-
vice dedicated networks. Notorious are
the fixed rate switched telephone net-
work on one side and the non-switched
distribution networks for sound (radio)
and video (television) on the other. (The
pre-scheduled, pure distribution networks
of radio and TV are less interesting from
a traffic point of view.) The partly fixed
and partly variable bit rate dedicated data
networks still cater for much lower traf-
fic volumes than the former two, as mea-
sured in bits/s.

Some studies [22] seem to indicate that
with mainly the present types of services
it will take many years until data traffic
approach telephone traffic in aggregated
volume as measured by bits/s. The types
of services that will have to take off in
order to change this picture are wide-
spread video telephones and video-on-
demand in the residential sector and large
file transfers for high resolution graphics
and video in the business sector. A dis-
tinct development is that of high rate
bursty communication to the desktop, re-
quiring big bandwidth to the user.

There are great potential gains in integra-
tion of different service types for the fol-
lowing reasons:

- common infrastructure

- better utilisation caused by volume
(Erlang’s formulae)

- smoothing by mixing of traffics

- shaping, control and management
means in new high capacity systems.

Against these advantages count scale dis-
parities that tend to offset the single ser-
vice optimums.

19.1  Classification of high rate
data types

Studies within RACE projects [23] have
identified five application types in inte-
grated high capacity systems (B-ISDN):

- file transfer without real time require-
ments (text, image, video, audio)

- remote access interactive retrieval
functions with high demands on delay
and synchronisation (incl. video)

- joint editing/viewing with annotation,
transmission of changes, synchronised
video/audio

- bursty communication with high
demand for flexible access and band-
width

- widespread access, typically for video-
on-demand and videotelephony.

An example of data traffic is previously
given in Figure 10. Other examples are
shown in [24]. Some data for traffic on a
2 Mb/s link of the academic network
UNINETT are shown in Figure 38. The
traffic is typically a mixture of electronic
mail, remote access, file transfer, info
search and broadcast. The last two ser-
vices are the more recently developed
services on WWW (World Wide Web).

Another example in Figure 39 shows
observation results from SUPERNETT,
an experimental inter-university/research
institute national network operating at
34 Mb/s. Also here various traffic types
are mixed. However, there is no interna-
tional traffic, and super-computer remote
access is included.

For simplicity only one-way traffic (out-
going Trondheim – Oslo) is plotted. It
should be noted that the plots are random
samples, though they seem to give a typi-
cal picture. The much greater bitrate vari-
ation of the high-speed link is notable.
The 24-hour and 1-hour profiles are
based on a resolution of 10 seconds,
whereas the week profiles use 15 minute
resolution. Both examples are supplied
by the UNINETT A/S company.
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19.2  Traffic management in
high capacity systems

The agreed protocol of high capacity
transmission systems for B-ISDN is
ATM (Asynchronous Transfer Mode).
The intention has been to obtain a ubiqui-
tous format to cover the needs of all
types of services, whether high or low
speed, synchronous or non-synchronous,
one-way or dialogue, real time, interact-
ive or file transfer.

The performance measures of the cell-
based transmission system are related to
the call connection phase or the informa-
tion transfer phase. In the call connection
phase the main criteria are rejection
(blocking) probability and delays of set-
up, release and in-call changes. In the
information transfer phase the main crite-
ria are error, loss or misinsertion of cells
and cell delay and delay variations.

In an environment with many high-speed
devices having access to the network
there is the risk of some users monopolis-
ing the available capacity. It is, therefore,
necessary to use some admission control
according to a contract, and after the
admission carry out a control that the
contract is adhered to, employing some
kind of police function.

The distinction between VBR (variable
bit rate) and CBR (constant bit rate) is
important. For CBR the peak cell rate is
the most important parameter, while for
VBR the sustainable cell rate is of prime
interest.

A particular problem in ATM and similar
multi-rate systems is the inequitable
blocking of high-rate and low-rate trans-
mission. The latter will find enough
capacity very often while the former is
blocked. Since in practice the bandwidth
needs tend to be extremely different (sev-
eral decades), one solution is to dedicate
separate resources to larger rates and
common resources to be shared by all
kinds of demands. The main objective
may not be full fairness among demands,
but to keep blocking below specified lim-
its and maintain a high utilisation.

To improve the performance, traffic
shaping is applied to reduce peaks where
the type of traffic (e.g. VBR) permits
such influence.

Traffic analysis of a multi-service system
like ATM is quite complicated. The anal-
ysis may focus on different levels: cell
level, burst level or call level. There is a
great number of publications on the sub-
ject. Methods of analysis are discussed in

[25] in this issue. The limitation of ana-
lytical methods is pointed out in [26],
claiming that measurements are indi-
spensable, and artificial traffic generation
for that purpose is described. Also simu-
lations encounter particular problems.
The strict cell loss requirements (10–9 –
10–11 cell loss ratio) lead to very long
simulation runs in order to obtain accept-
able confidence. Speed up methods are
discussed in [27].

20  Concluding remarks
The main objective of the present article
is to offer an introduction to the vast area
of teletraffic problems in a way that
makes it readable without requiring a
deep prior knowledge of the subject.
Even the indispensable instrument of
mathematics is kept at what is deemed a
minimum in extension as well as level of
difficulty. Some extension for those
interested is provided within separate
frames.

It is sensible to keep in mind that on one
side this basic presentation lacks some
mathematical strictness, when seen from
a mathematician’s fundamental point of
view. On the opposite side there is the
area of applications, where even much
more is lacking. It may suffice to men-
tion modelling of various systems and
the corresponding statistical distribu-
tions, methods of analysis, simulations,
matching methods, dimensioning prin-
ciples, measurement methods and corre-
sponding theory, statistical confidence,
prognosis, as well as all the new aspects
connected with the rapid development of
technology. A serious treatment of all
those aspects would require many vol-
umes, which is in fact the case, consider-
ing the extensive specialised literature of
the field.

In spite of these reservations it is the
belief of this author that the article may
be applied as a stand-alone presentation
of the subject of teletraffic, as well as a
useful introduction that can support
further studies.
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In this special teletraffic issue of the jour-
nal Telektronikk most attention naturally
focuses on the state of the art problems.
Those problems are as sophisticated and
as diverse as the technologies and the
applications themselves. Still the editor
deems it highly appropriate to throw a
glance back at the roots of the theories
that have developed so impressively dur-
ing close to ninety years. It all began in
the days of transition from manual to
automatic telephony, with extremely
simple network structures, one type of
service and a very limited number of
users. Still, the basic concepts that were
identified at the time are valid even
today.

The Danish scientist and telephone labo-
ratory manager Agner Krarup Erlang
(1878 – 1929) has been called “the father
of teletraffic theory”. Among several
works on statistics as well as electrotech-
nical matters, most of them related to his
profession within the  telephone busi-
ness, one work published in 1917 is gen-
erally recognised as his most important
contribution. That paper contains among
other things the famous B-formula. The
publication and the formula are explicitly
mentioned in the original proposal of
1943 that later led to the CCIF decision
of 1946 to adopt “Erlang”1 as the unit of
traffic intensity.

In 1948 the Danish Academy of Techni-
cal Sciences published in the Academy’s
Transaction series “The Life and Works
of A. K. Erlang” [1] by authors E. Brock-
meyer, H.L. Halstrøm and Arne Jensen.
The publication was a highly laudable
initiative, as the book contains a brief
biography along with all the essential
written works by Erlang, as well as eluci-
dating articles extending on Erlang’s
theories in an updated mathematical
form. Also, explanatory comments on
each one of the included papers are offer-
ed. A second edition reprint appeared in
1960 in Acta Polytechnica Scandinavica.

Most of Erlang’s publications were origi-
nally written in Danish and published in
Danish journals of mathematics, physics
or electrotechniques. Many were later
published in foreign journals in English,
French and/or German language. In [1]
they all appear in English translation.
Also a previously unpublished work is
included.

Apart from a few mathematics studies
and some mathematical tables, most of
Erlang’s works fall into two main
groups: stochastic processes, with appli-
cation to telephone traffic, and elec-

trotechniques, mainly with application to
signal transmission and measurements.
Within both areas he utilises mathematics
as the main tool. His works within the
area of stochastic processes have had the
most profound influence on later devel-
opments.

The first important publication appeared
in Nyt Tidsskrift for Matematik in 1909,
where he applies basic probability theory
to the case of random calls, showing that
the number of calls arriving within a
given length of time is given by a Pois-
son distribution. Also, waiting time is
treated in an initial way.

The reason for mentioning the 1909
paper in particular here is threefold:
firstly, it indicates the beginning of the
main work that Erlang carried out later;
secondly, Erlang here (as also frequently
later) relates his work to previous
attempts at using probability theory as a
tool in telephone traffic, with a special
tribute to F. Johannsen; and thirdly, he
makes the introductory statement that
“... a special knowledge of telephonic
problems is not at all necessary for the
understanding [of the theory] ... ”, this
statement indicating the more general
applicability of the theory.

In the eight years following his 1909
publication, Erlang seems to have been
preoccupied with his assignment as a
leader of the laboratory, as he mainly
came out with electrotechnical work and
presentation of numerical tables.

The already mentioned principal paper
by Erlang , first published 1917 in Dan-
ish in Elektroteknikeren, later appeared
in British, German and French journals.
In ref. [1] the paper appears in English
translation: Solution of some Problems in
the Theory of Probabilities of Signifi-
cance in Automatic Telephone
Exchanges. In this paper the two main
formulas connected with Erlang’s name
both appear, the blocking formula (B-for-
mula) and the delay formula (D-for-
mula).

Erlang’s initial assumption in mathemati-
cal modelling of blocking and delay is
the more difficult proposition of constant
rather than exponential holding times. He
arrives at the results that the assumption
is of no consequence for the blocking
probability, whereas for waiting time the
exponential distribution means a great
simplification, permitting the simple
form of the D-formula for the waiting
probability. For this case even the wait-
ing time distribution in its general form

is given without proof, along with mean
waiting time. An initial discussion of
gradings is also included, as a prelude to
the later (1920) presentation of his inter-
connection formula.

Erlang applied with explicit mention the
concept of “statistical equilibrium”, and
in later presentations he used the graphi-
cal tool of state transition diagrams. It is
clear from Erlang’s works that he was
fully aware of the significance of distri-
butions, with consequences far beyond
mean values. In particular, he studied
holding time distributions, with focus on
exponential and constant time intervals.
He treated the serial addition of exponen-
tial times, leading to the distribution that
also carries his name (the Erlang-k distri-
bution), and which is a general form,
with constant and exponential distribu-
tions as limit cases.

In retrospect the scientific work of A. K.
Erlang is quite impressive as a pioneer-
ing work, considering his understanding
of the basic concepts, and his ability to
formulate in concise mathematical terms
the essential properties of telephone traf-
fic in a way that opened the road of anal-
ysis and system dimensioning that have
later proved so successful. Certainly,
efforts in that direction had already been
initiated by others, and simultaneous
embryonic work was under way by a
handful of other people. However,
nobody challenges the unique position of
A. K. Erlang on this arena.

In tribute to Erlang’s pioneering work it
is appropriate to include in the present
teletraffic issue of Telektronikk a reprint
from reference [1] of the 1917 publica-
tion.
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sent article (p. 21) the quote from the CCIF decision
uses “erlang”, whereas in other context in the same
reference “Erlang” is applied. Similarly, in the CCITT
Blue Book, Fascicle I.3, the keyword is “erlang” (also
all other keywords apply lower case), whereas in the
definition of traffic unit “Erlang“ is applied, with sym-
bol E.



Summary. – Sections 1–7. First main
problem: Systems without waiting ar-
rangements. (Two different presupposi-
tions.) Accompanied by Tables 1, 2, 3.
Sections 8–9. Second main problem: sys-
tems with waiting arrangement (Two dif-
ferent presuppositions.) Accompanied by
Tables 4, 5, 6, 7. Sections 10–12. App-
roximative methods, references, conclu-
sion. Accompanied by Table 8.

1.  First Main Problem. – Let us suppose
that an automatic system is arranged in
such a manner that there are provided x
lines to take a certain number of sub-
scribers. These x lines are said to be co-
operative, or to constitute a “group” (or
“team”). It is presupposed that all the
lines disengaged are accessible. At pre-
sent we will only speak of systems with-
out waiting arrangements, i.e. systems in
which the subscriber, when he finds that
all x lines are engaged, replaces the re-
ceiver, and does not try to get connection
again immediately. The probability of
thus finding the lines engaged is called
the loss, or degree of hindrance, and is
here designated by B. With respect to the
length of the conversations (sometimes
called the holding-time), we will (for the
present) suppose that it is constant, and it
will be convenient to consider this quan-
tity equal to 1 (“the natural time-unit”).
With respect to the subscribers’ calls, it
is assumed that they are distributed quite
accidentally throughout the time in ques-
tion (e.g. that part of the day when the
heaviest traffic usually occurs). This pre-
supposition does not only imply that
there must not be points of time within
the period of time in consideration at
which it may be expected in advance that
there will be exceptionally many or few
calls, but also that the calls must be
mutually independent. In practice these
presuppositions will, with great approxi-
mation, be fulfilled. The average number
of calls per time-unit (intensity of traffic)
is called y. The ratio of y to x, i.e. the

traffic intensity per line, is designed by
α; it is often called the efficiency of the
group. We have to determine B (as a
function of y and x). The exact expres-
sion for this is as follows:

(1)

as proved in the following sections (2–5).

2.  The following proof may be charac-
terised as belonging to the mathematical
statistics, and is founded on the theory of
“statistical equilibrium” – a conception
which is of great value in solving certain
classes of problems in the theory of prob-
abilities. Let us consider a very great
number of simultaneously operating
groups of lines of the previously describ-
ed kind (number of lines x, traffic inten-
sity y). If we examine a separate group at
a definite moment, we may describe its
momentary condition by stating, firstly,
how many of the x lines (0, 1, 2, ... x) are
engaged; and secondly, how much there
is left of each of the conversations in
question. If we examine the same group a
short time dt later, we will find that cer-
tain changes of two different kinds have
taken place. On the one hand, the conver-
sations which were nearly finished will
now be over, and the others have become
a little older. On the other hand, new
calls may have been made, which, how-
ever, will have significance only if not all
the lines are engaged. (The probability of
a new call during the short time dt is ydt.)
We assume that we examine in this man-
ner not only one group, but a very great
number of groups, both with respect to
the momentary condition and the manner
in which this alters. The state, of which
we thus can get an accurate description,
if we use a sufficiently large material,
has the characteristic property that,
notwithstanding the aforesaid individual
alterations, it maintains itself, and, when
once begun, remains unaltered, since the
alterations of the different kinds balance
each other. This property is called “statis-
tic equilibrium”.

3.  Temporarily as a postulate, we will
now set forth the following description of
the state of statistical equilibrium.

The probabilities that 0, 1, 2, 3, ... x lines
are engaged are respectively –

(2)

..........................................

..........................................

where the sum of all the probabilities is
1, as it should be. And we further postu-
late for each of the x + 1 aforesaid special
conditions, that the still remaining parts
of the current conversations (“remaind-
ers”) will vary quite accidentally between
the limits 0 and 1, so that no special
value or combination of values is more
probable than the others.

4.  We shall prove that the thus described
general state is in statistical equilibrium.
For that purpose we must keep account
of the fluctuations (increase and de-
crease), during the time dt, for the x + 1
different states, beginning with the first
two. The transition from the first state S0
to the second state S1 amounts to

S0ydt,

while the transition from the second S1 to
the first S0 amounts to

S1 ⋅ dt.

These quantities are according to (3)
equal and thus cancel each other.
Furthermore, the amount of transition
from S1 to S2 is:

S1 ⋅ ydt,

42

Solution of some problems in the theory of probabilities of

significance in automatic telephone exchanges*

B Y  A  K  E R L A N G

* First published in “Elektroteknikeren”
vol. 13 (1917) p.5.
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and, conversely, the transition from S2 to
S1 is:

S2 ⋅ 2 ⋅ dt,

which two quantities also are equal and
cancel each other.

Finally, we have

Sx-1 ⋅ y ⋅ dt

and

Sx ⋅ x ⋅ dt,

decrease and increase, also in this
respect, compensate each other.

5.  Let us consider the cases in which the
number of current conversations is n, and
among these cases, more especially those
in which the magnitudes of the n remain-
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which also cancel
each other. The
result is that the
reciprocal changes
which take place
between the x + 1
different states during the time dt, com-
pensate each other, so that the distribu-
tion remains unaltered. We still have to
prove that neither will there be any alter-
ations in the distribution of the magni-
tude of the remainders, i.e. that the

x αα y B

1 0.1 0.1 0.091
1 0.2 0.2 0.167

2 0.1 0.2 0.016
2 0.2 0.4 0.054
2 0.3 0.6 0.101

3 0.1 0.3 0.003
3 0.2 0.6 0.020
3 0.3 0.9 0.050
3 0.4 1.2 0.090

4 0.1 0.4 0.001
4 0.2 0.8 0.008
4 0.3 1.2 0.026
4 0.4 1.6 0.056

5 0.2 1.0 0.003
5 0.3 1.5 0.014
5 0.4 2.0 0.037
5 0.5 2.5 0.070

6 0.2 1.2 0.001
6 0.3 1.8 0.008
6 0.4 2.4 0.024
6 0.5 3.0 0.052

8 0.3 2.4 0.002
8 0.4 3.2 0.011
8 0.5 4.0 0.030

10 0.3 3 0.001
10 0.4 4 0.005
10 0.5 5 0.018
10 0.6 6 0.043
10 0.7 7 0.079

20 0.4 8 0.000
20 0.5 10 0.002
20 0.6 12 0.010
20 0.7 14 0.079

30 0.5 15 0.000
30 0.6 18 0.003
30 0.7 21 0.014

40 0.5 20 0.000
40 0.6 24 0.001
40 0.7 28 0.007

Table 1.
Values of the Loss, or Grade of Service, B. (Formula (1),
Section 1).

x 1 ‰ 2 ‰ 3 ‰ 4 ‰

1 0.001 0.002 0.003 0.004

2 0.046 0.065 0.081 0.094

3 0.19 0.25 0.29 0.32

4 0.44 0.53 0.60 0.66

5 0.76 0.90 0.99 1.07

6 1.15 1.33 1.45 1.54

7 1.58 1.80 1.95 2.06

8 2.05 2.31 2.48 2.62

9 2.56 2.85 3.05 3.21

10 3.09 3.43 3.65 3.82

11 3.65 4.02 4.26 4.45

12 4.23 4.64 4.90 5.11

13 4.83 5.27 5.56 5.78

14 5.45 5.92 6.23 6.47

15 6.08 6.58 6.91 7.17

16 6.72 7.26 7.61 7.88

17 6.38 7.95 8.32 8.60

18 8.05 8.64 9.03 9.33

19 8.72 9.35 9.76 10.07

20 9.41 10.07 10.50 10.82

25 12.97 13.76 14.28 14.67

30 16.68 17.61 18.20 18.66

35 20.52 21.56 22.23 22.75

40 24.44 25.6 26.3 26.9

45 28.45 29.7 30.5 31.1

50 32.5 33.9 34.8 35.4

55 36.6 38.1 39.0 39.8

60 40.8 42.3 43.4 44.1

65 45.0 46.6 47.7 48.5

70 49.2 51.0 52.1 53.0

75 53.5 55.3 56.5 57.4

80 57.8 59.7 61.0 61.9

85 62.1 64.1 65.4 66.4

90 66.5 68.6 69.9 70.9

95 70.8 73.0 74.4 75.4

100 75.2 77.5 78.9 80.0

105 79.6 82.0 83.4 84.6

110 84.1 86.4 88.0 89.2

115 88.5 91.0 92.5 93.7

120 93.0 95.5 97.1 98.4

Table 2.
Values of the intensity of traffic, y, as a function of the number
of lines, x, for a loss of 1, 2, 3, 4 ‰.



Fourthly, transition to Sn itself; namely,
if, among the n remainders, the n – 1 lie
between the settled limits, and the one
lies just below the upper limit, at a dis-
tance shorter than dt. The probability of
this eventuality is obviously equal to the
preceding one.

Thus, there is a balance. So it is proved
by this that there will be statistical equi-
librium. On the other hand, any other
supposition than the one set forth in Sec-
tion 3 will at once be seen to be inconsis-
tent with statistic equilibrium. The for-
mulae in Section 3 are now proved, and
thereby the proposition in Section 1 is
also proved.

6.  The above presupposition, that all
conversations are of equal length, applies
with great approximation to trunk-line
conversations, but not, of course, to the
usual local conversations. Now, a statis-
tic investigation, which I have under-
taken, shows that the duration of these
conversations is ruled by a simple law of
distribution, which may be expressed as
follows:

The probability that the duration will
exceed a certain time n is equal to

e-n,

when the average duration is taken to be
equal to 1, as before. Or, in other words,
the probability that a conversation which
has been proceeding for some time is
nearly finished, is quite independent of
the length of the time which has already
elapsed. The average number of conver-
sations finished during the time dt (per
current conversation) will be equal to dt.
It is now easy to see that we must arrive
at the same expression (1) for B as under
the former presupposition, only that the
proof becomes somewhat simpler, because
it is necessary to take into account only

the number of current conversations
without paying any attention to their age.
(It will appear from the following that the
two aforesaid presuppositions do not lead
to the same result in all problems.)

7.  In Table 1 are shown some numerical
values of the “loss” B as dependent of x
and y (or α), and as given by the propos-
ed theory.

In Table 2 the results of formula (1) are
presented in another form, which is prob-
ably the one that is most useful in prac-
tice; x and B are here entry numbers, and
the table gives y as a function of x and B.

In Table 3a only the first and second
lines threat of systems with “pure”
groups (to which formula (1) applies).
The values given in the third line corre-
spond to a different system, in which a
special arrangement, the so-called “grad-
ing and interconnecting”, is used. We
may describe this arrangement as fol-
lows:

The number of contacts of the selectors
(here ten) is less than the number of lines
(here eighteen) in the “group”. Thus each
call searches not all eighteen but only ten
lines. It is hereby presupposed (for the
sake of simplicity) that the ten lines are
each time accidentally chosen, out of the
eighteen, and that they are tested one
after the other according to an arbitrary
selection. The method of calculation here
to be used may be considered as a natural
extension of the method which leads to
formula (1), but it is, of course, a little
more complicated. A few results of this
kind of calculating are given in the two
Tables 3a and 3b. Finally, I want to point
out that the systems for “grading and
interconnecting” being used in practice at
present, which I, however, do not know
in detail, are said to deviate a little from
the description given here, and, therefore,
it may be expected that they will give
somewhat less favourable results.

8.  Second Main Problem. – The problem
to be considered now concerns systems
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ders lie, respectively, between the fol-
lowing limits:

t1 and t1 + ∆1,
t2 and t2 + ∆2,
.. .. .. .. .. .. ..
.. .. .. .. .. .. ..
tn and tn + ∆n.

The probability of this is (according to
Section 3):

∆1 ⋅ ∆2 ⋅ ∆3 ... ∆n ⋅ Sn.

During the time dt there may occur, in
four different ways, both increase and
decrease.

Firstly, transition to Sn+1; namely, if a
call arrives; the probability of this will
be:

∆1 ⋅ ∆2 ⋅ ∆3 ... ∆n ⋅ Sn ⋅ y ⋅ dt.

Secondly, transition from Sn+1; namely,
if one among the n + 1 current con-
versations finishes during the time dt,
and, thereafter, the n remainders lie
between the above settled limits. The
corresponding probability is:

∆1 ⋅ ∆2 ⋅ ∆3 ... ∆n (n + 1) Sn+1 ⋅ dt,

which is equal to the preceding one.

Thirdly, transition from Sn itself; namely,
if, among the n remainders, the n – 1 lie
between the settled limits, and the one
lies just below the lower limit in ques-
tion, at a distance shorter than dt. The
probability for this will be:

y 3 4 5 6 7 8 9 10 11 12

1) x = 10, with 10
contacts ...... 0.8 5.3 18.4 43.1 – – – – – –

1) x = 18, with 18
contacts ...... – – – – 0.2 0.9 2.9 7.1 14.8 26.5

3) x = 18, with 10
contacts ...... – – – – 1.1 3.1 7.4 15.1 26.8 42.8

Table 3 a.
The “Loss” (in ‰ by 3 different arrangements (one with “Grading and Interconnecting”).

αα y

x = 10; 10 contacts ....... 0.31 3.1

x = 18; 10     - ....... 0.38 6.9

x = ∞; 10       - ....... 0.50 –

Table 3 b.
Values of a and y by different arrange-
ments for a loss of 1 ‰.

∆1 · ∆2 · ∆3...∆n

(
1

∆1

+
1

∆2

+

... +
1

∆n

)
Sn · dt
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n
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

a

0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.05 0.950 0.955 0.960 0.964 0.969 0.974 0.979 0.984 0.989 0.994 0.999
0.10 0.900 0.909 0.918 0.927 0.937 0.946 0.956 0.965 0.975 0.985 0.995
0.15 0.850 0.863 0.876 0.889 0.903 0.916 0.930 0.944 0.958 0.973 0.988
0.20 0.800 0.816 0.833 0.849 0.867 0.884 0.902 0.920 0.939 0.958 0.977
0.25 0.750 0.769 0.788 0.808 0.829 0.850 0.871 0.893 0.916 0.939 0.963
0.30 0.700 0.721 0.743 0.766 0.789 0.814 0.838 0.864 0.890 0.916 0.946
0.35 0.650 0.673 0.697 0.722 0.748 0.774 0.802 0.830 0.860 0.891 0.922
0.40 0.600 0.624 0.650 0.677 0.704 0.733 0.763 0.794 0.826 0.860 0.895
0.45 0.550 0.575 0.602 0.630 0.658 0.689 0.720 0.754 0.788 0.825 0.863

0.50 0.500 0.526 0.553 0.581 0.611 0.642 0.675 0.710 0.746 0.784 0.824

0.55 0.450 0.475 0.502 0.531 0.561 0.592 0.626 0.661 0.699 0.738 0.780
0.60 0.400 0.425 0.451 0.479 0.508 0.540 0.573 0.609 0.646 0.686 0.729
0.65 0.350 0.374 0.399 0.425 0.454 0.484 0.517 0.552 0.589 0.628 0.670
0.70 0.300 0.322 0.345 0.370 0.397 0.426 0.457 0.490 0.525 0.563 0.604
0.75 0.250 0.269 0.290 0.313 0.337 0.364 0.392 0.423 0.456 0.491 0.529
0.80 0.200 0.217 0.235 0.254 0.275 0.298 0.323 0.350 0.379 0.411 0.445
0.85 0.150 0.163 0.178 0.194 0.211 0.339 0.250 0.272 0.296 0.322 0.351
0.90 0.100 0.109 0.120 0.131 0.143 0.157 0.172 0.188 0.205 0.225 0.246
0.95 0.050 0.055 0.060 0.066 0.073 0.080 0.088 0.097 0.107 0.118 0.129

1.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 4. (x = 1).

n
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

a

0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.05 0.995 0.996 0.997 0.998 0.998 0.999 0.999 1.000 1.000 1.000 1.000
0.10 0.982 0.985 0.988 0.991 0.993 0.995 0.997 0.998 0.999 1.000 1.000
0.15 0.962 0.968 0.974 0.980 0.985 0.989 0.993 0.996 0.998 0.999 1.000
0.20 0.936 0.946 0.956 0.964 0.973 0.980 0.987 0.992 0.995 0.998 0.999
0.25 0.903 0.918 0.933 0.946 0.958 0.969 0.978 0.986 0.992 0.996 0.998
0.30 0.866 0.886 0.905 0.922 0.939 0.953 0.967 0.978 0.986 0.992 0.995
0.35 0.825 0.849 0.872 0.895 0.915 0.935 0.952 0.966 0.978 0.987 0.991
0.40 0.779 0.808 0.835 0.862 0.888 0.911 0.933 0.952 0.967 0.978 0.985
0.45 0.730 0.762 0.794 0.825 0.855 0.883 0.909 0.932 0.951 0.966 0.975

0.50 0.677 0.712 0.748 0.783 0.817 0.849 0.880 0.907 0.931 0.949 0.961

0.55 0.621 0.658 0.697 0.735 0.773 0.809 0.844 0.875 0.903 0.925 0.941
0.60 0.561 0.601 0.641 0.681 0.722 0.762 0.800 0.836 0.868 0.894 0.913
0.65 0.499 0.539 0.580 0.622 0.664 0.706 0.748 0.787 0.822 0.852 0.875
0.70 0.435 0.473 0.514 0.556 0.599 0.642 0.685 0.726 0.764 0.798 0.824
0.75 0.368 0.404 0.442 0.483 0.525 0.568 0.611 0.653 0.692 0.728 0.757
0.80 0.298 0.331 0.366 0.403 0.442 0.482 0.523 0.564 0.603 0.639 0.669
0.85 0.227 0.254 0.283 0.315 0.348 0.384 0.420 0.457 0.493 0.527 0.556
0.90 0.153 0.173 0.195 0.219 0.244 0.272 0.300 0.330 0.359 0.387 0.412
0.95 0.077 0.088 0.101 0.114 0.129 0.144 0.161 0.179 0.196 0.214 0.230

1.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 5. (x = 2).



with waiting arrangements. Here, the
problem to be solved is determining the
probability S (> n) of a waiting time
greater than an arbitrary number n, great-
er than or equal to zero. The last case is
the one which is most frequently asked
for. In the same manner we define S (< n)
where S (< n) + S (> n) = 1. Furthermore,
we may ask about the average waiting
time M. We shall answer these questions
in the following. Here, too, we may
begin by assuming that the duration of
the conversations is constant and equal to
1. The accurate treatment of this case
gives rise to rather difficult calculations,
which, however, are unavoidable.
Among other things, we find that we can-
not use the same formula for S (> n) for
all values of n, but we must distinguish
between the various successive “peri-
ods”, or spaces of time of the length l. In
practice, however, the first period will, as
a rule, be the most important. I shall con-
tent myself by giving, without proof, the
necessary formulae for the cases of x = 1,
2, and 3, and then (chiefly for the pur-
pose of showing the possibility of carry-
ing out the practical calculation) the cor-
responding numerical results, also for
x = 1, 2, 3. Formulae and results for x = 1
have already been published in an article
in “Nyt Tidsskrift for Mathematik”, B,
20, 1909. The formulae for greater values
of x, e.g. x = 10, x = 20 are quite analog-
ous to those given here.

Collection of formulae

Presupposition: the duration of conversa-
tions is constant and equal to l

Denotations:

x is the number of co-operating lines

y is the intensity of traffic (average
number of calls during unit of time)

S (> n) is the probability of a waiting
time greater than n

S (< n) is the probability of a waiting
time less than, or equal to n

ny = z

z – y = u

z – 2y = v, et cetera.

M = the average waiting time.

I.  Formulae for the case of x = 1:

a) First period, 0 < n < 1:
S (< n) = a0 ⋅ ez,

where a0 = 1 – a

b)Second period, 1 < n < 2:
S (< n) = 
(b1 – b0u)eu,

where b1 = a0ey

b0 = a0

c) Third period, 2 < n < 3:

S (< n) = 
(c2 – c1v +
1/2 c0v2)ev

where c2 = (b1 – b0y)ey

c1 = b1
c0 = b0

et cetera.

II.  Formulae for the case of x = 2:

a) First period, 0 < n < 1:
S (< n) 
= (a1 – a0z)ez

where

β denoting the negative root of the
equation

βe-β = –αe–α.
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n
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

a

0.00 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.05 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.10 0.996 0.997 0.998 0.999 0.999 1.000 1.000 1.000 1.000 1.000 1.000
0.15 0.989 0.992 0.994 0.996 0.997 0.998 0.999 1.000 1.000 1.000 1.000
0.20 0.976 0.982 0.987 0.991 0.994 0.996 0.998 0.999 1.000 1.000 1.000
0.25 0.958 0.967 0.975 0.983 0.988 0.993 0.996 0.998 0.999 1.000 1.000
0.30 0.933 0.948 0.960 0.971 0.980 0.987 0.992 0.996 0.998 0.999 0.999
0.35 0.903 0.923 0.940 0.956 0.969 0.979 0.987 0.993 0.996 0.998 0.999
0.40 0.866 0.892 0.915 0.936 0.953 0.968 0.980 0.988 0.993 0.996 0.998
0.45 0.823 0.855 0.884 0.910 0.934 0.953 0.969 0.980 0.988 0.993 0.995

0.50 0.775 0.812 0.847 0.879 0.908 0.933 0.953 0.969 0.980 0.987 0.991

0.55 0.720 0.762 0.803 0.841 0.876 0.906 0.932 0.952 0.967 0.977 0.983
0.60 0.660 0.706 0.752 0.795 0.835 0.872 0.903 0.929 0.948 0.962 0.971
0.65 0.595 0.644 0.693 0.740 0.786 0.827 0.864 0.895 0.920 0.938 0.951
0.70 0.524 0.574 0.625 0.676 0.725 0.771 0.813 0.849 0.879 0.902 0.919
0.75 0.448 0.496 0.548 0.600 0.651 0.700 0.746 0.787 0.821 0.849 0.871
0.80 0.367 0.413 0.461 0.511 0.562 0.611 0.659 0.702 0.740 0.773 0.799
0.85 0.282 0.322 0.364 0.409 0.455 0.501 0.547 0.590 0.629 0.663 0.693
0.90 0.192 0.222 0.255 0.291 0.328 0.366 0.405 0.442 0.477 0.509 0.538
0.95 0.098 0.115 0.134 0.155 0.177 0.201 0.225 0.249 0.273 0.295 0.316

1.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Table 6. (x = 3).

y

x
= α M =

1

y
((1 − b1) + (1 − c2) + (1 − d3) + ...)

=
1
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·
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1 − α

a1 = 2(1 − α)
α

α − β
,

a0 = −2(1 − α)
β

α − β



b)Second period, 1 < n < 2:
S(< n) = (b3 – b2u
+ 1/2 b1u2

– 1/6 b0u3)eu

where b3 = (a1 – a0y)ey

b2 = a0ey

b1 = a1
b0 = a0

c) Third period, 2 < n < 3:

S(< n) = (c5 – c4v + 1/2 c3v2 – 1/6 c2v3

+ 1/24 c1v4 – 1/120 c0v5)ev

where c5 = (b3 – b2y
+ 1/2 b1y2

– 1/6 b0y3)ey

c4 = (b2 – b1y
+ 1/2 b0y2)ey

c3 = b3
c2 = b2
c1 = b1
c0 = b0

et cetera.

III.  Formulae for the case of x = 3

a) First period, 0 < n < 1:

S (< n) = (a2 – a1z +
1/2 a0z2)ez

where

as β ⋅ e–β = α ⋅ e–α ⋅ k
γ ⋅ e–γ = α ⋅ e–α ⋅ k2

We understand by k a complex value

of 
3

b)Second period, 1 < n < 2:

S (< n) = (b5 – b4u + 1/2 b3u2 – 1/6 b2u3

+ 1/24 b1u4 – 1/120 b0u5)eu,

where b5 = (a2 – a1y
+ 1/2 a0y2)ey

b4 = (a1 – a0y)ey

b3 = a0ey

b2 = a2
b1 = a1
b0 = a0

c) Third period, 2 < n < 3:

S (< n) = (c8 – c7v + 1/2 c6v2 – 1/6 c5v3

+ 1/24 c4v4 – 1/120 c3v5

+ 1/720 c2v6 – 1/5040 c1v7 +
1/40320 c0v8)ev,

where c8 = (b5 – b4y + 1/2
b3y2 – 1/6 b2y3

+ 1/24 b1y4 –
1/120 b0y5)ey

c7 = (b4 – b3y + 1/2
b2y2 – 1/6 b1y3

+ 1/24 b0y4)ey

c6 = (b3 – b2y
+ 1/2 b1y2

– 1/6 b0y3)ey

c5 = b5
c4 = b4
c3 = b3
c2 = b2
c1 = b1
c0 = b0,

et cetera.

9.  There still remains the problem of
investigating the magnitude of the wait-
ing times in systems with waiting ar-
rangement under the second presupposi-
tion, namely, that the durations of the
conversations vary in the manner already
described in Section 6.

Here we find, without difficulty, the fol-
lowing two formulae:

S (> 0) = c (3)

S (> n) = c ⋅ e–(x–y)n (4)

where

(5)

while x and y have the same significance
as before, and the average duration of a
conversation is equal to 1. The formula is
exact for all values of n > 0.

For the average waiting time we get the
formula:

(6)

The numerical calculation causes no
special difficulty. It ought, perhaps, to be
pointed out that, both here and in Section
8, it is presupposed that the waiting calls
are despatched in the order in which they
have been received. If this does not take
place in practice, it will, of course, have a
slight effect upon the value of S (> n),
but not at all on the value of M, neither
on S (> 0).

10.  Approximate Formulae. – The exact
formulae given above are throughout so
convenient, that there is hardly any need
of approximative formulae. This does
not, however, apply to the formulae
which concern the second main problem,
first presupposition. Therefore, it may be
worth while to mention a couple of
approximative methods which quickly
lead to a serviceable result, at least in
such cases as have the greatest practical
significance.

One of these methods has already been
used by me, at the request of Mr. P.V.
Christensen, Assistant Chief Engineer to
the Copenhagen Telephone Company,
for calculating the explicit tables given in
the first pages of his fundamental work,
“The Number of Selectors in Automatic
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A.K. Erlang in 1910, 32 years old (from [1])

M =
1

y
((1 − b2) + (1 − b3) + (1 − c4)

+(1 − c5) + (1 − d6) + (1 − d7) + ...)

a2 = 3(1 − α)
α2

(α − β)(α − γ)

a1 = −3(1 − α)
α(β + γ)

(α − β)(α − γ)

a0 = 3(1 − α)
β · γ

(α − β)(α − γ)

√
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Telephone Systems” (published in the
Post Office Electrical Engineers’ Journal,
October, 1914, p. 271; also in “Elek-
troteknikeren”, 1913, p. 207; “E.T.Z.”,
1913, p. 1314).

Since the method used has not been de-
scribed in full, I shall here say a few
words about the same. The probability of
just x calls being originated during a
period of time for which the average
number is y, is, as well known, under the
usual presuppositions (Section 1):

The mathematical theorem here used is
due to S.D. Poisson (“Recherches sur la
probabilité, etc.”, 1835), and has later
been studied by L.v. Bortkewitsch (“Das
Gesetz der kleinen Zahlen”, 1898). The
function has been tabulated by the latter
(loc. cit.), and later by H.E. Soper (“Bio-
metrica”, vol. X, 1914; also in K. Pear-
son “Tables for Statisticians, etc.”, 1914).

Thus the probability of x or more calls
during the mentioned period of time is:

(7)

It will then be seen that P, in many cases,
viz. when y is not unproportionally great,
will be a good approximate value for the
fraction of the calls which will find all
the lines engaged (or for “the probability
of not getting through”). Thus P in the
case of exchanges without waiting
arrangements approximates the “loss”,
and here gives obviously a somewhat too
great value. In exchanges with waiting
arrangement P approximates the quantity
S (> 0), the probability of delay, and
gives here a somewhat too small value.
Or, if it is the fraction named above
which is given beforehand, as is gener-
ally the case in practice, where often the
value 0.001 is used, the formula will
show the connexion between y and x.
The values of y found in this manner (see
Table 8) will never deviate 5 per cent.
from the correct values in systems with-
out waiting arrangement; never 1 per
cent. in systems with waiting arrange-
ment (both presuppositions), if we take
the named, frequently used value of P =
0.001. Possible intermediate systems be-
tween the two main classes of exchanges
may, of course, be treated with good
results according to the same method.

If, in systems with waiting arrangement,
we ask about the number of waiting
times beyond a certain limit n, S (> n), an
extension of the same formula may be
used, y being replaced by y(1 – n). The
method is best suited for small values of
n, and the error goes to the same side as
mentioned above. Furthermore, it may be
mentioned in this connexion that if we

use, in the case considered, the formulae
following from presupposition No. 2,
instead of those based upon presupposi-
tion No. 1, the errors thus introduced will
be small, as a rule; they go, this time, in
such a direction that we get too great val-
ues for S (> 0) and S (> n); or, if it is y
which is sought, there will be too small
values for y.
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x αα y S(> 0) S(> 0.1) S(> 0.2) M

1 0.1 0.1 0.100 0.091 0.084 0.111
1 0.2 0.2 0.200 0.185 0.170 0.250

2 0.1 0.2 0.018 0.015 0.013 0.010
2 0.2 0.4 0.067 0.057 0.049 0.042
2 0.3 0.6 0.138 0.120 0.104 0.099

3 0.1 0.3 0.004 0.003 0.002 0.001
3 0.2 0.6 0.024 0.019 0.015 0.010
3 0.3 0.9 0.070 0.057 0.046 0.033
3 0.4 1.2 0.141 0.118 0.099 0.078
4 0.1 0.4 0.001 0.001 0.000 0.000
4 0.2 0.8 0.010 0.007 0.005 0.003
4 0.3 1.2 0.037 0.028 0.022 0.013
4 0.4 1.6 0.091 0.072 0.056 0.038

5 0.2 1.0 0.004 0.003 0.002 0.001
5 0.3 1.5 0.020 0.014 0.010 0.006
5 0.4 2.0 0.060 0.044 0.033 0.020
5 0.5 2.5 0.130 0.102 0.079 0.052

6 0.2 1.2 0.002 0.001 0.001 0.000
6 0.3 1.8 0.011 0.007 0.005 0.003
6 0.4 2.4 0.040 0.026 0.018 0.011
6 0.5 3.0 0.099 0.073 0.054 0.033

8 0.3 2.4 0.004 0.002 0.001 0.001
8 0.4 3.2 0.018 0.011 0.007 0.004
8 0.5 4.0 0.059 0.040 0.026 0.015

10 0.3 3 0.001 0.001 0.000 0.000
10 0.4 4 0.009 0.005 0.003 0.001
10 0.5 5 0.036 0.022 0.013 0.007
10 0.6 6 0.102 0.068 0.046 0.026
10 0.7 7 0.222 0.165 0.122 0.074

20 0.4 8 0.000 0.000 0.000 0.000
20 0.5 10 0.008 0.001 0.001 0.000
20 0.6 12 0.024 0.011 0.005 0.003
20 0.7 14 0.094 0.052 0.028 0.016

22 0.5 11.0 0.002 0.001 0.000 0.000
22 0.6 13.2 0.018 0.007 0.003 0.002
22 0.7 15.4 0.081 0.042 0.022 0.012

30 0.5 15 0.000 0.000 0.000 0.000
30 0.6 18 0.007 0.002 0.001 0.001
30 0.7 21 0.044 0.018 0.007 0.005

40 0.5 20 0.000 0.000 0.000 0.000
40 0.6 24 0.002 0.000 0.000 0.000
40 0.7 28 0.022 0.007 0.002 0.002

Table 7.
Systems with Waiting Arrangement (Second Presupposition). Values of S (> n) and M.
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11.  It will be too lengthy to describe or
mention, in this connexion, all the sys-
tematic practical experiments and mea-
surements (also only partly published),
which of late years have been made, part-
ly by the firms in question (especially,
Siemens and Halske, and Western Elec-
tric Co.), partly by others, or such purely
empirical formulae as have thus been set
forth. On the other hand, it would be
incorrect to neglect one or two interesting
theoretical works from recent years,
which directly concern one of the prob-
lems treated above. In his doctor’s thesis,
Mr. F. Spiecker (“Die Abhängigkeit des
erfolgreichen Fernsprechanrufes von der
Anzahl der Verbindungsorgane”, 1913),
has indicated a method for determining
the loss in systems without waiting
arrangement, which (as he himself
admits) is not quite free from errors, and
which, besides, is so complicated that it
can hardly find application in practice. It
should be emphasized, however, that the
results in the cases in which the author
has completed his calculations, lie very
near the results of formula (1) given
above. In the same work is also given an
approximative formula, which can best be
compared with the formula for P (Section
10 above). The difference is exclusively
due to a somewhat deviating, and proba-
bly less practical, formulation of the
problem. Mr. W.H. Grinsted, in his trea-
tise, “A Study of Telephone Traffic Prob-
lems, etc.” (Post Office Electrical Engi-
neers’ Journal, April 1915), presents a
solution of the same problem. Since this
solution has, probably, by many readers
as well as by the author himself, been
considered mathematically exact, it should
be noticed that an error has occurred in
the derivation of the formula in question
and that, for this reason, the formula
gives rather incorrect results. It should be
added that the treatise is a reprint of an
older work from 1907 (which I have not
had opportunity to examine). In spite of
the faulty results, Grinsted’s work is,
however, when its time of publication is
considered, of no little merit.

12.  In closing this article, I feel called
upon to render my best thanks to Mr. F.
Johannsen, Managing Director of the
Copenhagen Telephone Co., not only for
his interest in the investigations recorded
here, but also for his energetic initiative in
starting rational and scientific treatment of
many different problems in connexion
with telephone traffic. I also owe many
thanks to Mr. J.L.W.V. Jensen, Engineer-
in-Chief to the same Company, for his
valuable assistance especially in the treat-
ment of some mathematical difficulties.
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x 1 ‰ 2 ‰ 3 ‰ 4 ‰

1 0.001 0.002 0.003 0.004

2 0.045 0.065 0.08 0.09

3 0.19 0.24 0.28 0.31

4 0.42 0.52 0.58 0.63

5 0.73 0.86 0.95 1.02

6 1.11 1.27 1.38 1.46

7 1.52 1.72 1.85 1.95

8 1.97 2.20 2.35 2.47

9 2.45 2.72 2.89 3.02

10 2.96 3.25 3.45 3.60

11 3.49 3.82 4.03 4.19

12 4.04 4.41 4.62 4.81

13 4.61 5.00 5.24 5.43

14 5.19 5.61 5.87 6.07

15 5.79 6.23 6.51 6.72

16 6.40 6.86 7.16 7.38

17 7.03 7.51 7.82 8.06

18 7.66 8.17 8.49 8.74

19 8.31 8.84 9.18 9.44

20 8.96 9.51 9.87 10.14

21 9.61 10.20 10.57 10.84

22 10.28 10.89 11.27 11.56

23 10.96 11.59 11.98 12.28

24 11.65 12.29 12.70 13.01

25 12.34 13.00 13.42 13.74

30 15.87 16.6 17.1 17.4

35 19.5 20.4 20.9 21.3

40 23.5 24.2 24.8 25.2

45 27.1 28.1 28.7 29.2

50 30.9 32.0 32.7 33.2

55 34.9 36.0 36.8 37.3

60 38.9 40.1 40.9 41.4

65 43.0 44.2 45.0 45.6

70 47.0 48.3 49.2 49.8

75 51.0 52.4 53.3 54.0

80 55.1 56.6 57.6 58.3

85 59.3 60.9 61.8 62.5

90 63.5 65.1 66.1 66.9

95 67.7 69.3 70.4 71.1

100 71.9 73.6 74.7 75.5

105 76.2 77.9 79.0 79.8

110 80.4 82.2 83.3 84.2

115 84.7 86.6 87.7 88.5

120 89.0 90.9 92.1 93.0

Table 8.
Values of y as a function of x, for P = 0.001 – 0.002 – 0.003 – 0.004.
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This paper is an introduction to the life
and works of the great Swedish tele-
traffic theoretician Conny Palm. The
focus is on how I personally have used
and experienced Palm’s work through-
out the years rather than trying to
make an exhausted review. Through
this flash back of my years of work in
teletraffic, it is unavoidable not to
mention a few other  teletraffic re-
searchers that came into “my way”.
Nevertheless, the theme throughout
the paper is always Palm and his work.

1  Introduction

The science of Teletraffic theory, found-
ed by Erlang in the beginning of this cen-
tury, has always had a strong foothold in
Scandinavia. The field was first dominat-
ed by the Danes, then gradually Swedish
groups became dominant, until finally,
on the threshold of the seventies, a rela-
tively strong build-up started in Norway.
By that time professor Arne Myskja and
his colleagues in Trondheim were en-
gaged in traffic measurements with sub-
sequent analyses and several interesting
studies of subscriber behavior. At
Kjeller, Richard Solem was busy build-
ing up a scientific group at Norwegian
Telecom Research (NTR) with a rather
broad focus. The teletraffic group at
NTR, the T-group, was soon to be a force
centre in the Norwegian community, ini-
tiating activities in Trondheim as well as
numerous places in Oslo, like the Norwe-
gian Computer Centre, STK, EB, other
departments of Norwegian Telecom, to
mention but a few.

Personally, I had the privilege to join the
Kjeller group in the middle of the seven-
ties after some years as ‘traveling’ physi-
cist. Coming from the University of Oslo
rather than from NTH as did the others in
the group, I was perhaps a bit of an out-
sider. However, since we were all physi-
cists of one kind or another, I quickly fell
in with the professional as well as the
social activities in a fairly acceptable
way. And the atmosphere and activities
in the group were just incredible! It is
rare in any profession to meet so many
extraordinary gifted people in one and
the same group. The T-group soon
became a concept at the institute. Practi-
cal jokes were numerous and legendary,
and in social activities like sports, games,
partying, etc., the challenge at NTR was
always: the T-group versus the rest! But
the professional flag was nevertheless
kept high!

Although my main fields of study were
physics and mathematics, I embarked on
a course in statistics, quite by impulse, at
one point during my studies. By chance, I
chose the subject Probability theory with
a text book written by William Feller, a
person unknown to me at that time. But
seldom have I been more fascinated! It
was obvious that Feller had practical
experience in the field of probability; his
examples and explanations were related
to real life situations. And his approach
and mathematical treatment of the prob-
lem was done in such an intuitive way
that we hardly realized that we, in fact,
were working with the fundamentals of
the underlying theory. Even as a student I
grasped the freshness of his treatment
and was stricken by his pedagogic ability
in explaining intricate problems in a
simple way.

Feller brought me into the world of
stochastic processes, a world fascinating
in itself. But equally fascinating was
Feller’s treatment. I certainly remember
being introduced to the state equations,
the so called birth and death processes
based on equilibrium considerations.
Feller also introduced me to the generat-
ing functions, a powerful means of solv-
ing discrete processes. It was incredible
with which elegance and virtuosity Feller
solved intricate probability problems
with the help of these functions! At least,
so it seemed to me at that stage of my
education.

Hardly could I then know that later, and
for a long period of my life, I was to have
the above mentioned processes and solu-
tion techniques as my daily work. I
remember vaguely that I was introduced
to the names Erlang and Palm; Erlang
being the person behind the state equa-
tions that became the origin of queuing
theory, and Palm one of the pioneers in
establishing the mathematical fundament
of those theories. I also seem to remem-
ber that some of the examples and solu-
tions in the text book went back to Palm.
Even if I at that time had no inclination
towards telecommunications, I certainly
grasped that Erlang had to do with tele-
phony. Palm’s background, though, was
more diffuse to me.

Another eight years were to pass before I
again ‘met’ with the two mentioned pio-
neers. I had then started at NTR, read the
fundamentals of traffic theory and joined
a project team analyzing the telephone
network of Oslo, the so-called ARON-
project. This project was a collaboration
between STK and NT, represented by

NTR, Technical Department and Region
Oslo. One of the activity leaders was
Eliot Jensen, then at STK, who for me
became like a tutor in the teletraffic area.
The strange thing was that the very first
technical paper I was presented to by
Eliot in this project was, in fact, an artic-
le by Palm: Calcul exact de la perte dans
les groupes de circuits échelonnés [1].
Here, Palm discusses the solution of a
simple grading with the help of state
equations. No closed form solution was
given by Palm, and I set out to solve the
problem by generating functions. It turn-
ed out, though, that no general closed
form could be found by this technique,
either. Hence, I ended up solving the
whole thing numerically on a computer.
This possibility was definitely not easy at
hand in the thirties when Palm looked
upon the problem!

2  Conny Palm

Conny Palm was one of the most brilliant
scientists in the history of teletraffic
theory. Or perhaps I should say, in the
history of queuing theory, since Palm
really laid the mathematical fundamen-
tals of this theory. He was born in 1907,
joined the Royal Institute of Technology
in Stockholm in 1925, finished, in prac-
tice, his studies in 1931 but did not take
his final exam in electrical engineering
until 1940. For nine years he was thus
what we would call an eternal student!

However, his nine extra student years
were by no means lazy years. From his
publication list we find seven papers
dated 1940 or earlier. From 1934 he
worked within the area of telephony and
joined Ericsson in 1936. He was an
active participant at Cramér’s seminars
on mathematical statistics at Stockholm’s
University where he in 1937 met William
Feller. This meeting turned out to be an
important one for further development of
the theory of stochastic processes; it was
a meeting between an academic scholar
searching for the fundamentals of proba-
bility theory and a ‘practical’ engineer
who happened to have many of the
answers. Palm had obtained these
answers through his own work and the
work of his predecessors within tele-
phony. According to Cramér: “Palm pre-
sented a unique, mature and clarified
view on his ideas of probability theory”.
And in fact, in 1950 Feller himself wrote:
“Waiting time and trunking problems for
telephone exchanges were studied long
before the theory of stochastic processes
was available and had a stimulating

The life and work of Conny Palm

– some personal comments and experiences
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influence on the development of the
theory. In particular Palm’s impressive
work over many years has proven useful
to several authors” [2].

The culmination of Palm’s work on the
fundamentals of probability theory was
his famous thesis in 1943: Intensitäts-
schwankungen im Fernsprechverkehr.
This work has later been translated into
English by Dr. Christian Jacobæus, pre-
vious technical director of L.M. Ericsson
and one of the pioneers in the teletraffic
community, with the title: Intensity Vari-
ations in Telephone Traffic [3].

The thesis consists of two theoretical
parts that lay the fundamental basis for
the last section in which he discusses var-
ious aspects of measurements. In the first
part he makes a general study of point
processes and their applications to tele-
traffic. Here he introduces the concept of
equilibrium points, or in modern technol-
ogy regeneration or recurrence points,
that has later on proven extremely useful
for the succeeding generations of traffic
researchers. This general part has had a
great influence on the theory of stochas-
tic processes. The second part is a more
specialized study of traffic with intensity
variations, i.e. where the call intensity λ
is a function of time, λ(t). Here he dis-
cusses slow as well as rapid traffic varia-
tions.

Professor Arne Jensen at IMSOR in
Copenhagen wrote an interesting article
about Palm and his work which was pre-
sented at the 7th International Teletraffic
Congress in Stockholm in 1973 [2].
Further details about Palm and his work
can be found there. I would just like to
add that Palm died in 1951 at the age of
44; that during the last four years of his
life he was in charge of a project which
resulted in the first Swedish digital com-
puter, the so-called BARK; and that he
was busy constructing a larger computer
when illness prematurely ended his life.
His last years were difficult ones on the

personal level, a matter professor Jensen
dwells upon in the above mentioned
paper.

3  A simple grading

As mentioned in the introduction, the
first work of Palm to which I was con-
fronted at NTR was a treatment, in
French, of a simple grading depicted in
Figure 1. The grading consists of two
separate groups (splits) with n1 and n2
circuits, respectively, and a common
overflow group consisting of m circuits.
Two independent traffic streams with call
intensities λ1, λ2 are hunting for outlets
in the separate splits as a first choice. If
all of the outlets in either split are occu-
pied, the arriving calls may hunt for a
free outlet among the m of the common
group.

When we talk of ‘solving the grading’,
we really mean solving for the state prob-
abilities P(j1,j2,i), where j1, j2, i stands
for j1 occupations of split 1, j2 occupa-
tions of split 2, and i occupations of the
common group. The state equations
given by Eqs (1) were numerically solv-
ed at NTR by using Gauss-Seidels’ meth-
od and the successive relaxation method
of Young [4].

The state equations of such a grading can
easily be established. The main equa-
tions, i.e. the equations for the cases
where none of the groups are fully occu-
pied, take a simple form as seen in Eq
(1a). Here A1, A2 is the offered traffic to
the respective splits.

(A1 + A2 + j1 + j2 + i)P(j1,j2,i)
= (j1 + 1)P(j1 + 1,j2,i) +

(j2 + 1)P(j1,j2 + 1,i) +
(i + 1)Pj1,j2,i + 1) + A1P(j1 - 1,j2,i)
+ A2P(j1,j2 - 1,i) (1a)

j1 = 0,1,...,n1 - 1, 
j2 = 0,1,...,n2 - 1, 
i = 0,1,...,m - 1

What complicates the picture, and makes
the general solution difficult to obtain, is
the large number of boundary equations.
There are six different types of boundary
equations depending on whether one or
more of j1, j2 and i take on their maxi-
mum values: j1 = n1, j2 = n2, i = m. For
instance, for

j1 = n1, j2 ≠ n2, i ≠ m, we have:

(A1 + A2 + n1 + j2 + i)P(n1,j2,i)
= (j2 + 1)P(n1,j2 + 1,i) + 

(i + 1)P(n1,j2,i + 1) + 
A1P(n1 - 1,j2,i) + A2P(n1,j2 - 1,i)
+ A1P(n1,j2,i - 1) (1b)

and similar for the other 5 equations.
Needless to say, the set of equations can
be rather complicated to solve for large
n1, n2 and m.

By the way, I can mention that I was vis-
ited by Dr. L.A. Joys in those days con-
cerning mathematical solutions of the
very same grading. Joys, who at that time
was a retired regional director of Norwe-
gian Telecom, Bergen, had received his
doctor degree in teletraffic theory a coup-
le of years earlier with some very inter-
esting work on the Engset and Erlang
formula [5], and was now interested in
finding solutions for the grading. He had
started with small n1, n2 and m (like 1
and 2), solved the state equations for
these simple cases and successively
increased the number of outlets. How-
ever, he soon ran into mathematical prob-
lems and came to NTR for help. But
when he understood that we had a com-
puter program that could solve for any
configuration of the grading, he quickly
lost interest. Some times computers can
take the fun out of things!

4  Research on telephone

traffic carried by full

availability groups

4.1  Some propositions

regarding flat and steep

distribution functions

My next ‘meeting’ with Palm was
through some papers published in a spe-
cial issue of Tele (Informations from the
Royal Board of Swedish Telecommuni-
cations [6]) that were, in fact, English
translations of some previously published
articles in Swedish dating back to 1946.
I found these articles extremely useful
and used them extensively during my
first years at NTR. One should bear in

n1

• • • • •

• • • • •

• • • • •

n2

λ1

λ2

m

Figure 1 Simple Grading
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mind that the seventies were before the
PC-revolution, and we were in need of
simple methods and algorithms in our
daily work. And that was just what Palm
provided us with through these papers.

The first article is named “Some proposi-
tions regarding Flat and Steep Distribu-
tion Functions” and deals with distribu-
tions usually arising in teletraffic; i.e.
distribution functions limited one way,
e.g. for time, t ≥ 0. Here, he introduces
the concept of form factor defined as the
ratio between the second and the square
of the first moment:

(2)

In Eq (2) f(t) is the density function, G(t)
the (decreasing cumulative) distribution
function, and s the mean value of the
stochastic function under consideration. 

The form factor is closely related to the
peakedness, η, defined as the square of
the ratio between the standard deviation,
σ, and the mean: η = σ2/s2. Hence, it is
easily seen that 

ε = 1 + η (4)

The reason for Palm to introduce the
form factor, rather than stick to the
peakedness, is to work with parameters
centered around the zero axis rather than
around mean values. Whether this is an
important point can be questioned; my
experience is that the peakedness factor
usually gives the same information.

For the exponential function the form
factor equals 2. Other distributions are
classed into two types, steep and flat
according to whether the form factor is
smaller or larger than 2:

Steep distributions: 1 ≤ ε < 2
Flat distributions: ε >  2

This classification has become important
to all of us working in traffic theory and
analyzing measured data. From the
knowledge of the form factor we imme-
diately know what type of distributions
to look for in the process of data-fitting.

For instance, if we know that some mea-
sured traffic data has a form factor ε > 2,
a natural choice for fitting would be a
sum of exponential distributions. If G(x)
is a distribution function with a density
function g(x) = -G’(x), we would for
instance choose

(5)

with Σαi = 1 and αi > 0. 

It can easily be proven that g(x) is a flat
distribution. Physically, Eq (5) can be
interpreted as a process with n types of
events that all follow a negative expo-
nential distribution with mean 1/λi. Palm
also proves that G(x) is a completely
monotone function and that all such
functions have a density function ex-
pressed as the Stieltjes integral:

(6)

where F(y) is a distribution function.

In the same way he demonstrates that the
convolution of exponential distributions:

(7)

is a steep distribution, i.e. with form fact-
or < 2.

If all the λ’s are equal, the convolution
calculations in Eq (7) gives the famous
Erlang distribution:

(8)

It has a mean n/λ and variance n/λ2.
Hence, we readily see that ε = 1 + 1/n,
which is less than 2 for all n larger than
1, the latter being the simple exponential
distribution.

Palm also discusses the interesting differ-
ence between the two classes of distribu-
tions discussed above concerning the
mean residual duration. By this is meant
the mean value of the remaining holding
time that has lasted a time t. Or, in math-
ematical terms:

(9)

One might believe that this mean residual
duration would decrease with t, which
would mean that the longer one waits,
the greater would be the chance of being
served. This is far from always being the
case, however, and Palm demonstrates
that for steep distributions the mean
residual duration indeed diminishes with
time whereas for flat distributions the
residual duration in fact increases with
time!

4.2  Some observations on the

Erlang formulæ for busy-

signal system

The next paper in this collection deals
with properties of the Erlang first for-
mula E1,n, i.e. the congestion probability
in a full availability system with no
queueing. Here, Palm derives many use-
ful properties of E1,n and at the same
time gives some interpretations of var-
ious traffic parameters. In fact, this artic-
le is in itself a very nice introduction to
teletraffic theory.

The results are rather simple derivations,
but they proved extremely useful for us
working with traffic problems in the sev-
enties. I remember I had the E1,n formula
stored on magnetic cards for use on
pocket calculators like HP 25. The calcu-
lations then were simply done by Palm’s
recursion formulas. For an indication of
the type of formulas he gives, I quote the
following:

First of all, the Erlang first formula is:

(10)

From this formula we easily find the two
following recursion formulas:

(11a)

With E1,0 = 1 the result for arbitrary n
can easily be calculated on a calculator.

Palm also gives the following formula for
the derivative of E1,n with respect to A:

(11b)

From this formula can easily be seen how
the relative increase of loss depends on
the relative increase in traffic.

There are several other formulas in this
paper, for instance some nice approxima-
tions. today, however, these results are
probably most interesting from a histori-
cal point of view.

4.3  Contributions to the theory

on delay systems

The last three articles in the series are
devoted to delay systems. The first of
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them gives similar formulas for delay
systems that was given for the pure loss
system in the previous section:

The congestion formula, E2,n, originally
given by Erlang in 1917, can be express-
ed:

(12)

From this formula Palm deduces the fol-
lowing recursion relations:

(13)

It is also possible to express E2,n in terms
of E1,n. and vice versa:

(14)

Palm next goes through the derivation of
the M/M/n and M/D/n FIFO queues.
Even though the derived formulas go
back to Erlang [7], Molina [8] and Crom-
melin [9], Palm’s logical derivations and
interpreting comments are well worth
reading. He also compares the waiting
time distributions for constant versus
exponentially distributed holding times
for quite a large number of cases. He
concludes that “... it was found that the
differences in general are so small that
they must be considered as lacking sig-
nificance in the work of dimensioning.
The difference will be smaller the larger
the groups are. Only with very small
groups will the difference be of such a
magnitude that one possibly should take
them into account.”

It is also interesting to note that Palm in
the same paper even includes treatments
of queueing system with voluntary de-
parture of those waiting, i.e. queueing
systems where the subscribers get im-
patient and replace the receiver. Whether
the deducted formulas originally go back
to Palm himself is a bit unclear, but the
only reference he gives is to a paper by
himself from 1937 [10]. It is, however,
rather typical for Palm to write long
papers where he includes several differ-
ent topics. The practice of today would

have been to chop them up into several
independent publications!

The last two papers in the series are:
“Waiting Times with random served
Queue” and “Duration of Congestion
States in Delay System”. They are both
long papers, perhaps a bit lengthy, with
detailed derivations and several numeri-
cal calculations often presented graphi-
cally in several curves. Personally,
I never used the results from the papers
so I renounce from making any further
comments.

5  Intensity variations in

telephone traffic

5.1  Palm’s dissertation and

Dr. Jacobæus

As mentioned in the introduction, Palm
wrote his famous doctor thesis with the
original German title: Intensitäts-
schwankungen im Fernsprechverkehr in
1943. This fundamental work has since
been considered as the bible of teletraffic
theory. I will at this point refrain from
going through this work in detail and
rather limit myself to a few personal
comments connected to it. For an extens-
ive discussion I refer to the previously
mentioned work of Arne Jensen [2].

To me, the thesis of Palm will always be
closely associated with one of the great
pioneers of teletraffic theory, namely Dr.
Christian Jacobæus. I met Jacobæus for
the first time in 1976 at ITC 8 in Mel-
bourne. He was then still Technical
Director at L.M. Ericsson and was well
known to me through his famous works
within link systems that dated back to the
early fifties [11]. In fact, the so-called
‘chicken diagrams’, that is an instructive
way of  depicting the hunting path
through a link system, go back to
Jacobæus and is still in use. Incidentally,
Palm himself acted as a tutor for
Jacobæus’ own thesis, just a year prior to
his (Palm’s) death.

Hence, it was with great respect I met
with the famous Jacobæus at that time,
myself being a newcomer in teletraffic
research. But Jacobæus was always inter-
ested in new people and new ideas com-
ing into his field of interest, and did, in
fact, spend some time with us new-
comers. I still remember the nice evening
at the Sydney opera that culminated in a
dinner for the “Nordic group” hosted by
Jacobæus on behalf of L.M. Ericsson.

Since then, I happened to meet Jacobæus
several times over the years. He retired
from Ericsson just after the Melbourne
ITC but showed up regularly on the ITCs
and the Nordic Teletraffic Seminars
(NTS). He showed genuine interest in
any event that occurred within the tele-
traffic field in Scandinavia. I remember
particularly in 1982, when Bjarne Helvik
at ELAB was about to defend his doctor-
ate, that Jacobæus showed up unexpect-
edly the night before at the hotel in
Trondheim where Gunnar Lind and
myself were discussing the question to be
asked the next day. He firstly participated
actively in going through the dissertation
and secondly, acted as kind of a self-
appointed third opponent during the very
defense itself! I was told that something
similar happened the year before, in
1981, when Arne Myskja defended his
doctorate.

The reason for mentioning Jacobæus in
connection with the thesis of Palm is
because he was the one to translate it into
English. The translation was finished in
1987, the book was published in 1988
and thus made Palm’s work known to the
scientific community the world over. I
remember, though, that when I met
Jacobæus in Stockholm around 1981 he
told me already then that he was going to
translate Palm’s dissertation into English,
and whenever I met him in the following
years he talked about the progress with
his book. Hence, he must have spent
about 6 years on the translation, or at
least had it at the back of his mind during
these years. But the thesis [3], in its
translated version, contains more than
200 pages in double columns, and Palm’s
way of philosophizing definitely makes it
hard to translate. Besides, Jacobæus was
ill the last years before his death in 1988.

5.2  Intensity variations

As dwelt upon in the introduction,
Palm’s dissertation covers a broad range
of subjects, and may in itself be consider-
ed as a textbook in teletraffic theory. His
style is not very modern, though, and he
likes to give lengthy arguments and
explanations before starting his mathe-
matical treatments. His terminology
might also differ somewhat from the one
of today. Hence, one has to read the text
carefully to fully grasp the underlying
idea. This certainly must have been a
challenge for the translator.

In telephony it is usually assumed that
the call arrivals are distributed randomly
over the time axis, and when one speaks
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of random traffic it is tacitly assumed
that the arrival of a new call is independ-
ent of previous calls. Palm then argues
that this assumption does not correspond
with the real, observed traffic to a suffi-
cient degree. To overcome this discrep-
ancy, he introduces the concept of inten-
sity variations. By this is meant that traf-
fic intensities like call arrival intensity λ,
the releasing rate µ, etc., are functions of
time. The exponential distribution may
thus be written exp[-λ(t)x] where λ(t) is
the intensity at time t. We thus no longer
have a random traffic.

He further distinguishes between slow
and fast variations. By slow variations he
roughly means that the traffic condition
at every point of time in a statistical
sense is the same as for a completely ran-
dom traffic. That is, at a certain point in
time we just use the intensity, y(t), at that
point and otherwise work as before. In
cases when the impact of the transient
phenomena at a change of the intensity
cannot be neglected, the traffic process
will be described as traffic with fast vari-
ations. We will in the following consider
slow variations only.

First of all Palm establishes general
expressions for time mean functions and
call mean functions. Time mean express-
es the fact that a traffic function is ob-
served (as from an outside observer) over
a long period of time and the average
value is calculated based on the relative
time spent in each possible state. Call
mean is the average value as seen from
an arriving call.

Let G(x) be the distribution function for
the intensity y, i.e. Pr{y < x} = G(x). Let
further F(x) be a general, time mean,
function that is valid for random traffic
with call intensity x. Then 

(15a)

expresses the corresponding mean value
for traffic with slow variations that for
random traffic is expressed by F(x). 

In the same way, if f(x) is a call mean
function, the corresponding mean for
traffic with slow variations is:

(15b)

By means of Eqs (15), all results obtain-
ed for random traffic can be applied for
slow variations.

To take an example: The congestion in a
group of n devices is E1,n (A) with A the
product of mean holding time s and call
arrival intensity λ. The corresponding
time congestion for an arrival intensity
with slow variation will be:

(16)

For random traffic E1,n (A) also expresses
the call congestion, i.e. the relative num-
ber of blocked calls. From Eq (15b) we,
however,  find the call congestion for
traffic with slow variations:

(17)

Hence, for traffic with slow variations,
the call congestion is different from time
congestion.

Let us now go back to the questions dis-
cussed in section 4.1. We know that a flat
distribution may be approximated by a
sum of exponentials as given by Eq (5).
However, a more general form is given
by the Stieltjes integral in Eq (6). If we
now assume that the intensity x is a vari-
able, not necessary by time, distributed
according to F(y), we can find an alterna-
tive way of expressing a flat distribution.
In fact, in many cases this new form is
far easier to work with than the sum of
exponentials.

As an example, let us assume that
f(y) = - F’(y) is a Poisson distribution1

(18)

Here τ is the mean value (holding time,
interarrival time etc.), τ0 a fitting param-
eter and Γ(z) the gamma function defined
by

(19a)

with the property

Γ(z + 1) = zΓ(z) (19b)

Inserting f(x) into Eq (6) and using Eqs
(19) gives

(20)

The distribution Eq (20) has a form fact-
or 

(21)

which is always greater than 2 for τ0 > τ.
This last restriction is not really severe;
since we are considering flat distributions
in the first place τ0 has to be larger than
τ. Palm argue that the distribution Eq
(20) is much simpler to work with for fit-
ting than the sum of exponentials. This
is, of course true, but the question is
whether this really matters today with
PCs and available software programs.
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A service is the behaviour of some func-
tional capability. Quality of service
(QoS) is a measure of the relative fre-
quency of specific events within a ser-
vice. These specific events are used as
quality criteria for proper service func-
tioning.

The functional architecture of a telecom-
munication service providing system is
defined as the total set of functional ele-
ments and the dynamic relationship be-
tween these functional elements. This
architecture has both an operational and
a management part. The operational
architecture defines the primary function-
ality related to the real-time handling of a
call, while the management architecture
represents the additional functionality
needed for the administration of the oper-
ational functionality. A QoS architecture
is a view of the functional architecture,
focusing on traffic-resource-related
aspects. A QoS service is defined as the
QoS-related aspects of a service relation-
ship. An optimum traffic solution is relat-
ed to the existence of an optimum QoS
architecture.

This paper discusses state-of-the art for
QoS architectures for telecommunication
service providing systems. The ISO/OSI
and the ITU-F/ISDN QoS frameworks
are presented. Some reflections on the
ideal QoS architecture are also given.

Keywords: Computer-Communication
Networks, Network Architecture and
Design, Network Protocols, Telecommu-
nication Networks, B-ISDN, Quality of
Service.

1  Introduction

1.1  QoS in perspective

During the last few years, an increased
attention has been given to the concept of
Quality of Service (QoS). For telephone
networks and circuit-switched data com-
munication networks, QoS has always
been taken seriously. During several
decades, there has been a significant traf-
fic research related to the QoS aspects of
these systems, and the system design,
standardisation and planning cultures
have been QoS-oriented. The distances

between the traffic research, system
design, standardisation and traffic plan-
ning cultures have been relatively short.

As the packet switching technology was
introduced in the 1970s, this co-operative
QoS-oriented culture was not inherited.
Considering the standardisation, QoS
concepts have been defined and dis-
cussed, but many QoS-related items are
either “for further study”, “left to the net-
work service provider”, or not mentioned
at all. The driving force behind packet-
switching has been service- and proto-
col-oriented rather than QoS-oriented.
There has been a significant traffic re-
search related to packet switching. How-
ever, there are gaps between the traffic
research, the system design and standard-
isation and the traffic planning cultures.

The B-ISDN specification and standardi-
sation process has shown similar symp-
toms. It is well-known that ATM is much
more vulnerable to bad dimensioning and
non-optimal functionality than packet-
switching. There has been a considerable
traffic research related to the traffic
aspects of ATM. However, there has
been a gap between the traffic research
and the system specification and stan-
dardisation cultures.

So, how come that QoS has not been
appropriately handled for packet-switch-
ing and ATM? One obvious explanation
is that QoS is difficult to handle. The
appropriate handling requires a total view
of the user behaviour parameters as well
as an understanding of the various
aspects of the system functionality. One
other explanation is that the objective of
the protocol-related standards is to focus
on the interaction aspects between sys-
tems and on the information that is
exchanged. QoS-related aspects can
therefore fall out of the standardisation
context. Protocol data units (PDUs) relat-
ed to traffic-resource allocation are of
interest, but locally applied functionality
for the allocation of traffic resources are
not. In a way QoS has not been important
enough. It seems now, however, that the
time is mature for the handling of QoS in
a more systematic way and from the view
of totality.

One reason for this increased focusing on
QoS is that the explosion in the use of
Internet has demonstrated the insufficien-
cy of QoS-less protocols in high load sit-
uations. Internet is periodically so over-
loaded that the network is practically
useless for planned professional work. A
second reason is the awareness of the
QoS-related problems faced in the ATM

standardisation. ATM is by politicians
and industry allotted the role of the back-
bone of the future Information Super
Highway. QoS concepts are given much
attention in the ATM standards. How-
ever, there is a lack of conclusions. If the
QoS problems of ATM are not solved,
ATM can adopt the nature of the connec-
tion-less Internet or the circuit-switched
X.21, with upgraded bandwidths. A third
reason for the increased focus on QoS is
the growing number of applications with
well-defined QoS requirements. The
obvious inadequacy of the OSI transport
layer to handle the well-defined QoS
responsibility has stimulated the QoS dis-
cussion. The new evolving set of applica-
tions are represented by the “multimedia
culture”. This culture, seeing the commu-
nication system from above, has also
contributed with their own solutions to
many of the non-solved problems of
packet-switching and B-ISDN.

So it seems that time wants QoS solu-
tions rather than “for-further-study” clas-
sifications. The QoS-oriented culture that
has been typical for the circuit-switched
communication era may get its renais-
sance in the high capacity and multi-
media communication era.

1.2  Outline of this paper

A summary of state-of-the art for QoS
architectures for telecommunication ser-
vice providing systems is given. It will
be focused on the QoS aspects of the pri-
mary operational functionality of a sys-
tem in a proper functioning state.

Section 2 gives a presentation of generic
concepts. Concepts such as service, QoS,
QoS service, QoS architecture and traffic
handling functionality are defined.

Section 3 presents the ISO/OSI view of
QoS, which is defined within the frame-
work of the hierarchical OSI model. The
OSI QoS Framework that is now under
work is a valuable contribution to the
introduction of QoS in packet-switched
and ATM systems. However, so far, the
framework is preliminary, and the inten-
tion must be followed up in the specific
standards. Section 4 presents the narrow-
band and broadband ISDN views of QoS,
defined within the framework of a user-
network relationship.

In Section 5, the characteristics of an
ideal QoS architecture is discussed. An
application-oriented QoS service is an
important element within an ideal QoS
architecture. Section 6 gives summary
and conclusions.

Architectures for the modelling of QoS functionality*

B Y  F I N N  A R V E  A A G E S E N

* Part of the work reported in this paper
was done under contract with Telenor
Research as a part of the project “QoS
in Layered Architecture”.
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2  Generic concepts

2.1  Quality of service (QoS)

A service is the behaviour of some func-
tional capability provided by a service
provider to a service user (Figure 2.1).
The service is defined by service primi-
tives, and these service primitives carry
service parameters. Within the context of
ISO/OSI, a service is related to a specific
layer, and an (N)-service is the service
offered to the (N+1)-layer. The (N)-ser-
vice is the result of the functionality of
the (N)-layer-entity and the (N-1)-ser-
vice. An (N)-service is offered at an (N)-
service access point. ITU defines teleser-
vices and bearer services. A teleservice
is a service that the user gets from the
user terminal, while a bearer service is a
service offered at some interface between
the user and the network. The ITU ser-
vices represent OSI (N)-services at spe-
cific (N)-service access points.

ISO/OSI defines Quality of service
(QoS) as “a set of qualities related to the
provision of an (N)-service, as perceived
by an (N)-service-user”. QoS is defined
by ITU as “the collective effect of service
performance which determine the degree
of satisfaction of the user of the service”.
The relative frequency of specific events
within a service is used as a QoS mea-
sure. These specific events are used as
quality criteria for the proper service
functioning.

The ISO definitions are found within the
OSI QoS Framework [27]. The ITU defi-
nitions are found in E.800 “Quality of
Service and Dependability Vocabulary”
[17] and in I.350 from the series of ISDN
recommendations [22]. In addition to the
service concept, ITU also has the concept
of network performance (NP) defined as
“the ability of a network or network por-
tion to provide the functions related to
communication between users”.

The concept traffic performance is often
used in relationship with or instead of
QoS. QoS is directly related to the use of
common traffic resources. Examples of
traffic resources are: nodes, transmission
capacity, transmission links, routes, logi-
cal channels, buffers, windows, and also
processing resources such as CPUs,
buses and interface-circuits within nodes
and end-systems. So the quantitative
measure of QoS is directly related to the
utilisation of the resources involved in
providing the service, i.e. the traffic on
these resources. So, traffic performance
and QoS are two strongly related con-
cepts.

A QoS service is here defined as the
QoS-related aspects of a service relation-
ship. While a service comprises the total
functionality of some capability, the
QoS-service only comprises the aspects
of a service that have meaning for the
definition of the QoS. The QoS-service
defines the nature of the QoS parameters
carried on the service primitives. The
QoS-service is relevant between adjacent
layers, but is also relevant for general
client-server relationships.

2.2  QoS architecture

The functional architecture of a telecom-
munication service providing system is
defined as the total set of functional ele-
ments and the dynamic relationship be-
tween these functional elements. This
architecture has an operational and a
management part. The operational archi-
tecture defines the primary functionality
related to the real-time handling of a call,
while the management architecture de-
fines the additional functionality needed
for the administration of this operational
functionality.

A QoS architecture is a view of a func-
tional architecture, considering the traf-
fic-resource-related aspects, i.e. the traf-
fic resources and the functionality for the

administration of these resources. Fault-
handling functionality will be a part of
the QoS architecture. This because of the
tight connection between fault-handling
and traffic resources. A QoS architecture
will also have an operational and a man-
agement part, denoted as the operational
and management QoS architecture,
respectively. The relationship between
the functional architecture and the QoS
architecture is illustrated in Figure 2.2.

QoS is a characteristic of how well the
service is performed. But a system must
also have the ability to provide a certain
QoS. This ability can depend very much
on the system architecture and accord-
ingly on the principles for the realisation
of system functionality. The QoS archi-
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tecture focuses on how the QoS function-
ality is modelled. In the QoS architec-
ture, QoS is the objective and the QoS-
service is the solution. The service in the
functional architecture is replaced by the
QoS-service in the QoS architecture. The
service parameters are replaced by the
QoS parameters. An optimum traffic
solution is related to the existence of an
optimum QoS architecture, i.e. an archi-
tecture that gives the necessary possibili-
ties without being too costly. In the B-
ISDN standardisation, simplicity has
been a strong requirement. Focus on sim-
plicity, however, can lead to non-optimal
solutions.

2.3  Traffic-handling

functionality

The functionality for the allocation,
administration and reallocation of traffic-
carrying resources within the operational
QoS architecture, is denoted as traffic-
handling functionality. The design ob-
jective for the telecommunication ser-
vices providing system is the offering of
the defined set of services with a defined
QoS at a minimum cost. The QoS archi-
tecture and the traffic handling function-
ality are tools for reaching this objective.
The B-ISDN classification [8] of traffic-
handling functionality is as follows:

- traffic control: the set of actions taken
by the network to avoid congested
conditions

- congestion control: the set of actions
taken by the network to minimise the
intensity, spread and duration of con-
gestion.

In networks “up to LAN”, the traffic con-
trol functionality was: switching, multi-
plexing, routing, access, priority control
and ack-based flow-control. Traffic han-
dling functionality for high capacity net-
works has been a topic for discussion for
several years. The traditional ack-based
stop-and-wait and sliding window flow

control mechanisms are in the general
case insufficient. With high-capacity net-
works came transport protocols with
rate-based flow-control. In this case the
number of information units over a pre-
defined time period is controlled, rather
than the number of outstanding acknowl-
edgements.

With B-ISDN came concepts such as:
connection admission control (CAC),
usage/network parameter control
(UPC/NPC) and traffic shaping. CAC is
the set of actions taking place during call
set up in order to establish a traffic con-
tract and a connection, UPC/NPC is the
set of actions taken by the network to
monitor and control traffic, and traffic
shaping comprises modification of the
traffic characteristics. Network resource
management, priority control and feed-
back control are also defined as part of
the B-ISDN traffic handling function-
ality. Network resource management is
the allocation of resources in order to
separate flows according to service char-
acteristics and feedback controls are the
set of actions taken by the network and
by the users to regulate the traffic sub-
mitted on ATM connections according to
the state of network elements.

3  The ISO/OSI QoS frame-

work

The Basic Reference Model for Open
Systems Interconnection (OSI) defined in
ITU recommendations X.200 and
ISO/IEC 7498-1 provides a description
of a model and the activities necessary
for systems to interwork using communi-
cation media. The ISO/IEC “Quality of
Service Framework” [27] will be a sup-
plement to the description of QoS con-
tained in this Basic Reference Model. In
addition to the definition of QoS-related
concepts, it contains the definition of a
model of QoS and the definition of QoS
parameter semantics.

The present version of the Quality of Ser-
vice Framework still has holes. The doc-
ument is formally and compactly written.
The following presentation in the Sec-
tions 3.1–3.4 will therefore focus on the
basic contents of this document rather
than details. Section 3.1 presents QoS
user categories, characteristics and
parameters, Section 3.2 QoS parameter
semantics. Section 3.3 presents the model
of QoS for OSI. Section 3.4 is not
directly related to the Quality of Service
Framework document, but discusses QoS
in existing layer-specific OSI recommen-
dations.

3.1  QoS user categories, char-

acteristics and parameters

The concepts QoS user categories, QoS
characteristics and QoS parameters are
essential in the OSI QoS framework. The
relationships between these concepts are
illustrated in Figure 3.1.

A QoS user category is defined as “a pol-
icy objective that leads to the identifica-
tion of a set of QoS characteristics”. The
basic idea is to identify various classes of
users and to define the QoS requirements
based on these classes. A QoS character-
istic is defined as “a quantifiable aspect
of QoS, which is defined independently
of the means by which it is represented
or controlled”. QoS characteristics are
intended to be used to describe the actual
behaviour of systems. A QoS parameter
is defined “as a variable relating to one
or more QoS characteristics, values of
which are conveyed between objects as a
part of a QoS mechanism”. QoS parame-
ters are classified as QoS requirement
parameters and QoS data parameters.
QoS requirements are a statement of
requirements for one or more QoS char-
acteristics.

The defined fundamental QoS user cate-
gories are: the secure, the safe, the time
critical, the highly reliable, the easy to
use, the extensible/flexible, the low cost
and the QoS monitorable/testable/audit-
able user categories. Most of these cate-
gories are self-explanatory. The QoS
monitorable/testable/auditable user cate-
gory is related to the requirements for
monitoring, testing and auditing of the
QoS for the provided service. QoS audit-
ability means that the service user must
be able to obtain verifiable evidence of
the QoS as actually provided and of the
cost incurred as related to the service
provided and to the quality of that ser-
vice. The requirement for audit of the
service provided may be met by the pro-
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provider

QoS parameters
QoS requirement parameters
QoS data parametersQoS characteristic

QoS user
catagories QoS

Figure 3.1 QoS user categories, characteristics and parameters
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vision of suitable information on 1) the
service as actually provided, 2) the QoS
as actually provided, and 3) the cost
incurred as related to the service and
QoS. Concerning QoS characteristics, the
following generic QoS characteristics are
defined:

- Time delay represents the difference in
time between two related events. The
time delay characteristic is quantified
in any units of time such as seconds,
milliseconds, etc.

- Time variability represents the vari-
ability of a time or a time period. It
relates to the dispersion or jitter that
can be tolerated when time periods are
involved.

- Time window represents specific
period of time. It is a bounded time
interval which is defined by a starting
time and a time delay, by a starting and
an end time or by a time delay and an
end time.

- Capacity represents the amount of ser-
vice that can be provided in a specified
period of time.

- Accuracy represents the correctness of
an event, a set of events or a condition.
Accuracy is a QoS characteristic of
concern to the user, for whom this
characteristic refers to the user infor-
mation only.

- Protection represents the security
afforded to a resource or to informa-
tion. Protection is quantified as a prob-
ability of failure of the protection.

- Cost represents a means of assigning
value to an object. Cost is measured in
terms of currency/unit.

- Priority represents the importance of
an object or the urgency assigned to an
event.

- Availability represents the proportion
of time when satisfactory service is
available.

- Reliability represents the probability
that accuracy will remain above a de-
fined requirement (i.e. that failures will
not occur).

- Coherence is the QoS characteristic
that represents the degree of correla-
tion between two or more objects
(events, actions or information).

3.2  The model of QoS

The purpose of the model of QoS for OSI
is to define the basic concepts necessary
for the description of QoS as it applies to

open systems. Figure 3.2 illustrates the
external flow of QoS requirements in a
confirmed (N)-service-facility. The
model of QoS recognises two types of
entities performing functions related to
the operation and management of QoS:

- layer QoS entities
- system QoS entities.

This is the same classification as used in
the ISO recommendations for specifica-
tion of OSI Management in the Recom-
mendations ISO 9595-96, 10165:1-4 and
10040. Layer QoS entities are associated
with the operation of a particular (N)-
subsystem, and system QoS entities have
a system-wide role.

The layer QoS entities comprise: the (N)-
service user, the (N)-policy-control-func-
tion ((N)-PCF), the (N)-QoS-control
function ((N)-QCF), the (N)-protocol-
entity ((N)-PE) and the (N-1)-service-
provider. Figure 3.3 illustrates the total
flow related to outgoing (N)-QoS-re-
quirements. The (N)-PCF receives the
(N)-QoS requirements submitted by the
(N)-service-user and applies specific
policies defined for the (N)-subsystem.
Examples are policies related to time

critical communications. (N)-QCF will
decide if the QoS requirements can be
met by the operation of an existing (N)-
PE. If so, such an (N)-PE is selected, oth-
erwise the call is rejected. The QoS
requirements can be modified before
sending them to the (N)-PE. The (N)-PE
can also reject the received QoS require-
ments. In order to perform its function
the (N)-QCF may also need to access
information provided by the system QoS
entities.

The system QoS entities comprise: the
system policy control function (SPCF),
the system QoS control function (SQCF),
the system management agent (SMA),
the system management manager (SMM)
and the resource manager (RM). These
system entities are primarily concerned
with management functions, and the set
of system and layer QoS entities describ-
ed constitutes a functional decomposition
of an open system for the purpose of
describing QoS management. In [27]
some figures illustrating the relationship
between the layer and system QoS enti-
ties are given. Figure 3.4 illustrates the
relationship between the layer and the
system entities.
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SMA represents the agent processing
function of OSI systems management,
which enables system resources to be
remotely managed using OSI systems
management protocols. It supports a set
of system management functions, which
will depend on the particular system con-
figuration, and uses an OSI stack includ-
ing CMIP (Common Management Infor-
mation Protocol) for communication with
remote SMMs. RM represents the end-
system control of resources.

SQCF combines two functions: a system-
wide capability for tuning the perform-
ance of the various protocol entities that
are in operation, and providing co-ordi-
nation of any requirement to modify the
behaviour of remote systems via OSI
systems management. The SMM repre-
sents the operation of the open system in
the manager role, as defined in the
ISO/IEC 10040. Its inclusion in the
model makes it possible to describe QoS
management functions in which a system
needs to control, or obtain information
from, another system using OSI systems
management protocols. Individual (N)-
protocol-entities do not interact with
SMM directly, but instead interact via the
SQCF. This representation is chosen so
that, where QoS is concerned, there is a
single point of control of manager com-
munication. Hence, the SQCF also has a
co-ordination role.

The role of SPCF is basically similar to
the role of (N)-PCF at each layer. The
inclusion of SPCF recognises that any
policy implemented at any particular
layer is likely to depend on a policy
which has been established for the whole
open system. In particular in the case of a
policy concerned with time critical com-
munication, it is conceivable to consider

an entity which has access to information
concerning not just a single open system,
but also other open systems involved in
the time critical communication.

3.3  QoS parameter semantics

The QoS parameters have been classified
as requirement and data parameters.
However, there must be some semantics
related to the defined parameter values.
The part of the ISO/OSI QoS Framework
handling parameter semantics is based on
[14]. Some requirements are classified as
weak (best effort) requirements and some
as strong requirements. The following
types are defined:

- Target: the value is a desired level of
QoS

- Lowest quality acceptable: the value is
a minimum level of QoS that is accept-
able to the user

- Guaranteed: the desired QoS must be
guaranteed by reservation of resources
(or other means) so that the requested
level will be met, barring “rare” events
such as equipment failure

- Compulsory: the achieved QoS must
be monitored by the provider, and the
communication must be aborted if it
degrades below the compulsory level.
However, the desired QoS is not guar-
anteed, and indeed it may be deliber-
ately degraded, for example to enable a
higher precedence-demand for service
to be satisfied

- Threshold: The achieved QoS must be
monitored by the provider and either
or both users warned if it degrades
below the threshold level

- Controlled highest quality: The pro-
vider and users must constrain their

operation so that the level is not
exceeded – for example by delaying a
PDU so as not to exceed a specified
instantaneous throughput.

The “target” and “lowest quality accept-
able” types are considered as the “best
effort” semantics. In addition to these
definitions, [14] gives example cases for
various QoS parameter semantics for
two-party and three-party cases. For one
session, both “compulsory”, “threshold”
and “controlled highest quality” values
can be defined for the same parameter. It
is referred to [14] and Section 7.2 of [27].

3.4  QoS in present OSI

recommendations

The concept of QoS is defined on various
layers within the ISO/OSI reference
model. In the following presentation the
discussion is related to the QoS aspects of

- the application support part consisting
of layers 5–7

- the transport layer, and

- the network layer and the link layer.

3.4.1  The application support part

The application layer consists of “Spe-
cific Application Service Elements”
(SASEs) and “Common Application Ser-
vice Elements” (CASEs). The SASEs are
related to different application “cultures”
such as the data-communication commu-
nity, the telecommunication community,
and also other application communities.

The data communication community is
responsible for SASEs such as FTAM
(File Transfer Access and Management),
VT (Virtual Terminal), JTM (Job Trans-
fer and Manipulation) and RPC (Remote
Procedure Call). The telecommunication
community is responsible for the newly
defined INAP (Intelligent Network
Application Protocol), while other appli-
cation communities are responsible for
SASEs such as EDI (Electronic Data
Interchange), ELCOM (Electric Power
Communication Protocol) and SGML
(Standard Graphical Markup Language).

The CASEs are primarily defined within
the data-communication community, and
comprise elements such as ACSE (Asso-
ciation Control Service Element), ROSE
(Remote Operation Service Element) and
CCR (Concurrency, Commitment and
Recovery).

No QoS parameters are defined on the
services related to SASEs. The only
application service element that has

(N)-service-user

(N)-PCF (N)-PE

(N)-service-provider

(N-1)-service-provider

SPCF

RM

SQCF

SMA SMM

CMIP

(N)-QCF

Figure 3.4 Relationship between layer and system QoS entities (from [27])
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explicitly defined QoS parameters is the
CASE element ACSE (Association Con-
trol Service Element). A QoS parameter
field is defined on the A.ASSOCIATE
service primitives. The A.ASSOCIATE
primitive is mapped into the presentation
layer P.CONNECT service primitive.
There are no QoS parameters carried on
the ACSE or the presentation layer PDUs
(PDU = protocol data unit). The presen-
tation layer maps the QoS parameters of
the presentation layer P.CONNECT pri-
mitive into the QoS field of the session
service S.CONNECT primitive. The ses-
sion service QoS parameters are passed
further to the transport layer. The QoS
parameters of the S.CONNECT primitive
are similar to the connection-oriented
transport service QoS parameters defined
in Table 3.1. So there is no QoS-related
protocol functionality in the OSI layers
5–7. The QoS parameters in the ACSE
service A.ASSOCIATE primitive are just
sent further down to the transport layer.

3.4.2  The transport layer

The transport service provides transpar-
ent transfer of data between transport ser-
vice users. It relieves these users from
any concern about the detailed way in
which supporting communication media
are utilised to achieve this transfer. There
is both a connection-oriented and a con-
nection-less service, but only a connec-
tion-oriented protocol. Transport services
are defined in [26] and the connection-
oriented transport protocol in [25]. The
transport service provides for a QoS
selection: “The transport layer is requir-
ed to optimise the use of available com-
munication resources to provide the QoS
required by the communicating transport
service users at a minimum cost. QoS is
specified through the selection of values
for QoS parameters representing charac-
teristics such as throughput, transit
delay, residual error rate and failure
probability.”

The QoS parameters for the connection-
oriented case is shown in Table 3.1. The
concept “speed” used in Table 3.1 should
be replaced by “time delay” according to
the QoS Framework defined in the pre-
vious section. QoS is negotiated at con-
nection set-up. There is not specified any
particular values or classes of values for
the QoS parameters. Throughput and
transit delay are defined for each direc-
tion of transfer on a transport connection.
In each direction both maximum and ave-
rage values are specified. Both through-
put and transit delay specifications are

based on a stated average T-SDU size
(T-SDU = transport service data unit).

The QoS parameters for the connection-
less service are a subset of the connec-
tion-oriented parameters. They comprise
transit delay, protection, residual error
probability and priority. For details see
Clause 10 and 17 of [26]. The QoS han-
dling within the transport layer is impor-
tant. Three issues are defined in the rec-
ommendation:

1 The QoS negotiation with the network
layer

2 The QoS negotiation with the peer
transport entity

3 Status exchanges and monitoring of
QoS.

Concerning 1), the QoS parameters of the
connection-oriented and connection-less
network services are similar to the QoS
parameters of the corresponding trans-
port services, so that the transport service
QoS requirements can be sent on to the
network layer.

Concerning 2), the 5 classes of connec-
tion-oriented transport protocols [25] are
classified according to type of underlying
network and multiplexing and error re-
covery capability. For all classes except
class 0, the connect request and connect
confirm T-PDUs have the following QoS
parameter fields: maximum and average
throughput in both directions, specified
as “target” and “minimum acceptable”,
transit delay and residual error rate in
both directions, specified as “target” and
“maximum acceptable” and finally prior-
ity. The classes 2–4 have an ack-based
flow-control mechanism. The mapping of
QoS requirement to window sizes should
be a transport layer function.

Concerning 3), status exchanges and
monitoring of QoS are not included in
the present version of the transport proto-
col definition, but are covered by the
QoS parameter semantics of the OSI QoS
Framework briefly described in Section
3.3. In the present transport layer defini-
tion, the QoS handling is based on “best
effort semantics”.

3.4.3  The network layer and the

link layer

As stated above, the network and trans-
port service QoS parameters are similar.
Considering the QoS functionality of the
network layer protocols, very little is
found except the ack-based flow-control
mechanisms. For X.25, the “Essential
Optional Packet Switched User Facili-
ties” defined by X.2, defines the follow-
ing optional facilities related to QoS:
throughput class negotiation, fast select
and transit delay selection and identifica-
tion. Throughput class is a concept with-
out exact semantic definition. It gives the
user a possibility to select from a number
of classes offering different throughput.
Nothing is said about traffic handling
functionality such as the mapping of QoS
requirements to window sizes and call
acceptance control. ISO IP protocol has
an optional part in the header containing:
transit delay, protection from unauthoris-
ed access, cost determinants, residual
error probability and priority, corre-
sponding to the QoS parameters of the
connection-less network service.

For traditional link layers based on
HDLC, there is not defined any link layer
service, and HDLC has no PDU-fields
related to QoS except the fields related to
ack-based flow- and error-control. For
link layers based on LLC/MAC, the LLC
service primitives have a QoS service

Table 3.1 Connection-oriented transport service QoS parameters (from (26))

Phase Performance criterion

Speed Accuracy/Reliability Others
(Time delay)

TC establishment TC establishment TC establishment failure probability
delay (misconnection/TC refusal)

Data transfer Throughput Residual error rate
(corruption, duplication/loss)

Transit delay Resilience of the TC

Transfer failure probability

TC release TC release delay TC release failure probability
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class parameter field used to indicate the
priority. There is no QoS parameter in
the LLC PDUs except the flow- and
error-control fields. There is also a ser-
vice class field in the MAC service prim-
itives used for priority. The use of this
field is dependent on the available mech-
anisms in the specific protocols. The
MAC-protocol provides the transmission
capacity access function, and the various
protocols have appropriate mechanisms
and PDU-fields for this purpose.

3.5  The OSI QoS service

The aspects of QoS parameters related to
service primitives and PDUs are illus-
trated in Figure 3.5. The OSI QoS-ser-
vice can be characterised as application-
oriented. This because the (N+1)-layer
defines its QoS requirement parameters
based on (N+1)-layer concepts, and there

is an intention of a downwards mapping
of the application-defined QoS require-
ments. There is a consistent set of ses-
sion, transport and network service QoS
requirement parameters.

There is a concept of a totality, but some
important elements are missing: 1) The
QoS parameters of the application layer
service are not well-defined. 2) The
transport layer is the vital point for
handling the end-to-end QoS, but there is
not defined any transport layer function-
ality to handle this responsibility except
the delegation of this responsibility to the
underlying network layer. 3) The net-
work layer does not have the defined
functionality to take this responsibility.
4) In addition, the need for parameters
describing other aspects of the traffic pat-
tern “offered” than the aspects reflected
by the defined “requirements”, is not

explicitly expressed. These other aspects,
however, can be defined as if they were
QoS requirements.

4  The ISDN QoS

framework

ISDN is here used as a common concept
for narrowband (N-ISDN) and broadband
ISDN (B-ISDN). The ISDN functional
architecture consists of the user plane for
data-transfer, the control plane for call
and connection control and the manage-
ment plane for management. Important
QoS-related aspects are defined in the
following documents:

- I.350: General Aspects of QoS and
Network Performance in Digital Net-
works, Including ISDN

- I.356: B-ISDN ATM Layer Cell
Transfer Performance

- I.321: B-ISDN Protocol Reference
Model

- I.371: Traffic Control and Congestion
Control in B-ISDN

- Q93B: User-Network and Network-
Network Signalling

- ATM Forum: UNI 3.0.

This section will mostly comprise B-
ISDN. Section 4.1 describes the generic
QoS-aspects of ISDN and partly also the
specific QoS-aspects of N-ISDN. In Sec-
tion 4.2, the basic operational B-ISDN
architecture is presented. Section 4.3
gives a short summary of ATM system
service classes, protocol types and QoS
classes. Section 4.4 defines traffic and
congestion control functionality, and
Section 4.5 defines traffic contracts. Sec-
tion 4.4 and 4.5 are based on Section 3.6
of UNI 3.0 [8] and the ITU recommenda-

tion I.371.

4.1  The ISDN generic QoS

framework

I.350 was intended for N-ISDN.
The generic aspects of I.350 are
also applicable to B-ISDN. The
ITU concepts Quality of Service

(QoS) and network performance (NP)
were defined in Section 2.1. Figure 4.1
illustrates the concepts. Performance
parameter is used as a common concept
for QoS and NP parameters. A primary
performance parameter is a parameter or
a measure of a parameter determined on
the basis of direct observations of events
at service access points or connection
element boundaries. A derived perfor-
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mance parameter is a parameter or a
measure of a parameter determined on
the basis of observed values of one or
more relevant primary performance
parameters and decision thresholds for
each relevant primary performance
parameter.

I.350 defines a method for identifying
parameters. The “method” is rather a
matrix, with the functions: access, user
information transfer and disengagement
as rows and the macroscopic generic
parameters: speed, accuracy and depend-
ability as columns. The following nine
generic primary performance parameters
are defined: access speed, access accu-
racy, access dependability, information
speed transfer, information transfer accu-
racy, information transfer dependability,
disengagement speed, disengagement
accuracy and disengagement dependabil-
ity. In addition, availability is defined as a
generic derived performance parameter.
In addition to these generic parameters,
bearer service QoS parameters as well as
circuit-switched and packet-switched NP
parameters are defined.

Considering N-ISDN, the concepts of
QoS and NP are not very much visible in
the specific recommendations. Within the
I.200-series defining teleservices, QoS is
for further study. For the circuit-switched
bearer-service capabilities, the recom-
mendation I.352 specifies the objectives
for the connection set-up delay and
disconnect delay. For the bearer-ser-
vice capabilities based on
packet-switching, the
recommendation
I.122 “Framework
for providing addi-
tional packet mode
bearer services” adds
the OSI network layer
QoS aspects presented in
Section 3.

The document I.356
“B-ISDN ATM
Layer Cell Transfer
Performance” is a
supplement to I.350.
The defined para-
meters apply to cell
streams in which all
cells conform to a negoti-
ated traffic contract and
are intended to char-
acterise ATM connec-
tions in the availabil-
ity state. The follow-
ing performance
parameters related to

cell transfer are defined: cell error ratio,
severely-errored cell block ratio, cell
loss ratio, cell misinsertion rate, cell
transfer delay, mean cell transfer delay
and cell delay variation.

4.2  The B-ISDN functional

operational architecture

A model for the B-ISDN operational
functionality is shown in Figure 4.2. The
basic elements are 1) the ATM system

service user, 2) the ATM system user
plane functionality, 3) the ATM system
control plane functionality, and 4) the
ATM network connection admission
control function (CAC).

The User Network Interface (UNI) plays
an important role within the B-ISDN
architecture. The ATM system service
user consists of two parts: the applica-
tions and the transport system. The appli-
cations comprise layer 5–7 functionality,
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Figure 4.2 A B-ISDN generic operational architecture
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while the transport system consists of
layer 4 functions or combined layer 3–4
functions. The ATM system user plane
functionality consists of the ATM adap-
tion layer (AAL), ATM cell-transfer
layer (ATM layer) and the ATM physical
layer.

4.3  ATM system service

classes, protocol types and

QoS classes

The ATM system has five different ser-
vice and protocol concepts. These are 1)
the ATM system service classes, 2) the
AAL protocol types, 3) the ATM layer
protocol class, 4) the ATM system sig-
nalling protocol type and 5) the ATM
layer specified and unspecified QoS
classes. The relationship between the
ATM system service classes, AAL proto-
col types and the specified QoS classes
are illustrated in Figure 4.3.

There are four basic ATM system service
classes: class A, B, C and D. Recently a
new class X has been defined. The
classes A, B and X are for synchronous
applications, i.e. there are timing rela-
tions between sender and receiver. The
service classes C and D support asyn-
chronous applications, i.e. applications
without timing relations. The synchron-
ous classes A and B offer synchronisa-
tion capabilities. Class A provides a CBR
service (constant bit-rate), class B a VBR
service (variable bit-rate). Class C offers
a general connection-oriented service and
class D a connection-less service. The
new class X is a specific service class for
CBR and VBR synchronous applications
that do not require synchronisation capa-
bilities from the AAL layer. The ATM

system service class is neither visible in
any defined service primitive nor in any
signalling information element. The ser-
vice class is the resulting consequence of
a selected ATM layer QoS class and an
AAL protocol type.

The AAL protocol types are type 1, 2,
3/4 and 5. Type 1 supports a class A ser-
vice, and type 2 supports a class B ser-
vice. Types 3/4 and 5 support class C and
also X services, while type 3/4 supports a
class D service. The ATM system control
plane uses a type 5 AAL protocol.

The ATM QoS class represents a QoS
capability provided by the ATM layer. A
QoS class can have specified perform-
ance parameters or no specified perform-
ance parameters. These cases are denoted
as specified QoS class and unspecified
QoS class, respectively. ATM Forum has
defined four specified QoS classes, one
for each of the service classes A, B, C
and D. Future QoS classes supporting the
same service class may be introduced.
ATM QoS classes were introduced by
ITU, but were left for further study.

4.4  ATM layer traffic and con-

gestion control design

objectives

The B-ISDN traffic and congestion con-
trol functionality was defined in Section
2.3. The stated objectives of ATM layer
traffic and congestion control are: 1) to
support a set of ATM layer QoS classes
sufficient for all foreseeable B-ISDN ser-
vices, 2) not to base the operation on
AAL protocols which are B-ISDN ser-
vice specific or on higher layer protocols
which are application specific, but to let
the protocol layers above the ATM layers

use the information that is provided by
the ATM layer to improve the utility
those protocols can derive from the net-
work, and 3) to design an optimum set of
ATM layer traffic controls and conges-
tion controls, minimising the network
and end-system complexity while max-
imising the network utilisation.

4.5  The ATM traffic contract

A traffic contract specifies the negotiated
characteristics of an ATM layer connec-
tion at a private or public UNI and is
established between the user and the net-
work before the establishment of a con-
nection. The traffic contract comprises:

- Source traffic parameters

- Cell delay variation (CDV) tolerance

- Conformance definition

- Requested QoS class for each direction
of the ATM connection

- The definition of a compliant connec-
tion.

The peak cell rate (PCR), the sustainable
cell rate (SCR), and the burst tolerance
(BT) are potential source traffic parame-
ters. The contract items: PCR, SCR, BT,
CDV tolerance and conformance are all
based on i) a generic cell rate algorithm
(GCRA) and ii) end-system reference
models. GCRA consists of two parallel
working algorithms: a virtual scheduling
algorithm and a leaky bucket algorithm.
GCRA has two parameters: I and L. I is
the increment parameter (specified time
between cells), and L the limit parameter
(specified time period for accepting burst
of cells). The virtual scheduling algo-
rithm controls the time between individ-
ual cells, and the leaky bucket algorithm
controls the accumulation of cells. The
leaky bucket leak-rate is 1 per cell time,
the limit is L and the increment per event
is I.

PCR is defined according to the PCR ref-
erence model illustrated in Figure 4.4.
PCR of an ATM connection is defined as
the inverse of the minimum interarrival
time T (peak-emission interval) between
the appearance of two ATM-PDUs. The
CDV tolerance is the upper bound on the
“cell clumping” measure. The CDV tol-
erance allocated to a particular connec-
tion at the private UNI is denoted by the
symbol τ* and at the public UNI by τ.
SCR and BT are defined according to the
SCR and BT reference model similar to
the PCR model illustrated in Figure 4.4.
Conformance applies to cells as they pass
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Figure 4.4 Peak cell rate reference model (from [8])
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the UNI and are in principle tested
according to some combination of GCRA
algorithms. Conformance definition
should not be interpreted as the Usage
Parameter Control (UPC) algorithm. The
network provider may use any UPC as
long as the operation of the UPC does
not violate the QoS objectives of compli-
ant connections.

4.6  The B-ISDN QoS-service

The B-ISDN QoS-service can be charac-
terised as transmission-oriented. The
ATM system service class is the conse-
quence of a selected ATM layer QoS
class and an AAL protocol class. The
ATM system user needs to know the con-
cepts of cell-time, cell delay variation,
burst tolerance and GCRA. The reference
models are “just” reference models and
not specification models. The function-
ality for providing GCRA(T,0) for PCR
at the physical layer SAP is not defined
in the standard. The virtual shaper is just
a “thought example” [8].

5  Some reflections on an

ideal QoS architecture

The operational part of the OSI and
ISDN QoS frameworks comprises:

- A static architecture defined by a set
of entities performing traffic handling
functions

- QoS-related parameters

- For B-ISDN, a traffic contract be-
tween the user and the network

- For OSI an application-oriented QoS-
service based on QoS requirement
parameters

- For B-ISDN a transmission-oriented
QoS-service based on the traffic con-
tract.

With this as a basis, some modifications
as well as some new aspects are propos-
ed. The following items are discussed:

- Flow-pattern-oriented view of the
layered functionality (Section 5.1)

- Application-oriented QoS-service
(Section 5.2)

- Time region concepts (section 5.3)

- Layered co-operation and layered traf-
fic contracts (section 5.4).

5.1  A flow-related classi-

fication of the layered

functionality

The OSI layers and ISDN user plane are
based on extensive multiplexing. The
concepts ATM system service class,
AAL protocol class and the ATM layer
QoS class are flow pattern oriented. The
concept flow class is hereby used as a
generic concept for flow-pattern oriented
service and protocol classifications. The
basis for the resource allocation is the
nature of the flow patterns. A QoS archi-
tecture therefore needs flow pattern con-
cepts for the whole architecture. This
subsection gives a flow-oriented view of
the application layer and the transport
layer, application flow classes and trans-
port system flow classes are defined. The
concepts used are illustrated in Figure
5.1. The applications, consisting of the
functionality of the OSI layers 5–7, are
classified as follows:

- Constant bit-rate flow class (CBR)

- Variable bit-rate flow class (VBR)

- Asynchronous association mode flow
class (AAM) consisting of the

⋅ transaction flow class (AAMt), and

⋅ the block-transfer stream flow class
(AAMs)

- Asynchronous message mode flow
class (AMM).

“Asynchronous” means that the sender
and receiver applications are not in real-
time synchronisation. “Association
mode” means that the sender and receiv-
er applications have an “OSI application
layer association”. Class AMM repre-
sents message-oriented applications, i.e.
one way information without immediate
response. The transaction class AAMt
contains both interactive and distributed
system traffic. Distributed system traffic

comprises traffic between application
programs as well as operating system
traffic. Definitions of QoS requirement
and traffic flow parameters for the vari-
ous flow classes are found in [3] and [4].

The transport system consists of layer 4
functions or combined layer 3–4 func-
tions and will map the application classes
to the ATM system service classes. Con-
cerning various transport systems, we
find:

- traditional ISO transport system
classes and TCP, both with ack-based
flow-control and

- “new” transport systems with rate-
based flow-control.

The traditional transport systems are
intended for both transaction traffic,
block-transfer streams and message
mode application traffic. Considering the
“new” set of transport systems proposed
for being used in high capacity networks,
these do reflect the nature of various
application classes. The following gives
a non-exhaustive list: Delta-t, NETBLT
(The Network Block Transfer Protocol),
CMP (Check Mode Protocol), NADIR,
VMTP (The Versatile Message Transfer
Protocol), XTP (The Express Transfer
Protocol), RTTP (The Real-Time Trans-
port Protocol), TPR (Transport Protocol
for Real-time Services) and TP++. TPR
is an example protocol for the CBR
application class, XTP for VBR, VMTP
for AAMt and NETBLT for AAMs. Gen-
eral overviews are given in [16], [15] and
[19]. Details on VMTP can be found in
[10], [23], NETBLT in [12], XTP in [24],
[11], RTTP in [15], TPR in [7] and TP++
in [9]. Because of weak performance
requirements, any transport system can
be used for the application class AMM.
The most likely choice, however, is a
transaction-oriented or a block-transfer-
stream-oriented protocol. Considering

AAMtVBRCBR AAMs AMM
Application layer

flow classes

ACMtVBRCBR ACMs
Transport system

flow classesACMg

CBR : constant bit-rate
VBR : Variable bit-rate
AAM : asynchronous association mode
AMM : asynchronous message mode
ACM : asynchronous connection mode

Figure 5.1 Application and transport layer flow classes



both the traditional ack-based and the
“new” rate-based protocols, the transport
system flow classes can be defined as:

- Constant bit-rate flow class (CBR)

- Variable bit-rate flow class (VBR)

- Transaction flow class (AAMt)

- Block-transfer stream flow class
(AAMs)

- General connection flow class
(AAMc).

Figure 5.2 illustrates the application and
transport system flow classes defined and
also the relationship between these
classes and the specified ATM system
flow classes defined within the present
B-ISDN QoS framework. The unspeci-
fied QoS class is not included in Figure
5.2.

5.2  Application-oriented QoS

service

The OSI QoS parameters are QoS re-
quirement and QoS data parameters. The
ISDN performance parameters are QoS
parameters, traffic parameters and NP
parameters. These definitions are not
consistent. A slightly changed definition
is therefore used, where QoS parameters
comprise QoS requirement and traffic
flow parameters abbreviated to Q- and F-
parameters respectively. We then have:

Q-parameters: For the definition of
QoS requirements for
individual information
units

F-parameters: For the definition of the
overall structure of the
traffic flow pattern.

The index “S” indicates service, the
index “P” indicates protocol. An addi-

tional index (N) indicates
(N)-layer. See Figure 5.3.
For a general (N)-layer,
the following questions
must be answered:

- Is there an externally
defined (N)-service?
What is the (N)-layer
internal structure of flow
classes, and what is the
external visibility of
these classes?

- Are the (N+1)-layer
F(N+1),P-parameters pre-
sented to the (N)-layer?
If so, are the (N+1)-
layer parameters related
to an (N+1)-layer or an
(N)-layer flow class?

- Similarly, are the Q(N+1),P-parameters
related to an (N+1)-layer or an (N)-
layer flow class?

For the transmission-oriented ATM QoS-
service the (N+1)-layer states the func-
tionality it wants, based on knowledge
about the (N)-layer internal flow class
structure. The (N+1)-layer declares its F-
and Q-parameters with reference to an
(N)-layer flow pattern model. The alter-
native application-oriented QoS-service
is to let layer (N+1) declare which flow
class it represents and also its F-parame-
ters based on the pattern of its own de-
clared class. The external (N)-layer func-
tionality can optionally be specified. For
B-ISDN, a simpler ATM system flow
class structure than the one illustrated in
Figure 5.1 is then made possible.

Knowledge of the nature of the (N+1)-
layer traffic pattern can be useful within
the (N)-layer, both for traffic handling
functionality and traffic load estimations.
Using the (N+1)-layer flow pattern as the
reference for the service will conserve
knowledge about the application traffic
pattern. This can also give the (N)-layer
the possibility to utilise the freedom
caused from lack of one-to-one mapping
between the two flow classes. For ATM,
traffic shaping based on cell spacing can
be applied, utilising the freedom defined
in the application and transport system F-
and Q-parameters ([3], [4]).

5.3  Time regions

In a 160 Mbit/sec ATM network, the
duration of a cell is 2–3 msec. The time
resolution region related to the duration
of single cells and sequences of cells is
defined as the cell time region. Neither
the applications nor the transport system
will in the general case be able to operate
in the cell time region. This fact is one of
the reasons for defining various time
regions to be used as a dimension for
characterising the Q- and F-parameters
and also the traffic handling functional-
ity. In addition to the cell time region, the
frame and the average time regions are
introduced. The corresponding cell,
frame and average processes describe the
activities in the related time regions (Fig-
ure 5.4).

The average process is the flow pattern
related to a pre-defined average interval
in the order of seconds or higher. The
concept frame is a generalisation of the
concept video-frame, which is typically
between 25 and 40 msec. A frame is a
significant application-related quantity
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of information. The frame-time is the
time for the “presentation” of this infor-
mation. For image-related sources, the
frame is one terminal screen. For sources
with a “fixed” period, i.e. CBR, VBR and
AAMs, the frame-time is the period of
the generated flow pattern. For the appli-
cation classes with neither periodicity nor
real-time demanding human users (ex:
distributed system traffic and mail traf-
fic), the frame has no direct intuitive
interpretation.

The F-and Q-parameters for the (N)-ser-
vice should be related to a time region
applied in the (N+1)-layer operation.
This is denoted as the QoS-service’s time
region principle. It is meaningless to
specify (N+1)-layer F- and Q-parameters
that does not match the time resolution
used in the (N+1)-layer. A transport sys-
tem working in the 100 msec time region
should not be forced to specify its param-
eters within the cell time region.

5.4  Layered co-operation and

layered traffic contracts

Layered co-operation means that the var-
ious elements of a communication task is
delegated to various protocol layers. This
is the basic idea behind layering. How-
ever, certain traffic handling functions
such as flow control and multiplexing are
duplicated rather than delegated. This is
discussed by several authors ([28], [13]
and [18]). By 

- avoiding multiplexing above the link
layer

- using an application-oriented QoS-ser-
vice, and

- using the time region principle,

traffic handling functions such as flow
control, usage parameter control and traf-
fic shaping can be handled by co-opera-
tion ([3], [4]). As an example for B-
ISDN, the transport system can do the
traffic handling functionality in the aver-
age and frame time region. The ATM
end-system must do the important map-
ping between the time regions and also
the traffic shaping within the cell time
region.

The B-ISDN concept traffic contract is
hereby generalised. An (N)-layer traffic
contract is defined as the negotiated set
of F-and Q-parameters {Q(N),S, F(N),S} of
the (N)-layer service. The existing B-
ISDN traffic contract is the realisation of
such a layer traffic contract at the UNI.

If a traffic contract between the ATM
system service user and the ATM system

based on frame and average time region
concepts is introduced, then the ATM
system could define another traffic con-
tract for UNI based on F-and Q-parame-
ters in the cell time region. This contract
is directly deduced from the higher layer
contract.

UPC at the UNI with minimum uncer-
tainty can only be obtained if the ATM
system in the unit interfacing the UNI
has responsibility for details of the con-
tract. In this case the presented traffic
load on the ATM links through the UNI
can also be taken into consideration.
Such a scheme is illustrated in Figure
5.5. With a layered contract scheme,
there must be a well-defined ATM sys-
tem service also comprising the control
relationship illustrated in Figure 5.1.
There must also be a well-defined traffic
handling functionality in AAL.

A revised flow class structure based on
an application-oriented QoS service is
illustrated in Figure 5.6. By giving the
responsibility for the selection of the
internal ATM system flow class func-
tionality to an ATM system QoS entity, a
simpler application view of the ATM
system is obtained. The internal ATM
system flow class structure is also con-
siderably simplified.

6  Summary

The operational part of the OSI and
ISDN QoS frameworks comprises:

- A static structure of entities perform-
ing traffic handling functions

- QoS-related parameters, and

- QoS-services.
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With this as a basis, some modifications
as well as new aspects have been pro-
posed. Within this paper, the QoS param-
eters have been classified as QoS
requirement parameters (Q-parameters)
and traffic flow parameters (F-parame-
ters). The proposed solution is based on
an application-oriented QoS-service
formally defined by layered traffic con-
tracts, consisting of a negotiated set of Q-
and F-parameters. Time-regions are
made visible as a dimension in the char-
acterisation of Q-parameters, F-parame-
ters and traffic handling functionality.

A telecommunication service providing
system shall satisfy the requirements of
the applications. A QoS architecture
based on an application-oriented flow
classification of the total layered func-
tionality seems therefore to be the app-
ropriate choice. This will conserve
knowledge about the application Q- and
F-parameters. By avoiding multiplexing
above the link layer, QoS-related co-
operation between the layers is made
possible. Such a solution gives a flexible
and flow-harmonised architecture.
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Abstract

In this paper the traditional under-
standing of stabilities and predictabil-
ity of the traffic profiles and models
have been weighted against the observ-
ations. In Helsinki Telephone Com-
pany, several wide scale traffic mea-
surement studies were made in the
1980s, in order to expose how regular
the traffic variations are. These
measurements indicated that the con-
ventional understanding about the sta-
bility of the repeating profiles, together
with the popular traffic models during
the busy hour, is dubious. This has,
even in the international standardisa-
tion, caused a need to rethink the traf-
fic intensity measurement routines, as a
basis for the dimensioning of networks. 

1  Measurements of traffic

characteristics and

dimensioning

The quality of telecommunications serv-
ices depends on the network bottlenecks,
whereas the overdimensioning of other
parts in the network does not improve the
service. Existing or expected bottlenecks
are revealed by measuring the real traffic.
Directly measurable are the quality char-
acteristics observable by the subscriber;
like congestion, waiting time, or failure
rate. This information is used to control
the offered service quality, but it is also
necessary for immediate measures, such
as fault hunting and repair. The quality
characteristics are non-linear: they dete-
riorate fast as the load increases,
approaching the network’s capacity lim-
its. So, these are not usable in forecasting.
But the load, measured in erlangs, bits per
second, etc., is linearily related to the use
of the service, and thus forecastable, e.g.
by time series. Therefore, the network is
dimensioned for a dimensioning hour
intensity, calculated according to certain
rules from the measured peak intensities.
In determining the required number of
circuits or other capacities, a mathematic-
al model is used, which combines the
intensity, the nominal quality norm and
assumptions of statistical properties of
traffic (distribution of call intervals and
holding times), concerning the network
structure in question (single circuit-
groups, alternative routing, waiting
opportunities). It has been popular to
assume a statistical equilibrium and the
Poisson-distribution for the offered traffic
during the dimensioning hour. Many aca-
demical theories have been created and

presented on this or a slightly modified
basis. How to constitute the dimensioning
hour has met with less interest. The total
service quality over a year is a result of
the representativity of the dimensioning
hour among all hours of the year, together
with accuracy of the model, and the nom-
inal congestion during that hour. It could
be presented in number of minutes in the
year without service, caused by the net-
work’s bottlenecks.

2  Measurements of

intensity

The measurement costs concern the
reserved equipment, the work of prepar-
ing and starting the measurements, and
the logical handling, pruning and report-
ing of the measurement data. A balance
will be searched between the costs of the
carried measurements and the disadvant-
ages caused by the intensities which are
not measured. Among the disadvantages
are unknown or unexpected breakdowns
of the service quality, and unoptimal aug-
mentations in the network.

There are two different approaches with
the following measurement routines:

- Scheduled routines which minimise
the measurement periods and the data
to be handled by concentrating on the
expected high value periods only. The
nominal congestion is kept low in
order to compensate the presumably
lost peak intensities left outside the
measurement periods. This also results
in a high dependency on the mathe-
matical model, and a high investment
level due to the loose dimensioning.
These routines are the traditional way
of dimensioning, trying to minimise
the use of separate measuring equip-
ment, which is expensive in use due to
lots of manual handling of data.

- Continuous routines which activate the
measurements all the time. The abund-
ance of data is pruned in the earliest
phase by searching the relevant peak
intensities. The nominal congestion
can be higher while no compensation
for lost peak intensities outside the
measurement periods is needed. This
results in smaller dependency on the
mathematical model, and in a lower in-
vestment level due to the possibility of
focusing augmentation of the network
equipment correctly. These routines
are in use today, the measurements
using just the basic data produced all
the time by the exchange control pro-
cessor(s).

The worst choice is to create complex but
inaccurate measurements, needing a low
nominal congestion. Even this choice has
been made by some operators.

Every circuit-group between two points
has its traffic capacity, which depends on
the number of its circuits. If it is a poten-
tial bottleneck, it must be measured dis-
tinctly. But if, instead of one, several cir-
cuit-groups in parallel, or an overflow
cluster, or a network between two sub-
scriber groups, is considered, then the
traffic capacity of the studied circuit-
group is no more constant, but lower,
depending on the traffic caused by other
circuit-groups. This complicates the
dimensioning and the traffic manage-
ment, calling for special measures by
measurements. Complications of this
kind are less common in a radial network
structure, there including the cases where
circuit-groups for reliability reasons are
divided into two similar groups with
symmetrically offered traffic.

In comprehensive telecommunications
courses is commonly taught that the
offered teletraffic consists of rather regu-
lar variations, obeying annual, weekly
and daily rhythms, and random Poisson-
ian distribution during the dimensioning
hour, the busy hour.

If these assumptions are valid, it is suffi-
cient to measure the busy hour intensities
during a few days annually only – the
rest of the year can be ignored – and to
dimension by the Erlang formulae and
their derivatives. The elementary concep-
tions in question concern the existence of
the year’s high season, its annual consist-
ency, the peak-hour’s consistency be-
tween seasons, representativity of the
average day, the absence of peak loads
outside the day’s peak-hour, the statisti-
cal balance and Poissonian distribution
during the peak-hour.

Both the rule to select the dimensioning
hour and the mathematical model origi-
nated early in this century, from manual
exchanges, and communication needs of
the past society. They have sometimes
been called into question, but they have
been persistently favoured by some influ-
ential organisations. The new telecom-
munication networks, the new services
and the nearly total renewal of users,
have only to a limited extent influenced
the common views.

While the word “busy hour” has been
used ambiguously, it is avoided here by
talking about the peak-hour as a post-
selected hour having the highest inten-
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sity, the measurement period as a pre-
selected time for measurements, and the
dimensioning hour intensity, created by
certain rules and prognoses from the
measured or estimated intensities.

In the choice of intensity measurement
routine, the knowledge of traffic profile
stability is important: if they are stable,
the short pre-selected measurement peri-
ods save data handling capacities; if they
are unstable, continuous measurement
with data post-selection is needed.

In Helsinki Telephone Company (HTC),
from the end of the 1970s to the year
1993, some intensity measurements have
been carried out in order to resolve the
validity of the common assumptions
about stable intensity peaks, and ideality

of traffic during the
peak-hour. Since the
measuring resources
were convenient, it
was possible to per-
form the measure-
ments on a mass
scale, not only taking
a few samples. Thus,
the results are widely
representative, at
least in the Helsinki circumstances. The
measurements used the methods and rou-
tines which were in daily use in Helsinki;
just the data processing afterwards was
modified in order to simulate different
measurement routines under study.

Several presentations in international
fora are summarised in the following,

and their most relevant results are
referred to. 

As references are used the Elementary
Conceptions, being formulated to support
the traditional understanding and thus the
high stability of profiles.

3  The high season and

its stability

The Elementary Conception (ElCo)
about seasons is that there is in the year
a season with higher traffic than other
seasons, and it is stable from one year to
another. If the ElCo about seasons is
valid, the intensity measurements can be
concentrated to these seasons only, when
a high load has been discovered in earlier
measurements.

The study object in the Helsinki local
network was the 2728 circuit-groups con-
nected to the measuring system
AUTRAX. It measured each circuit-
group continuously, all year round, in ten
consecutive working day rounds, i.e. in
fortnight periods, each being registered
as an average of the days’ peak-hours.
The measurement during two years, 1980
to 1981, thus included 52 fortnightly
intensities. On an average a circuit-group
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had 62 circuits and a fortnightly intensity
of 29.1 E. The measured traffic volume
exceeded 250 MEh. The complete study
is published in [5].

Concerning one circuit-group, the first
year’s peak load time was identified, and
the expected time and intensity 26 fort-
nights later were searched. The expected
values were compared with the real sec-
ond year’s peak load time and intensity.
The timing error dt and the intensity loss
y % characterise that circuit-group, Fig-
ure 1.

If the ElCo about seasons were valid, all
the circuit-groups were concentrated to
point dt = 0, y % = 0. In fact, the ElCo
about seasons was fulfilled only in a
minority of cases, the rest indicating a
wide scattering in dt-y %-plane, Figure 2.

An analysis was done by projecting the
points in Figure 2 to the dt-axis, one by
one. The dt-axis projection of these num-
bers, Figure 3, indicates that

- the full validity of ElCo about seasons
realised in 305 of 2728 circuit-groups,
i.e. 11.1 % of cases; a random result
would be 1/26 = 3.8 %;

- the moderate validity of ElCo about
seasons by timing error of dt being at
least two fortnights realised in 31 % of
the circuit-groups, the random being
5/26 = 19.2 %, and

- measurements have to last for six fort-
nights (three months) in order to dis-
cover the highest fortnight of at least
every second circuit-group.

The y %-axis projection, Figure 4, indi-
cates that

- the average intensity error is 7.6 %,
being large (14 %) for low, up to ten
erlangs, and low (5 %) for high traffic,
at least one hundred erlangs

- if a reliability of 90 % is aimed at, the
pre-selected fortnight intensity must be
exceeded by 25 %. It means corre-
sponding overdimensioning on an
average, leaving, however, every tenth
intensity value underestimated.

The average intensity error in classes of
timing error is presented in Figure 5. It
indicates that when deviating from the
perfect timing, the intensity error sud-
denly jumps to the rather constant high
values, i.e. the highest fortnight does not
stay in the neighbourhood of the earlier
peak season, but appears at an arbitrary
number of fortnights apart.
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The validity of ElCo about seasons is less
than 50 %. The high season thus cannot
be nominated in advance, but intensities
of consecutive fortnights can vary
strongly. Only the low loads during sum-
mer vacations can be identified, the
decrease being on an average of 30 %.
Since the high load timing is not predict-
able, the measurement has to last for
periods totalling at least six months,
uninterrupted or in shorter periods.

4  The stability of the

peak-hour in

measurement rounds

The ElCo about measurement rounds is
that the peak-hour of the average day in
a measurement round of a circuit-group
is stable from season to season. If the
ElCo about measurement round is valid,
the intensity measurements can be con-
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centrated on these hours only, where a
peak-hour has been discovered in earlier
measurements.

The study object in Helsinki local net-
work was the 115 circuit-groups in the
Sörnäinen AKE-transit exchange. The
fortnight measurement rounds in quarter-
hours lasted daily from 8 a.m. to 10 p.m.
The measurements were carried out in
May, August and November 1985,

totalling nearly 600 kEh per round. The
complete study is published in [6].

The study indicated that the total profiles
of the whole exchange, describing sum
profiles of all circuit-groups, were quite
stable, Figure 6. The morning, afternoon
and evening peaks are obvious, and
according to the ElCo about measure-
ment round for the whole exchange, serv-
ing both business and domestic traffic.

When observing separate circuit-groups’
peak-hours, they can be seen to have
morning, afternoon or evening day-time
character, Figure 7. 

But when observing one circuit-group in
consecutive rounds, the peak-hour jumps
from one day-time to another between
rounds in 26 % of cases. According to a
study of the primary material in rounds in
August and November, if measured in
full hours, only in five circuit-groups did
(4 %) the peak-hour keep its timing
strictly from one round to another. But
when taking into account the partial
overlappings, too (Figure 6), the percent-
age of overlapping circuit-groups in-
creased. A partial overlapping of three
quarter-hours was in 24, of half-hours in
14, and of one quarter-hour in 15 circuit-
groups, but as many as every second case
remained without overlapping at all.
Thus the average overlapping was (5 x 4
+ 24 x 3 + 14 x 2 + 1 x 15) / 115 =
135 / 115 = 1.17 quarter-hours. The
result is that the probability of finding the
peak-hour from the earlier timing in con-
secutive measurement rounds is 1.17/4 =
0.29. Thus the earlier mentioned good
stability of the whole exchange’s traffic
profiles does not help the fact that by cir-
cuit-groups there is a bigger probability
to miss than to hit the peak-hour, when
the measurement is timed according a
preselected time.

5  The representativity of

the average day

The ElCo about the average day is that
the peak-hour of the average day in mea-
surement round coincides with the peak-
hours of the round’s days. If the ElCo
about the average day is valid, the aver-
age day’s peak-hour can be used instead
of the peak-hours of the days in the
round.

The study object in Helsinki local net-
work was the 115 circuit-groups in the
Sörnäinen AKE-transit exchange. The
fortnight measurement rounds in quarter-
hours lasted daily from 8 a.m. to 10 p.m.
The measurements were carried out in
May and November 1985, totalling
nearly 600 kEh per round. The complete
study is published in reference [7].

The study indicated that the average
day’s peak-hour coincides fully with the
peak-hours of zero to six of the round’s
days in May (zero to five in November),
averaging 2.36 (1.93), of the ten possible
days. But when taking into account the
quarter-hourly overlappings, too (Figure
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8), the average day’s peak-hour overlaps
with the peak-hours of zero to nine
round’s days (1 to 8.25), averaging 4.86
(4.52) days. Thus it can be said that the
average day’s peak-hour represents two
of the round’s ten days’ peak-hours pre-
cisely, a little for nearly three further
days, but  not at all in the remaining over
five days.

The measurement round’s individual and
average days’ profiles are illustrated for
two different circuit-groups, Figures 9
and 10.

It is seen that in tightly dimensioned
first-choice circuit-group the daily varia-
tions are limited by the number of cir-
cuits (Figure 9), and the average day’s
peak-hour is not far from the individual
peaks. But the last-choice circuits, espe-
cially if they are loosely dimensioned,
can have large daily variations, substan-
tially exceeding the average day’s peak
values (Figure 10). Then the days’ peaks
can hardly be expected by using the aver-
age day.  The averaging over the round’s
days just destroys the valuable informa-
tion about peak values. In such a case the
average day does not give any advice for
quality setting, dimensioning or optimis-
ing. – Here is an example showing that
the dimensioning hour definition is more
important than the distributions during
that hour.

The validity of ElCo about average day is
quite weak, being an exception, not the
rule. In addition, the average day destroys
the most important dimensioning infor-
mation. Therefore, one may ask if there is

any real use of the average day concept.
One usage for the average day per
exchange was presumably in producing
the manual exchange operator’s working
hour schedules. The circuit-group’s aver-
age day’s profile might be used in net-
work management to schedule daily
reroutings in those few cases only, where
all the week day profiles are similar. But
there is no use for the average day in nor-
mal circuit-group dimensioning.

6  The ideality of traffic

during the peak-hour

The ElCo about peak-hour’s model is
that during the days peak-hour the offer-
ed traffic is in a statistical equilibrium
and its distribution is ideal (Poissonian).
If the ElCo about peak-hour’s model is
valid, the simple mathematical models
about quality relations apply. The most
favoured model is the Erlang B-formula
with its derivatives in waiting and over-
flow technologies.

The study object in Helsinki local net-
work was the Sörnäinen AKE-transit
exchange having 120 circuit-groups. The
fortnight measurement rounds in quarter-
hours lasted daily from 8 a.m. to 10 p.m.
The measurements were carried out in
May 1988, totalling 110 000 quarter-
hours. The complete study is published in
[7].

In order to have a reference level, a
“Class 1” Poisson distribution’s process-
distinctive natural “basic” variation D is
defined. The observed differences are
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then compared with the basic variations
D. D = (2tmY/T)1/2, where tm = average
holding time, Y = measured intensity in
the peak-hour, T = integration period, or
the read-out period.

The peak-hour’s internal skewness was
studied by comparing its half-hour inten-
sities. It was seen that only in 20 % of the
circuit-groups the skewness was normal,
i.e. in measures of the basic variation
(Figure 11). The skewness was remark-
ably higher in 58 % and very remarkably
higher in 22 % of the circuit-groups,
when according to the Poisson-process,
the corresponding percentages were 83.8,
15.7 and 0.5. The variations are thus
clearly higher than ideal. This can be
understood so that the offered intensity is
not constant but changing during the
peak-hour. Thus, the congestions are not
divided evenly over the full hour, but
concentrated to one of the half-hours.
Why dimension during the full hour
when the process, relevant to the quality,
happens during one half-hour only? –
This alone is a reason for reconsidering
the modelling.

In lack of more detailed data, the peak-
hour’s internal distribution was studied

as the quarter-
hours’ relative
range W, i.e. the
difference of the
highest and low-
est quarter-hour
intensity in rela-
tion to the basic
variation. The
observable range
W depends both
on the offered
traffic’s varia-
tions, and the
number of cir-
cuits if it is

dimensioned to limit the variations. In
order to distinguish these two reasons,
the circuit-groups were classified accord-
ing to their loading. The Christensen for-
mula’s goodness factor h is here used for
load classification:

h = (n - Y) / Y1/2,

where h = the load index, n = number of
circuits, Y = average of the round’s days’
peak-hour intensities.

Here the dimensioning is called tight,
when h ≤ 1.5, but normal or loose when
h ≥ 2. Tight dimensioning is used typi-
cally in overflowing high-congestion
first-choice circuit-groups, whereas loose
dimensioning is used in low-congestion
last-choice, and in single circuit-groups.

According to the mathematical tables of
Poissonian distribution, probabilities
10 %, 40 %, 40 %, 10 % are reached by
the range of four samples in correspond-
ing classes having W = < 1.0, 1.0 to 1.9,
2.0 to 3.2, and > 3.2. The numbers of cir-
cuit-groups in the same classes are given
in Table 1.

It indicates that the circuit-groups in all
are rather well in line with the ideal

ranges. However, this is only partly a
consequence of ideal offered traffic, but
caused by the combined effect of tight
dimensioning and peaky traffic, namely

- tight dimensioning limits the variations
to narrower than the Poissonian

- loose dimensioning allows the unlimit-
ed variations of the offered traffic,
being generally larger than the Pois-
sonian

- role of the circuit-group – first-choice
or individual or last-choice – has
minor influence on the range, as was
seen separately.

The explanation of the large range in
offered traffic is that the intensity is not
constant during a period of one hour, but
changes by more than the normal varia-
tion. One hour is thus too long a period
for the assumption of equilibrium. – This
result is thus reverse to the English
school which has favoured the smooth
models.

When the distributions in reality differ so
much from the model in common use,
there are two choices:

- to develop the non-Poissonian models
which better describe the large varia-
tions of the hour. The overflow dimen-
sioning methods give some experi-
ences in this way, or

- to diminish the dependability of the
model by shortening the read-out
period so far that the assumption of
constant intensity is valid, from one
hour to e.g. a quarter-hour.

A similar phenomenon was observed in
Helsinki at an early stage [1] when the
observed and the calculated congestions
were compared. The calculated conges-
tions were too few when the read-out
period was half-hour,  less differing in
1/8, and well fitting by 1/24 hour. The
only one analysed circuit-group does not
give basis for wide conclusions, but
offers an interesting view for the mod-
ellers.

7  The day’s peaks’

concentration to the

peak-hour

The ElCo about the peak-hour concen-
tration is that the day’s peaks are con-
centrated into the peak-hour or to its
vicinity. If the ElCo about peak-hour con-
centration is valid, special attention must
be paid to the perfect peak-hour timing.
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Classes of range <1.0 1.0 to 1.9 2.0 to 3.2 >3.2 total

Circuit-groups 19 50 26 25 120

% 6 42 22 21 100

Of them tight 19 11 0 0 30

% 63 37 0 0 100

loose 0 39 26 25 90

% 0 43 29 28 100

Poissonian % 10 40 40 10 100

Table 1  The range in measured circuit-groups and in the Poissonian distribution,
depending on the dimensioning
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Figure 11  Distribution (s) of the observed skewness indices (Si)
compared with the skewness of the normal distribution function
(n) [7]



The ElCo about peak-hour concentration
supports the pre-selection of the mea-
surement hour.

The study object in Helsinki local net-
work was the Sörnäinen AKE-transit
exchange with its 120 circuit-groups. The
fortnight measuring rounds lasted daily
from 8 a.m. to 10 p.m. in quarter-hours.
The measurements were carried out in
May 1988, totalling 110,000 quarter-
hours. The complete study is published in
[7].

The peak loads outside the peak-hour
were classified as mild peaks, having an
intensity less than the peak-hour average
plus basic variations, and as higher
strong peaks. It was seen that

- 32 % of the circuit-groups had no out-
side peaks

- mild peaks were found in 34 % and
strong peaks in the 44 % of circuit-
groups during at least one day

- due to the peak quarter-hours aside the
peak-hour, the peak-hours measured
on quarter-hour basis give on average
4.0 % higher intensity than on full
hour basis

- strong peaks were found in 20.3 % of
days on average in last-choice circuit-
groups but 1.5 % in first-choice and
8.25 % of single circuit-groups. This
might be caused more by the tightness
of the dimensioning than by the role of
the circuit-group, but this aspect has
not been studied

- the day’s outside peaks were primarily
not near the peak-hour, as the so-called
side-hour concept supposes. It might
work in that direction on the average
day, which might be the reason why it
is favoured when the peak-hour is
timed on quarter-hour basis on the
average day. It does, however, not help
much with the uselessness of the aver-
age day.

Thus, the ElCo about peak-hour concen-
tration can be seen to be valid in every
third case only.

8  Comparison of some

measurement routines

Caused by the phenomena described
above, the choice of the measurement
routine influences the produced intensity
values. The measurement routines are
non-continuous, scheduled according to
the expected peak loads, or continuous,
the relevant information about peaks cho-

sen afterwards by data post-processing.
Scheduling concerns the year and/or the
day. The several e.g. fortnight measure-
ment rounds can be grouped in some way
over the seasons. The measurement peri-
ods of the day define the scheduled rou-
tines.

The following measurement routines,
included in the ITU-T (late CCITT) rec-
ommendation E.500, are compared by
their measured intensity values:

- The continuous post-selected peak-
hour of the average day TCBH (Time-
Consistent Busy Hour) on quarter-hour
basis. (The name is misleading in
many ways; a better one were Peak-
Hour of the Average Day, PHAD)

- Average of continuously measured
post-selected peak-hours ADPH (Aver-
age of Day’s Peak-Hours) on full hour
basis

- Pre-selected measurement hour FDMH
(Fixed Daily Measurement Hour), the
hour selected earlier by the TCBH-
routine

- Peak-hour of the average day’s pre-
selected measurement hours FDMP
(Fixed Daily Measurement Period).

The study object in Helsinki local net-
work was the 115 circuit-groups in the
Sörnäinen AKE-transit exchange. The
measured fortnight rounds lasted daily
from 8 a.m. to 10 p.m., in quarter-hours.
The measurements were carried out in
August and November 1985, totalling
nearly 600 kEh per round. The complete
study is published in [6].

When the result of TCBH-routine is used
as reference (= 100 %), the other routines
give values as in Figure 12, describing
averages of the August and November

measurements, and the typical variation
limits (until 2s or 100 %) are given. The
circuit-groups’ intensities are combined
without any weighting. The non-con-
tinuous measurements were scheduled
according to the peak-hour of the earlier
measurement of each individual circuit-
group, or for the exchange commonly.

The continuous TCBH- and ADPH-routi-
nes give thus very similar results, and the
same dimensioning rules and tables have
been recommended for both of them [2].
But the TCBH is not usable if the day
profiles in the round differ remarkably, as
is the rule e.g. by weekend peaks and last-
choice overflow circuit-groups. The
scheduled routines can occasionally give
results high enough, but mostly their ave-
rage is clearly below the real load, 10 to
20 %. The occasional underestimate can
be up to 20 or 40 %, or even more. There
is no means of identifying afterwards
which ones of the circuit-groups were
underestimated. – In this comparison the
circuit-groups having tight or loose
dimensioning were not distinguished; the
results present their total. Presumably a
loose dimensioning causes more differ-
ences of the intensities, produced by dif-
ferent routines, than a tight dimensioning.

9  Measurements of

overflow cluster for

optimising

A single circuit-group is dimensioned
according to its service goal. But in the
overflow clusters the aim has not only
service as its goal, but an optimum of the
total cost, covering investments and
usage of all first and last choice circuits
of the cluster. Compared with a radial
network structure, the direct route (e.g.
the first choice circuit-group) causes a
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cost increase which must be covered by
diminishing the radial (e.g. the last-
choice) circuit-group. The calculation
methods to discover the optimum size of
the circuit-groups are mainly developed
under the assumption of the ElCos above,
e.g. the coincident peak-hours of differ-
ent traffic flows in a cluster, even assum-
ing corresponding regularities not only in
the individual traffic flows, but syn-
chronously in all flows belonging to the
cluster.

If the peak-hours are non-coincident, the
advantage gained from diminishing the
last-choice circuit is missed more or less.
In other words, the optimal size of the
first-choice circuit-group diminishes with
growing non-coincidence of peak-hours.
In order to control the dimensioning by
real traffic relations, the measurement
routines need different qualifications
from those of the single circuit-groups.

Dimensioning of the last-choice circuit-
group defines the service quality of the
cluster. Due to overflowing, the traffic
distribution during the peak-hour is more
peaky in the last-choice circuit-group
than traffic offered to the first-choice cir-
cuit-group. This should be made clear by
means of measurement routines and
modelling.

Dimensioning of the first-choice circuit-
groups defines the overflow and thus, the
economy of the cluster. Starting from
balanced cost, caused by carrying one
erlang alternatively by last-choice or
first-choice circuits, a Moe-minded
thumb-rule for dimensioning the first-
choice circuit-group is created:

F(A)n = ε H,

where F(A)n = carried traffic caused by
the n’th first-choice circuit, ε = cost of
one first-choice circuit in units of the cost
per one last-choice circuit, and H = traf-
fic per last-choice circuit. Example:
ε = .5, H = .6, and F(A)n = .3 gives the
needed relations between A and n. – The
formula is valid as long as the augmented
first-choice circuit causes gain in the last-
choice circuitry in question. This is not
realised in cases where, in spite of a
noticeable overflow, some last-choice
circuits have no load due to minor traffic
offered to them from other sources. This
relation should be clarified by means of
measuring and modelling.

Peak intensities in last-choice circuit-
groups can be clarified in two alternative
ways, namely by calculating from peak-

hour average by model or by measuring a
short peak period to be calculated further.

Calculating the peaks by some equiva-
lence rules and thereby the congestion, is
based on offered traffic having Poisson-
ian distribution. Such methods have been
developed by Wilkinson, Bretschneider,
Rapp and others. The method is mathe-
matically clear. In practice, it is ambiva-
lent when the offered traffic is more
peaky (see above) and the real distribu-
tion cannot be studied case by case. The
method has been used in pre-selected
measurement hours, too. When omitting
the peaks outside the peak-hour and mea-
surement period, it gives an indefinite
picture of the service quality, and is not
usable in network structure optimisation.

Measuring the peaks during a period
shorter than one hour reveals higher
peaks, during which the distribution
approaches the Poissonian. Calculating
congestion leads to a better result. The
method is mathematically less defined,
but yields results with better applicability
through its diminished sensibility to the
model of offered traffic. Consequently,
the peaks outside peak-hours and the
daily variations are included thereby.

In dimensioning the first-choice circuit-
group, the  load during peak-hour of the
last-choice circuit-group is of most
importance to optimising; the first-choice
circuit-groups’ own peak-hours do not
influence the optimum.

Measurement routine of first-choice cir-
cuit-groups can be created in two ways in
order to minimise the collected data,
namely by a synchronised or a softened
routine. Both of them yield the intensity
for the above mentioned thumb-rule
equation.

In a synchronised routine, the measure-
ment of the last-choice traffic is activated
continuously, but the first-choice is on
stand-by. The last-choice meter discovers
and reports the days’ peak hour intensi-
ties, but the first-choice meters are acti-
vated to report the coincident hour’s
intensity, not their own peak-hours. Such
a routine works in cases where the suc-
cessive last-choice circuit-groups’ peak-
hours can be treated as one, alternatively
due to their peak-hours actually being
coincident, or while only one of the cir-
cuit-groups is relevant (the others being
e.g. overdimensioned). The measurement
becomes complicated when the cluster
consists of several first-choice circuits
with non-coincident peak-hours, and sev-
eral last-choice circuit-groups are eco-

nomically relevant. Such a many-condi-
tioned synchronising is hardly realisable,
not even by post-processing the complete
profile data. – The synchronised mea-
surement can be regarded as theoretically
sound, but inadequate in practice for the
complicated clusters.

In a softened routine the measurements
of first-choice traffic aims at an intensity
value which at least will be reached dur-
ing the last-choice peak-hour with con-
siderable certainty. Instead of the first-
choice peak-hour, it is aimed at a lower
value fitting with the last-choice peak
timing. One approximation of the
searched intensity might be an average
integrated over a period of a few hours.
Its length depends on the  variations of
the day’s profiles and the seasonal varia-
tions, and it should be fixed after wide
studies of real cluster traffic, non-existent
so far. A good guess of two to four hour
periods could be a starting point for the
studies.

10  Comparison of

measurement routines

in overflow clusters

The usability of some measurement rou-
tines were studied in some existing over-
flow clusters. The study object in
Helsinki local network was the 115 cir-
cuit-groups in the Sörnäinen AKE-transit
exchange in May 1985, as described
above. The complete study is published
in references [7, 8].

Fifty-eight circuit-groups among the 115
were combined as overflow clusters. Half
of them were ignored in this study,
because the first-choice circuit-groups
were too loosely dimensioned to have
overflow of high congestion, but only of
a low congestion. The planners had
apparently overestimated the first-choice
traffic during the last-choice peak-hour.
Thus, a marked overflow was available
in three clusters only. Among them there
was a small cluster with simultaneous
peaks in different flows, and a big one
with non-coincident peak-hours. All the
17 circuit-groups in question were mea-
sured in parallel using the three con-
tinuous routines, namely TCBH, ADPH
and ADSI. ADSI (Average of Daily Syn-
chronised measured Intensities) routine
measures the first-choice circuit-groups
continuously, but is automatically acti-
vated to report only during the peak-hour
in the common last-choice circuit-group,
revealed by its continuous measurement.

It was observed that
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- if the peaks of different traffic flows
are simultaneous, as in one small clus-
ter under study, all the continuous rou-
tines TCBH, ADPH and ADSI are
equivalent

- if the peak-hours of different traffic
flows are non-coincident, as in one
small and the big cluster under study,
the day’s profiles in the last-choice cir-
cuit-groups are very unstable, Figure
10. In that case the average day has
compensated the variations of import-
ance, and the TCBH gives too low val-
ues

- the ADPH reports about the peak-hour
intensities in all circuit-groups, but
does not reveal the secular relations
between traffic peaks of last- and first-
choice circuit-groups

- in the big cluster, when keeping the
overflow, being  calculated from
ADSI-measured intensities as a basis,
the TCBH gave intensities 40 to 100 %
higher, and the ADPH 70 to 200 %
higher. In that case the ADPH in one
hour periods is less suitable for the
first-choice measurements.

The overflow measurements are present-
ed here as examples only. A wide study
would be needed to define the traffical
circumstances in overflow clusters.

Several calculation methods for over-
flow-cluster optimising have been de-
veloped, concerning the even complex
constructed models during peak-hour.
Under the assumption of coincident
peak-hours, many high-congestion cir-
cuit-groups seem to be economical and to
cover their initial costs. But because the
peak-hours of different traffic flows in
fact are non-coincident, many of the
direct routes cause extra cost, which
exceed the advantage gained by dimi-
nishing radial circuits [3, 4].

11  Normal and high load of

the year

According to ITU-T Recommendation
E.500 the annual intensity can be mea-
sured by a routine producing “normal
load” or “high load”. The use of these
values differs in dimensioning. The daily
measurement hour is pre-selected to be
the peak-hour of the average day’s pro-
file, which is assumed to keep its posi-
tion over the year. The normal load is the
average of 30 highest days’ intensities
measured during a pre-selected hour,
whereas the high load is created as five
highest days’ average. – Dimensioning

hour intensities of that kind are compli-
cated to collect, they are sure to miss
many peaks, and this routine is not
usable in forecasting by time series. This
year’s highest days’ routine in Rec.
E.500 dates from the 1960s, but is not
known to have been used as a routine by
any network operator. Some organisa-
tions have preferred to keep it, anyhow,
as a basic measurement standard for nor-
mal and high load.

The intensities measured using the popu-
lar ten consecutive day’s measurements
in TCBH-, ADPH- or scheduled routines
are given in Rec. E.500 as parallels for
the normal load. However, no way was
given in which to measure the high load
with the ten consecutive days’ routines.
This was looked at in a study in Helsinki
local network [11], based on the 2321
circuit-groups’ night-and-day AUTRAX
data over the whole year 1990, totalling
over 100 MEh. The study indicated that

- the TCBH- and ADPH-routines give
intensities equalling the 30 highest
days = normal load, when the con-
secutive ten measurement days period
is selected in advance

- the ADPH-routine gives intensity
equalling the 5 highest days = high
load, when the ten days are selected
afterwards to be the highest of the
year.

According to the Rec. E.5xx series rec-
ommendations, the nominal congestion is
1 % when dimensioning circuit-groups
by intensities of normal load, but 7 % by
the high load intensities. It means that in
the exchange systems with continuous
measurement routines, circuits can be
saved compared to the systems with only
by demand connected, or scheduled mea-
surement routines, because the aug-
mentations in the former are better focus-
able according to the peak loads.

12  Conclusion

The studies about Elementary Concep-
tions and usability of some measurement
routines showed that among the annual,
weekly or daily variations of traffic one
can find regularity, exceeding the pure
random. This is, however, so weak that it
does not support concentration of mea-
surements to short pre-selected periods.
Therefore, measurements have to be con-
tinuous and the peak values are chosen
among the data, preferably immediately.
– If all the traffic data is stored in files of
per call tickets, the peak loads can be
reconstructed afterwards, too. The delay

worsens the freshness of data and speed
of the operational reactions.

The statements, given above, have been
tested partly by wide, partly by limited
measurements. The measurements above
have been reported and discussed by spe-
cialists over the years. The measured
results well describe the situation in the
Helsinki telephone network in the 1980s.
Concerning telephony, they might still be
valid there. In Helsinki, two- or three-
peaked daily profiles are often caused by
the mixture of domestic and business
traffic. This effective use of circuits is a
consequence of communal master plans.
The validity of the statements is not veri-
fied in other cities. – But in inter-
continental east-west traffic with only a
few common office hours the profiles
hardly fit with the ones described above.

Dimensioning of the circuit-groups has
been based on one hour since the begin-
ning of the century. The long integration
time has been motivated in order to min-
imise handling of the data because the
equipment was clumsy and data handling
manual. And the disadvantage of uncer-
tainties was not too disturbing in tradi-
tional telephony with manual switching
and marked waiting times. But now one
hour is too long for the assumption of a
statistical equilibrium, the real peaks
being higher than the common model
presumes. In the near future the voice
traffic might require integration periods
of half- to quarter-hour. – Concerning
short occupation time processes, like in
data or signalling traffic and processors
loads, clearly shorter read-out periods are
needed. The CCITT Recommendation
E.500 has thus been augmented by a for-
mula [10] which reduces the read-out
periods, measured by non-one-hour peri-
ods, to dimensioning on one hour basis.

In the overflow-cluster last-choice cir-
cuit-group, defining the service quality
has to be dimensioned by its peak inten-
sities, preferably in quarter-hour read-
outs. For such short peaks during the
year, nominal congestion of several per-
cent can be allowed. The second moment
calculations, combined with the number
of the first-choice circuits, are hardly
needed if the peaks are measured
directly.

For dimensioning of the first-choice cir-
cuit-group which defines the cluster’s
economy, its peak-hour is not usable. A
lower than the peak value should be
found which coincides with sufficient
probability with the last-choice circuit-
groups peak-hour. An ADPH-routine,
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with two to four hours read-out, can be
proper. The dimensioning can then fol-
low Moe’s principle.

Many of the overflow networks are very
complicated, with lots of alternatives.
The complexity of the network may be
limited by the risk of jeopardising its
manageability, the traffic control and the
means of measuring. If these are ex-
ceeded, the complication can become
problematic.

One may ask if these observations and
conclusions, mainly dating from the
1980s, are pertinent in the future network
services: now the components are cheap
and capacity costs almost nothing. A few
comments will be given.

Service quality of a network depends on
some bottlenecks in the network. These
impair the service when the load limit is
reached. The bottlenecks are probably
not in transmission routes any more, but
in signalling, data transmission channels
or processors, getting blocked first.
These limits must be identified by the
operator, who has to know how near the
calculated limits the actual loads are.
There, the peak-hour or other dimension-
ing period intensities with their models
will be needed for capacity calculations,
even in the future. Some of the load vari-
ations follow these, as described above,
some are of new types. Measurements
clear the traffical facts – models just help
in thinking. The augmentations can then
be prepared in time. Otherwise, the oper-
ator will be in for a surprise.

Network economy becomes more compli-
cated when, instead of circuit-groups, the
dimensioning objects are clusters, net-
works, and groups of competing opera-
tors’ networks, serving clients of various
services. This higher level of traffic
dimensioning and optimising is not easy
to manage without knowledge of the
simple components’ traffical relations.
Or what is even worse, if the complicated
network is still controlled on the basis of
obsolete elementary conceptions. 

Traffic modelling traditionally concen-
trates on Poissonian distribution inside
the hour and regular variations between
the hours, days and seasons. The above
described measurements do not support
this concept: traffic variations usually
exceed the expected. Rather some grade
of self-similarity, known in mathematics
of fractions, can be found, which opens
ways to very different thinking in the
future.
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Abstract

In a previous paper [9] the joint state
distributions of carried and overflow-
ing partial traffics were considered,
suggesting possibilities of point-to-
point blocking calculations in alterna-
tive routing networks. The present
paper will show how a simple exten-
sion of Wilkinson’s Equivalent Ran-
dom Theory (ERT) can be used for
that purpose in a hierarchical net-
work.

1  Introduction

To recall some basic elements of over-
flow traffic theory, let us consider the
scheme (Figure 1) studied by Wilkinson
in his Theories for toll traffic engineering
in the USA [10].

The left hand arrows represent traffic
streams (A01, A02, ..., A0g) that are pri-
marily offered to their own direct links
having each n01, n02, ..., n0g channels.
Whenever a new call finds its own link
fully occupied it will search for a free
channel among those k0 available on the
common link. A0 is to denote a traffic
stream offered directly to the common
link. The structure is readily recognised
as a part of a typical alternative routing
pattern, specially useful between a lower
and the next higher network level. Here
several overflow streams may be com-
bined and offered to a common ‘upward
link’ in the network. Of course there is a
similar structure of downward links
where we pass from higher to lower net-
work levels. This implies repeated split-
ting of traffic streams.

Considering Wilkinson’s theory and sim-
ilar approximate methods it seems that
the combination of overflow parcels on
upward links is quite well described
while the splitting performance on down-
ward links could perhaps be better done.
The main objective of this study is an
attempt to calculate improved character-
istics of typical split traffics in alternative
routing networks. In section 2 we recall
the Equivalent Random Theory (ERT) to
state its main assumptions and results. In
section 3 an approach to split traffics cal-
culation is presented with moment for-
mula that can be computed from results
given in ERT.

2  ERT – Equivalent

Random Theory

The ERT was initially designed to attain
optimal dimensioning of hierarchical

alternative routing networks. In
the following discussion we
retain the assumption of such a
routing structure but note that
ERT has also proved more gen-
erally useful.

The routing scheme of Figure 1
may depict traffic streams in a
network where a group of basic
switching centres are connected
to a primary transit centre. One
of the basic nodes is given
direct access to links to g
equivalent nodes. Traffics over-
flowing direct links are served
together on a common link to
the transit centre. Thus alternative rout-
ing through the transit node may be pos-
sible.

The network links of Figure 2 are readily
recognised in Figure 1 but in addition
there are shown downward links from the
transit node to each of g basic nodes.
Also we may identify g other similar pat-
terns, each defined by g links to basic
nodes, one upward transit link and g
downward transit links.

Let us calculate the number of transit
channels, k0, of Figure 1 according to
ERT.

- Traffics denoted A01, A02, ..., A0g and
A0 have all the Poisson-traffic charac-
ter. They are generated by independent
Poisson-arrival processes and share a
common exponential service time dis-
tribution.

- The intensity, A, of a Poisson-traffic is
defined as the mean number of calls in
progress in an infinite group of chan-
nels and is referred to as offered traf-
fic. The probability of blocking in the
finite group of n channels is obtained
from the Erlang loss formula

- Traffics overflowing from the direct
links n01, n02, ..., n0g to the transit link
k0 will be characterised by two de-
scriptive parameters, the mean and the
variance, to be defined below. This is
done to take the typical peaked varia-
tions of overflow traffics into account.
The traffic A0 is offered directly to the
common transit link k0.

The ERT definition of overflow traffic is
based on early results by Kosten [3] con-
sidering Poisson-traffic (A) offered a
fully available primary group (n) with

blocked calls given service in an infinite
overflow group (Figure 3).

The traffic process in a Kosten system
has the stationary state distribution

P(i,j) = P{I = i, J = j}

where I and J are stochastic variables
denoting the number of occupied primary
channels (0 ≤ I ≤ n) and the number of
occupied secondary channels (0 ≤ J ≤ )
respectively. The formula of P(i,j) is
rather complicated but the lower
moments of overflow traffic are quite
simple and were given by Wilkinson as
the mean

and the variance
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Figure 3  ‘The Kosten system’

Similarly as for Poisson-traffic we note
that overflow traffic is defined for an
infinite group and may likewise be
named ‘offered traffic’. We can now cal-
culate the means M01, M02, ..., M0g and
variances V01, V02, ..., V0g overflowing
from direct links using Wilkinson’s for-
mula. Since the input streams A01, A02,
..., A0g are independent Poisson traffic
processes we can conclude that the indi-
vidual overflow processes, too, are inde-
pendent. Thus the total traffic offered to
the upward transit link will have the
mean

M0 = M01 + M02 + ... + M0g + A0

and the variance

V0 = V01 + V02 + ... + V0g + A0

Our next step is to calculate the traffic
lost in link ko given that the offered traf-
fic has the mean M0 and the variance V0.

This is done smartly be replacing the g
direct links to basic nodes by a single
imaginary link of n channels offered a
Poisson-traffic, A, as shown in Figure 4.

Thus we calculate A and n from the
Wilkinson formula given M = M0 and
V = V0 and we can use the same formulae
to estimate the moments M0 and V0 of
overflow traffic from the link k0. Espe-
cially we may estimate the average loss
in link k0 as

For the traffic A0 offered directly to the
transit link a somewhat better loss esti-
mate can be obtained as the time conges-
tion, E0, encountered in that link [1]. The
results are approximate, of course, but are
generally considered rather acceptable for
dimensioning purposes. Though we have
omitted the network outside a single tran-
sit centre and its basic nodes, this should
not hide any major difficulties as long as
we are contented with average losses of
combined traffic streams on upward links.
In the sequel, however, we will also
attempt to calculate individual losses
from one basic node to another.

3  Split traffics calculation

A natural approach to our problem of
individual loss calculations would be to
use the ERT concept shown in Figure 4,
where the imaginary poissonian traffic
intensity A is split as follows:

A = A0 + A1 + ... + Ag

Ai = M0i/En(A), i = 1, 2, ..., g

Thus we have preserved the individual
overflow means from direct links. This
will hopefully lead to useful results also
when combining split overflow traffics
on downward transit links. The formula
to be used are obtained for the overflow
system of Figure 5 and may be found in
the paper Joint state distributions of par-
tial traffics [9]. They give estimates of
the means M0i and variance V0i of split
overflow traffics behind the (imaginary)
group n + k0 offered g independent Pois-
son-processes defined above. The results
are

M0i = αiM0

i = 1, 2, ..., g

M0 =AEn + k0(A)

It should be noted
that the overflow
processes behind a
transit link are
dependent. Thus

we did not obtain V0 as a sum of individ-
ual variances. Instead we found ‘vari-
ance/mean - 1’ to be an additive charac-
teristic of the partial overflow traffics.

The individual blocking probabilities in
link k0 are obtained as

a result that is certainly approximate and
will be discussed below. Note that indi-
vidual variances V0i will not be used in
our simple routing structure with low
loss transit links.

Considering Figure 2 we could identify
g + 1 link patterns, each showing g links
to basic nodes, one upward transit link
and g downward transit links. Let us
focus on the downward link l1, a group of
l1 channels. Among the overflow traffics
offered to k0 the only one that can reach
l1 is (M01, V01). Similarly, it is seen that
among traffics offered to k2 the link l1
can only be reached by (M21, V21), and
so on. The total traffic that can have
access to l1 may be written as the mean

M1 = M01 + M21 + M31 + ... + Mg1 + A1

and variance

V1 = V01 + V21 + V31 + ... + Vg1 + A1

Let us assume for simplicity that upward
links, k0, k2, ..., kg are all low loss links
that will allow almost all corresponding
overflow calls to reach link l1. M1 and V1
define just a new combination of traffics
similar to the one offered to the upward
transit link k0. Clearly the downward link
l1 can be treated in the same way by
ERT. Thus for the simple case of an iso-
lated network with one transit node and
with low loss transit links we may esti-
mate the loss from node 0 to node 1 as

B01 = En01(A01)(B’01 + B’’01)

where B’01 and B’’01 are the individual
losses in the upward (k0) and downward
(l1) links, respectively.

4  Conclusion

The methods suggested above for esti-
mating point-to-point losses in hierarchi-
cal alternative routing networks can be
judged only be extensive simulations. At
present, however, we may see some gen-
eral consequences of results obtained so
far:
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- Individual losses in the same transit
route do not differ. This is clearly an
approximation that follows from the
simple splitting rule applied above. It
should be more important, however, to
be able to detect varying losses be-
tween different basic nodes and be-
tween subgroups of nodes. The Split
Traffics Calculation may be a useful
method to attain this.

- Though the network considered above
is a very simple one it seems that
point-to-point losses can be estimated
by similar means for several ‘nice’
structures of hierarchical routing. It
must be remembered, however, that
the last choice route (the backbone
route) should consist of low loss links
only.

- From the viewpoint of point-to-point
losses there are certainly many ‘not so
nice’ topologies and routing principles
that remain to be studied. Non-hierar-
chical routing is indeed an area of
intriguing problems of that kind. Pos-
sibly the more general results given in
[9] may be of some help.
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1  Introduction

Communications systems of tomorrow,
handling a variety of broad- and narrow-
band services, will employ switches with
large switching capacities and very pow-
erful control systems. However, no
switch, and especially no control system,
whatever its capacity, will be able to
meet all demands that may arise momen-
tarily. High utilisation of the switch in
combination with a variety of new ser-
vices with different requirements on
times for call-set-up, on access-priorities
under periods of overload, etc., will defi-
nitely call for very effective mechanisms
for overload control. The real time capac-
ity of the control system is in many cases
the ultimate limiting resource of the
switch. This precious resource has to be
used, not least under periods of overload,
for the most vital tasks, in order for the
switch to sustain the overload. Espe-
cially, no resources should be spent on
call-handling tasks that do not lead to ful-
filled calls.

The primary task for the overload control
mechanism is to keep the effective
throughput high also under periods of
overload. (See Figure 1.) In [6] it is said

that “the most obvious symptom of an
overloaded SPC-system running tele-
phony applications is the sudden occur-
rence of long delays in providing dial
tone. While uncompleted calls occur nat-
urally even at light loads, delay of dial
tone increases their likelihood consider-
ably”. Field trials in the U.S. presented
in that paper have shown that in cases of
10 to 20 seconds delay, a third of the cus-
tomers began dialling before hearing the
tone (resulting in a partial dial or false
start). Another 10 percent, who did wait
those 10 to 20 seconds, disconnected
without dialling after a tone was pro-
vided. The control system will spend a
considerable amount of its precious
capacity on these unsuccessful calls. It is
shown that the probability of successfully
completing a call decreases rapidly as
dial tone delay increases beyond a few
tenth of a second.

Overload control strategies operating
with mechanisms which throttle the input
process are often used in communication
systems, especially in today’s SPC tele-
phone switching systems. In these sys-
tems the complete mechanism is nor-
mally operating locally, i.e. entirely in
the system that is to be protected. (See
Figure 2.) Arrivals, throttled due to an
overload situation, are normally stored in
an input queue for later transportation to
the processor queue(s). Measurements on
the processor load, on the processor
queue length or on the actual call arrival
process are used to determine in what
pace calls are fetched from the input
queue to the processor queue. The input
queue, which of course is limited, may
however be congested and thus calls are
lost. This rejection of calls is in most
cases the way to handle these situations.
Also under overload, accepted calls
should experience a tolerable delay. The
queuing discipline of the input queue
could be LCFS, which under overload
leads to those calls that pass the input
queue experiencing a rather short delay
while the others are just pushed out.

The importance of efficient and robust
mechanisms for protecting control sys-
tems in public switches from overload
will increase when new technologies,
systems and services are introduced.
These are switches for high speed inte-
grated communications in the transport
network. The introduction of B-ISDN
will give rise to a number of new ser-
vices imposing quite different loads and
load profiles on the control systems.
These are also switches in the packet
switched signalling network capable of

supporting real-time transaction oriented
exchange of information between the dif-
ferent nodes dedicated to different tasks
– Signalling System No. 7 is used for this
purpose. They are also the SCPs (Service
Control Points), i.e. the nodes that will
host service logic and databases for
today’s services like freephone and
televoting, but more importantly for a
large number of advanced, complex and
frequently used services of tomorrow.
Finally, they are the HLRs (Home Loca-
tion Register), which will not only host
subscriber information and subscriber
“profiles”, but also a number of related
services.

There is a clear trend that the control sys-
tems of these different types of switches
and nodes will in many cases be imple-
mented in terms of a distributed architec-
ture with several processing elements.
Such architectures have several advan-
tages, first in terms of a modular software
implementation, but also in terms of high
call-handling capacity and linear growth
facilities. Whether the control system in
such an environment is based on a num-
ber of loosely coupled fully distributed
processing elements or on elements indi-
vidually dedicated to different tasks, the
design of a traffic overload control strat-
egy presents a number of challenging
problems not encountered in a traditional
centralised switch architecture.

Many investigations of overload strate-
gies for SPC-systems have appeared dur-
ing the last decade but still several basic
questions remain to be answered. Some
basic objectives of overload control are:
to prevent switching capacity from
decreasing as a result of increasing over-
load, i.e. the system should continue to
show good throughput characteristics
also under periods of overload; to assure
that waiting times of accepted calls are
within tolerable limits and not much
larger than those under periods of normal
load; to assure that there is no break-
down due to overload, i.e. processor
queues being congested. In addition, it is
generally required that some processor
capacity must be saved for jobs other
than those associated with pure switch-
ing. This is also important under periods
of overload, which if sustained for a long
period of time, could ultimately endanger
system sanity, because system manage-
ment, maintenance and audit functions
would be entirely throttled.

The important question is how these
goals should be met and fulfilled. What
data should be collected to form a suit-
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able basis for control decisions (proces-
sor load, queue length, call arrivals, call
categories, etc.)? How should control
algorithms using these data be designed?
Should different services be controlled
individually or by a common algorithm?
In a distributed environment, should the
overload control mechanism be imple-
mented in each processor or should this
mechanism be centralised?

Other basic requirements on mechanisms
for overload control are: The amount of
processor capacity needed to reject calls
must be small. Thereby as much as pos-
sible of the processor capacity can be
used for useful jobs. Call delays should
not increase due to the overload control
mechanism under periods of normal load.
The overload control mechanism should
be straightforward, robust and predict-
able and system performance not too sen-
sitive to different parameter settings.

There are other major internal functions
in the control system that may interact
with the overload control mechanism.
The monitor that handles the variety of
tasks and sees to it that time critical tasks
are given a higher priority than others is
perhaps the most striking example. It is
important to grasp the impact and limita-
tions on overload control mechanisms
from such a monitor. This in turn empha-
sises that the design of overload control
mechanisms should be done in parallel
with the design of the control system
itself and not as late “patches”. Good
real-time performance can best be
achieved by careful consideration of real-
time issues early in the design process.

2  The new challenge

Most existing overload control schemes
in public switches derive from pure tele-
phone switch applications. These
schemes are normally not well suited to
cope with data traffic nor with a mix of
ISDN traffic including packet switched
signalling. In many of today’s ISDN
switches overload control schemes han-
dle D-channel traffic and signalling only
in a rudimentary way. The great variety
of traffic load mixes to be handled by the
switches may talk in favour of individual
solutions for different exchanges based
on individually controlled services. For
obvious reasons, however, such designs
are far from attractive: very detailed data
collection is required; many control
parameters must be defined and adjusted
to a varying traffic mix. Indeed, it seems
that great efforts should be spent search-
ing for control principles that are not

only efficient but also as robust and sim-
ple as possible.

Future control systems will in many
cases be implemented in terms of a dis-
tributed architecture with a number of
processing elements. In general, each
processor has its own overload detec-
tion and control mechanism, since dif-
ferent overload situations may affect
different processors. Then it is impor-
tant to consider a global efficiency of
the control system. In the case of a fully
distributed architecture with loosely cou-
pled processors, where each processor
may be able to handle any task or service
request to the system, the load sharing
procedure has a strong impact on the
overload control mechanism. In earlier
papers [1] we have shown that certain
load sharing principles, like Shortest
Queue First, may under some circum-
stances lead to an undesired behaviour
of the control systems. Heavy oscilla-
tions might appear in the job queues at
each processor, which lead to a large
increase in the mean waiting times.
Again, good real-time performance can
best be achieved by careful consideration
of real-time issues early in the design
process.

In Intelligent Networks the definitions of
services reside in a few nodes in the net-
work called Service Control Points
(SCP). (See Figure 3.) It is very import-
ant to protect the SCPs from being over-
loaded. A network where call control,
service control and user data reside in not
only different nodes requires the support
of a powerful signalling system capable
of supporting real-time transaction
oriented exchange of information be-
tween the nodes dedicated to different
tasks. SS No. 7 is used for this purpose.
Due to the construction of the involved
communication protocols, the throttling
of new sessions must be done at their ori-
gin, i.e. not at the SCPs, but in the SSPs
(Signal Service Points). To manage the
transfer of information between different
nodes in an IN, SS No. 7 uses a set of
protocols and functions on OSI-level 7
called Transaction Capabilities Applica-
tion Part (TCAP). TCAP makes it pos-
sible to set up dialogues between nodes
and to interchange information. Quite a
lot of processing time must be spent on
unwrapping the SS No. 7 protocol and
TCAP before the contents of a message
can be read. For example, in the free-
phone service, about half of the total pro-
cessing time in the SCP is used to un-
wrap the protocols. Under overloads, the
SCP will spend its real time capacity on

just unwrapping the protocol of arriving
messages and discarding queries. Thus
the SCP cannot protect itself from being
overloaded. A node can only protect
itself if the processing time needed to
decide if a query should be accepted or
not is small. Traditional approaches to
load control will not be sufficient for the
SCP nodes. Some of these difficulties
can be solved by placing throttles in the
nodes that initiate the work to be done by
the SCP nodes instead of placing the
throttles in the SCP nodes themselves.
The flow control and rerouting in SS
No. 7 are believed to have less influence
on overload control implementation since
these work on a shorter time scale than
the overload control. Within the coming
three to five years we will see STPs (Sig-
nal Transfer Points, i.e. switches in the
signalling network) switching hundreds
of thousands packets per second corre-
sponding to some thousands of new ses-
sions per second. If not properly protect-
ed from overload, the precious real-time
capacity of the control system in the
STPs will fade away.

A part of the SPC capacity might be
reserved to one or several service provid-
ers or customers for a certain period of
time. In other cases this reservation is
permanent. Under periods of overload it
is important to portion out the SCP
capacity according to the reservations
made. The service provider that can give
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its customers good service under periods
of overload might gain a lot. This further
complicates the overload control scheme.

The original IN concept, separation of
service control and switch control, was
motivated by a need for rapid and inde-
pendent evolution of services and tech-
nology and a need for advanced address-
ing facilities. Today, we see the IN con-
cept as an important platform for net-
works of tomorrow. IN is the key to
UPT, Universal Personal Telecommuni-
cation (not T for Telephony!), which will
provide true personal mobility, not only
for voice services but for B-ISDN. The
HLRs, today located in the Mobile
Switching Centers but tomorrow within
the UPT (Universal Personal Telecom-
munications) switches, will be exposed
to heavy traffic both in terms of queries
from the “own” network and from other
networks and signalling for the networks
to operate properly together. B-ISDN
will most likely offer a wide range of
multimedia/multiconnection services
needing complex call handling functions.
UPT will definitely call for high-speed
services. Walkstations want to reach the
fixed ATM-network via high capacity
radio channels. In this perspective IN
will be one of the key elements in the B-
ISDN/ATM network. So far, the research
and standardisation on IN and B-ISDN
have progressed more or less indepen-
dently. IN architectures proposed by
standardisation bodies (CCITT/ ETSI)
are not taking into account B-ISDN ser-
vice requirements [2], standardisation of
a control architecture and signalling for
B-ISDN have not taken advantage of the
results obtained from the work on IN. An
evaluation of the B-ISDN service
requirements leads to a control architec-
ture which enables calls to be established
and controlled independently of associ-
ated connections. This implies separation

of service handling and connection han-
dling functionality. A strong relationship
exists between the basic IN concept and
the concept of service and connection
control separation in the B-ISDN control
architecture. However, the IN architec-
tures proposed by standardisation bodies
will need some modifications to incorpo-
rate B-ISDN requirements.

3  Overload control

policies and principles

First it is important to point out that the
internal overload control methods used in
an exchange depend on the particular
technical arrangement of the switching
system. Thus, the very implementations
of overload control schemes in the
switches are questions for the vendors.
However, users, operators, suboperators
and also vendors have a number of re-
quirements on the system as a whole,
requirements that may in many cases
only be fulfilled or expressed by setting
requirements or guidelines to provide
service during overload conditions.

In general, one may state that the over-
load control schemes are there just to
ensure a high throughput. In order for the
overload control scheme to ensure high
throughput waiting times must be kept
short, otherwise customers (humans or
machines) will tend to behave unfavour-
ably, leading to a degradation of through-
put. It has been shown in many investiga-
tions, often mainly based on pure tele-
phone applications, that customer impa-
tience or persistence when blocked or
when waiting times are too large, may
lead to a totally congested control system
in that repeated call attempts further
overload the system. So the overload
control scheme must be stable also under
a number of different and often unpre-
dictable customer behaviours. There is a

number of other things that the overload
control mechanism has to see to, like
sparing some processing time for mainte-
nance and communication with other sta-
tions. The man-machine communications
essential for priority operational tasks
should always be preserved. In particular,
network management terminals and func-
tions associated with interfaces to net-
work management support systems
should be afforded high priority, since
network management actions may play
an important role in reducing exchange
overloads. If this capacity is not given to
these often not that demanding real-time
functions, throughput will decrease on a
perhaps longer time scale. Nevertheless,
many activities non-essential to the han-
dling of offered traffic can be deferred
without endangering the system. Accept-
ed calls or data sessions should be com-
pleted and be given a good service. Prior-
ities should be assigned to specific
exchange measurements, such that low
priority measurements cease at a prede-
termined level of congestion. Higher
priority measurements may be ceased at
a higher level of congestion, or may be
run continuously, depending on their
importance to the call handling functions.
It is often said that the overload control
scheme shall give preference to the pro-
cessing of terminating calls. This is
understandable. It shall also give prefer-
ence to calls already being processed,
before accepting new calls. Here, one has
to be careful. As shown in several papers
lately, serious synchronisation effects
might under certain circumstances occur
when distributing priorities of this kind,
[3] and [4]. These synchronisation effects
will lead to heavy oscillations in the
buffers that in turn will run the system
into a very serious state of congestion. It
is also important to be able to give pref-
erence to priority class lines, calls to pri-
ority destinations based on digit analysis
and incoming calls with priority indica-
tions in, for example, the Initial Address
Message of a call using CCITT Sig-
nalling System No. 7, if an essential ser-
vice protection capability has been
invoked. Finally, the overload control
mechanism in itself may only to a minor
extent increase the load on the control
system. Especially, no resources should
be spent on call-handling tasks that do
not lead to fulfilled calls.

It is important to keep the overload con-
trol mechanism as general as possible.
We know that different services put dif-
ferent loads on the control system, but
also different load profiles. For instance,

processor
load

processor
load

a b c a b ct t
a : predialling, b : dialling, c : disconnection

The load profile The simplified load profile

Figure 4
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in the SSPs, whether STM or ATM
based, the load profile (time dependent
demands on control capacity during the
session) of a data connection might differ
significantly from that of a telephone
call. In the same station, the signalling
traffic, which might vary very much
depending on whether this station has a
number of local exchanges connected or
not, will definitely put a load on the con-
trol system very much different from the
connections in the transport network.
However, we require an overload control
mechanism that does not rely on a large
number of parameters that has to be set
for each individual station as a result of
the traffic mix, which will change any-
how. New services will be introduced
constantly and that should not lead to
parameters to be changed in the overload
control schemes.

We want to separate functions called
overload control from functions called
overload protection. The latter functions
are there to ensure system survival under
overload and these functions may take
actions to prevent that the system breaks
down. Under these circumstances one
may have to accept that for shorter peri-
ods high throughput can not be accom-
plished. Actions we find here are norm-
ally quite drastic: take down calls or ses-
sions under the call or session establish-
ment phase; stop scanning certain
devices, etc.

Requirements for the new technologies,
systems and services do not differ signif-
icantly from those set up for today’s sys-
tems for voice and data applications.
However, the requirements will be much
harder to meet. It is not only the com-
pressed time scale in that we have a num-
ber of high speed systems, but also the
increased system complexity that will
make it harder to design proper overload
control schemes.

For many applications, not least those
concerning the STPs in the signalling
network and the SCPs in IN, calls or ses-
sions that are to be rejected due to over-
load should be so at the point of origin.
Take for instance the case when an SSP
is sending a request to an SCP. Here the
TCAP protocol is normally used. Usually
several TCAP dialogues have to be set up
between the SSP and the SCP to com-
plete a session. If an SCP is protected
from congestion only by rejection of dia-
logues, it would experience a serious
throughput degradation during heavy
overload due to the fact that the SCP will
spend much of its processing capacity on

unwrapping TCAP frames and then reject
the corresponding session. If the process
of rejection takes place already in the
SSP much would be gained.

Many of the schemes used are based on
either a Call Gapping mechanism, a Per-
centage Blocking mechanism or a Win-
dow Flow mechanism [5]. Each of these
can be implemented locally (in the
example above, in the SCP) or at the
point of origin (in the SSP). Each of
these may use one of the three metrics:
load, queue length or number of arrivals,
as the control parameter. However, when
implemented in the SSP, these metrics
may be forwarded from the overloaded
system to that where the algorithm is
implemented. If not, the algorithm can
throttle the flow of calls based on infor-
mation that calls are lost in the SCP.

4  Models

To understand the effects of different
overload control mechanisms on switch
as well as network performance, proba-
bilistic models are of importance. These
models are of great value when evaluat-
ing and comparing different overload
control schemes. They are also used for
dimensioning, i.e. for the setting of
parameters in the schemes.

Several important contributions to the
problem of overload control have been
reported in the literature. In fact ITCs
(International Teletraffic Congress) have
been one of the more important fora for
new ideas and solutions to the topic. The
main part of the papers on overload con-
trol at the ITC congresses has been de-
voted to single processor systems and the
analytical approaches have mostly been
focused on stationary behaviour.

Transient solutions to models describing
overload control are of vital importance,
but not so frequently reported. This is
natural since analytical solutions to such
models are hardly obtainable. Neverthe-
less, it is of the utmost importance to deal
with transient models, which naturally
have to be solved numerically or be
based on simulations. Lately, papers
dealing with fluid approximation models
have appeared. This technique has pro-
ven efficient in modelling a nasty oscil-
lating behaviour that may occur in SPC-
switches as a result of certain load batch-
ing effects, but could also be used for
modelling the transient SPC-behaviour in
general. Various overload control algo-
rithms may perform equally well in a sta-
tionary system; still, their transient beha-

viour after, say a sudden increase of the
arrival rate, may be quite different.

The feedback queue model with delays in
the different feedback loops has proved
very useful in modelling the control sys-
tem of a switch. (See Figure 5.) During a
call or a session, the control system must
handle a number of tasks. A number of
tasks has to be processed during call ini-
tiating, another number of tasks during
call establishment and finally some tasks
during call disconnection. This is nor-
mally so whether it is a data session, a
telephone call, whether it is STM or
ATM, whether it is circuit switching or
packet switching. Let us illustrate this by
a simple example. A call enters the sys-
tem, is put into the queue and receives its
first service corresponding to pre-dialling
work done by control systems. Then the
call proceeds to a delay which models the
time it takes to dial a number. After that
the call returns to the queue and is given
a second service corresponding to the
work done at call set-up. The call pro-
ceeds to another delay that represents the
conversation time and finally it returns to
the queuing system where it is given a
last service corresponding to call tear-
down before it leaves the system. This
model, rough as it may seem, has been
used successfully to study the behaviour
of control systems and signalling sys-
tems, see e.g. [7] and [8]. Service times
for the different executions will of course
have different means and distributions.
We think that also in the future similar
models will be important when overload
control mechanisms are studied. How-
ever, also new modelling techniques like
e.g. neural networks will be needed.

As mentioned before, it is important to
study non-stationary behaviour of over-
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load control mechanisms. It is usually
more difficult to obtain non-stationary
solutions, but several powerful methods
can be used.

Discrete event simulation is a standard
technique for studying the steady-state
behaviour of queuing models, but it can
also be used to study transients. Suppose
that A(t) is the value of some quantity at
time t (e.g. the length of some queue or
the load of some server) and that we
want to study A(t) when t ∈ P where P is
a finite set of time points. The simulation
program is run several times with differ-
ent random number generator seeds.
Each time the program is run we sample
A(t) at the points in P. To get a high
accuracy we need many samples of A(t)
at each point in P, which means that we
have to run the program many times.
When we use simulation to obtain
steady-state results we often have to
make one long simulation run, when the
transient behaviour is studied we instead
make many short runs of the simulation
program.

In some cases it is possible to obtain
explicit analytical expressions for A(t). A
well-known example is Pk(t) = proba-
bility of k customers at time t for an
M/M/1 queuing system. In this case
Pk(t) can be expressed using infinite
sums of Bessel functions. However,
explicit analytical solutions showing the
transient behaviour of queuing models
are very difficult to obtain and thus
almost never used in practice.

The derivation of Pk(t) for the M/M/1
queuing system takes its starting point in
the well-known Chapman-Kolmogorov
differential-difference equations. It is
possible to use e.g. Runge-Kuttas method
to get numerical values of Pk(t) without
explicitly solving the Chapman-Kol-
mogorov equations. In many cases it is
possible to write down differential-differ-
ence equations similar to those used for
describing M/M/1 and then solve these
equations numerically. We have named
such methods Markov approximation
methods. We often have to simplify the
state space considerably to be able to
handle the equations numerically.

If we only keep track of the mean values
of all stochastic quantities we get a very
simple state space. Often simple differ-
ence equations that approximately de-
scribe the time-dependent behaviour of
the system can be obtained. We call such
methods flow approximations. Such
methods are rather crude but they can
nevertheless give important insights into

the transient behaviour of queuing mod-
els.

Simulation has many advantages. It is in
principle easy to write and to modify
simulation programs. We can use any
statistical distributions, but execution
times can get long if we want accurate
results. The results are numerical, i.e. it is
hard to see the impact of different param-
eters on system performance. Explicit
analytical solutions showing the transient
behaviour of queuing models are very
difficult to obtain and are thus never used
in practice. The numerical methods de-
scribed above can give somewhat shorter
execution times than simulation pro-
grams and in many cases standard
numerical methods can be used. How-
ever, the state space usually has to be
much simplified and it is often difficult
to modify the model to test a new over-
load control mechanism. Fluid flow
methods can only be used to study tran-
sients but has proven very useful not at
least in modelling overload control
schemes.

5  Conclusions

Though we foresee SPC-systems later
during this decade with very powerful
control systems, the need for efficient
overload control mechanisms will in-
crease. In this paper, we have briefly de-
scribed the environment in which these
switches will work. Though system com-
plexity will increase in general, it is
important to keep the overload control
mechanisms predictable, straightforward
and robust. We have stressed that the
design of overload control mechanisms
must be done in conjunction with the
design of the control system.

We would like to point out the import-
ance of studying time dependent
behaviour of modern SPC-systems in
general and especially their overload
control mechanisms. This, indeed, seems
to be a very urgent task. We have so far
only reached a point of basic understand-
ing of these mechanisms. It is also
important to have the performance,
derived from various analytic and simu-
lation based models, supported by mea-
surements from systems in use. Tradi-
tional stochastic models do suffer from
limitations. We need to develop efficient
numerical solution methods for many of
today’s models as well as to develop new
models based on perhaps non-traditional
approaches.
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1  General

This article describes the dimensioning
of the main equipment of an Alcatel 1000
S12 exchange and the corresponding traf-
fic restrictions where this is appropriate.
It is divided into two main parts: The
first part describes the Alcatel 1000 S12
exchange, and the second part describes
the remote concentrator called ISDN
Remote Subscriber Unit (IRSU). The
IRSU is developed and maintained in
Norway. The Alcatel 1000 S12 is a com-
mon Alcatel product with main develop-
ment in Belgium. Each country may have
different requirements for the equipment,
reliability and grade of service. This arti-
cle is based on the dimensioning rules for
the Norwegian market.

Most of the Alcatel 1000 S12 exchanges
in Norway have old software. The exist-
ing hardware in an exchange can with
some adaptations be used with the new
software package including ISDN, Busi-
ness Communication, etc. Full function-
ality is therefore possible for all ex-
changes. All types of modules needed for
this can be introduced, either in existing
racks or by introduction of new rack
types. The description here only concerns
the latest versions of the modules and
rack types.

2  Dimensioning of

common exchange

equipment

This part describes the main equipment
in an Alcatel 1000 S12 exchange and the
capacities and dimensioning of the equip-
ment where appropriate.

2.1  Digital Switching Network

(DSN)

An exchange is built up around a Digital
Switching Network (DSN). The DSN
transports circuit switched, packet
switched and signalling traffic. All the
modules in the system are connected to
the DSN as shown in Figure 1. The mod-
ules are connected via Terminal Sub
Units (TSU). Two access switches are
equipped per TSU, and they connect the
modules to the switching planes in the
DSN.

The following modules in Figure 1 are
not described later in the text:

TTM: Trunk Testing Module
CTM: Clock and Tone Module.

The number of switching planes is 3 or 4
depending on the traffic. All switching

planes are identically equipped. The
number of switching units in each plane
is determined by the number of TSUs.

2.2  Terminal Sub Units (TSU)

A TSU consists of one group of terminal
modules. One TSU is connected to one
Access Switch (AS) pair. Figure 2 shows
how two TSUs are connected to two
Access Switches. The figure only
shows the processors (TCE is
Terminal Control Element) of the
terminal modules.

Each AS is connected to all four
switching planes in the DSN.

The number of TSUs is calculated
based on the total traffic demand
and the total amount of terminal
equipment.

The maximum allowed mean traf-
fic per TSU (determined by the
GOS requirement for end-to-end
blocking probability in the
switching network) for 4 planes is
152 Erlang. This ensures that the
signalling messages between the
modules have a high probability
to succeed. If a free path is not
found, several reattempts are
done, the number of reattempts
depending on the importance of
the message.

The number of subscriber mod-
ules and other traffic dependent
modules per TSU is calculated
based on the TSU traffic con-
straints given above.

2.3  Subscriber modules

Two types of subscriber modules
exist, one for analogue and one
for digital (ISDN) subscribers.
The maximum traffic per sub-
scriber module is 35.2 Erlang.
The subscriber module is con-
nected to the DSN via two sepa-
rate PCM systems. With a GOS
of 0.2 % the traffic capacity is
17.6 Erlang per connection. If the
required traffic per line gives a
higher total traffic per module
than 35.2 Erlang, the subscriber
modules will be underequipped.

Modules for analogue and digital
subscribers may be combined in
the same TSU. 2 modules with
the same type of subscribers work
as cross-over pairs, which means
that if one module fails another
will take over the function. The

capacity, however, will be reduced to the
half.

No hard restrictions exist on the penetra-
tion figures for subscriber facilities.
Extending the requirements for capacity
and availability is always possible by
proper dimensioning of the required
resources. It is possible for all subscrib-
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ers to use the same facility at the same
time provided the dimensioning has been
done accordingly. One subscriber can
have a combination of facilities and can
use his facilities in the same call as far as
they are not incompatible. The influence
of combinations on the dimensioning can
be neglected.

2.3.1  Analogue Subscriber Module

(ASM)

The module terminates 128 analogue
lines, with a maximum traffic of 0.275
Erlang per line in a fully equipped ASM.
An ASM consists of two common PBAs
(processor and ring PBA) and from 1 to 8
subscriber PBAs with 16 analogue lines
per PBA.

2.3.2  ISDN Subscriber Module

(ISM)

The module terminates 64 Basic Access
(BA) lines, with a maximum traffic of
0.550 Erlang per line in a fully equipped
ISM. An ISM consists of one common
PBA (processor) and from 1 to 8 sub-
scriber PBAs with 8 ISDN lines per
PBA.

2.4  High Performance Common

Channel Signalling Module

(HCCM)

The exchange has several possibilities for
terminating No. 7 links. The most com-
mon is the use of the HCCM module
which controls up to 8 external No. 7
links. This module consists of one pro-
cessor PBA and one line PBA per No. 7
link.

The signalling terminal is capable of
receiving and sending N7 messages with
only one flag between the messages. The
two-way throughput capacity under nor-
mal load conditions is 500 messages per
second per link. The transmission capac-
ity is 64 kbit/s in each direction.

With a message length of 20 bytes this
will give a load of 0.625 Erlang on the
No. 7 link.

With normal holding times and utilisa-
tion of the 2 Mbit/s one No. 7 link can
signal for several hundred 2 Mbit/s with
today’s type of traffic.

2.5  Trunk modules

Different types of trunk modules are pro-
vided and they are described in the fol-
lowing sections.

2.5.1  Digital Echo Cancelling Mod-

ule (DEC)

One module with integrated echo cancel-
lation equipment terminates one first
order PCM link with different versions
for No. 5 signalling and No. 7 signalling.
One module consists of two PBAs (one
processor and one echo cancelling PBA).

2.5.2  ISDN Packet Trunk Module

(IPTM)

This module has several applications.
The hardware is the same, but the soft-
ware varies. Each of the IPTM modules
consists of two PBAs (one processor and
one trunk PBA).

- Primary Rate Access (PRA)

This module can be used for termina-
tion of an ISDN PABX connected with
a PRA connection.

- Common Channel Signalling (CCS)

This module has a lower capacity per
link than the HCCM module, and is
more cost efficient if only a few No. 7
links are required. The module termi-
nates up to 4 No. 7 channels in a PCM
link. The rest of the channels can be
used as traffic channels. The capacity
of the signalling terminal under normal
load conditions is 400 messages per
second per module.

- Frame Handler (FH)

The frame handler part comprises con-
centration and multiplexing of packet
switched traffic. This module termi-
nates up to 4 packet channels in a
PCM link. The rest of the channels can
be used as traffic channels. The two-
way throughput capacities under norm-
al load conditions is 300 frames per
second per module.

- X25

This module terminates up to 4 packet
channels in a PCM link.

- Packet Handler Interface (PHI)

This module is used as a gateway func-
tion for the Packet Handler in DATA-
PAK.

2.5.3  Digital Trunk Module (DTM)

One module terminates one first order
PCM link with channel associated sig-
nalling or transparent No. 7 signalling.
The module consists of only one PBA.

2.5.4  ISDN Remote Interface

Module (IRIM)

One IRIM/S, respectively one IRIM/T, is
used for termination of 1, respectively 2,
links to a singledrop (SD) IRSU or a
multidrop (MD) of IRSUs. 2 IRIMs work
as a cross-over pair. The module consists
of two PBAs (one processor and one
trunk PBA, DTRF for double trunk and
DTRH for single trunk).

2.6  Dynamic Integrated

Announcement Module

(DIAM)

The new announcement module DIAM
will provide the following types of
announcements:

- Fixed announcements (e.g. Call For-
warding)

- Combined fixed and variable
announcements (e.g. Changed Number
Interception)

- Variable announcements (e.g. Person-
alised Changed Number).

Two versions exist:

- DIAM-basic, one PBA version. Requi-
res 4 Mbyte storage capacity on disk.
Speech storage capacity is 8 minutes

- DIAM-extended, two PBAs version.
Requires additional 20 Mbyte of stor-
age capacity on disk (a total of 24
Mbyte for the whole module). Speech
storage capacity is 50 minutes.

The number of speech channels are:

- 56 channels can be used for speech

- 4 channels are reserved for virtual path
communication.

The maximum duration for one an-
nouncement is flexible and only limited
by the speech store capacity. If more
announcement capacity is needed per
exchange, more modules may be equip-
ped.

2.7  Service Circuit Module

(SCM)

The modules are dimensioned in separate
groups per signalling type. Within each
group a cyclic selection mechanism with
4 trials is used to find an SCM with free
service circuits. For reliability reasons
only 3 trials is assumed for dimensioning
purposes.

Groups containing R2 or R5 signalling
units are dimensioned according to the
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GOS requirement of 0.1 % waiting prob-
ability for seizing of a free circuit.

For exchanges without MFC signalling,
the GOS requirement for DTMF/R2 sig-
nalling units will be 1.0 %.

The modules will be equipped in differ-
ent modes:

- One MF-unit with 16 senders/receivers
for R2/DTMF and one Simplified Con-
ference Bridge (SCB).

The SCB can handle 6 simultaneous
conferences with maximum 5 partici-
pants per conference. The number of
SCB units is calculated based on the
originating traffic using the services
Add on Conference and Meet-me Con-
ference and a part of the originating
traffic using the services Three Party
Service, Call Hold and Call Transfer.
The GOS requirement is 1.0 %.

- One MF-unit for R2/DTMF and one
service unit for Continuity Check
Transceivers (CCT). CCT equipment
is used for No. 7 traffic on internation-
al routes. One CCT service unit con-
tains 16 CCT devices.

- Two MF-units for R2/DTMF with a
total of 32 senders/receivers.

- One MF-unit for R5 and one service
unit for CCT (Continuity Check
Transceivers).

Each of these SCM types will consist of
only one PBA in addition to the proces-
sor. As a general rule, an extra module of
any equipped type will be added for reli-
ability reasons if the number of modules
of that type is less than or equal to 4.

2.8  Maintenance and Peri-

pheral Module (MPM)

This module contains functions for peri-
pherals and loading and works together
with the magnetic and optical disk. This
module also contains functions for
administration. Two modules are
equipped per exchange.

2.9  System Auxiliary Control

Elements (SACE)

A minimum number of SACEs are re-
quired per exchange. For new SW releas-
es the installed processors are reused. If
not explicitly given, the following traffic
is assumed:

- Centrex lines: 5 % of all analogue sub-
scriber lines and basic accesses

- Traffic per Centrex line: 0.2 Erlang

- PABX lines: 10 % of all analogue sub-
scriber lines and basic accesses

- Traffic per PABX line: 0.4 Erlang.

In the following sections the SACEs are
described.

2.9.1  Call Service SACE

This SACE contains the following func-
tions:

- Prefix analysis and task element defi-
nition

- Local subscriber identification

- Charging analysis

- Call control

- Charge generation control

- Trunk request co-ordination

- Facility processing

- Alarm call processing.

The Call Service SACE works in load
sharing mode for all functions. There-
fore, the Call service SACE has to be
split into load sharing groups. With ser-
vice penetration figures used for Norway,
a load sharing group has a capacity of
9600 subscribers.

For security reasons all data are replicat-
ed over at least two processors, which are
working in load sharing for processing
the data accesses. Each load sharing
group is equipped with one extra proces-
sor if the number of processors calculat-
ed is less than 5.

2.9.2  PBX/CHRG SACE

This SACE contains the functions to
manage PBX lines (analogue and digi-
tal), Centrex hunt groups and the charg-
ing function.

PBX/CHRG SACE contains the follow-
ing functions:

- Automatic message accounting
- Meter counts collection
- Local tax layout
- Private access resource management
- BCG resource management
- Call control for PABXs
- Charge generation control for PABXs.

The PBX/CHRG works in active/standby.

2.9.3  CCSN7/DEF SACE

This SACE contains the defence, No. 7
and operation and maintenance functions.
In addition, this SACE contains functions

required for interfacing a taxation centre.
One pair working in active/standby mode
is equipped.

2.9.4  IN/OSI SACE

This SACE contains IN call control and
OSI-stack modules working in load shar-
ing mode. An extra processor is equipped
if the required number of processors is
less than 4.

2.9.5  IDC/TRA SACE

This SACE contains the following func-
tions:

- Line intermediate data collection
- Trunk intermediate data collection
- Trunk request allocation
- Device interworking data collection.

The processor load is calculated for each
function. 5 % of the processor capacity is
reserved for storage of measurement
counters on disk, assuming a storage
interval of 15 minutes. One extra proces-
sor is always equipped.

2.10  Network Services Centres

(NSC)

If the exchange has a collocated NSC, an
Administration and Peripheral Module
(APM) has to be added.

This module contains functions for
administration and peripherals in addi-
tion to the specific NSC-function. These
two functions are not split into separate
processors. The APM works together
with magnetic and optical disk. Two
modules are equipped per NSC and are
the same as the MPMs.

2.11  Taxation Centre

A Taxation Centre consists of a Transac-
tion Processor (TP) and a Billing Proces-
sor (BP). The TP is an integrated part of
the exchange. Each TP can handle 64 ex-
changes or 100,000 subscribers.

The TP is a duplicated processor system
where the Administration and Peripheral
Modules (APM) work in active/active
mode.

3  ISDN Remote Sub-

scriber Unit (IRSU)

The purpose of the IRSU is to provide a
cheap subscriber connection to an Alcatel
1000 S12 exchange. As the name Remote
Subscriber Unit indicates, the use is pri-
marily for clusters of remote subscribers
relative to the exchange. The advantage

89



of introducing an IRSU is a considerable
saving on cables if the alternative is to
connect each of the remote subscribers to
the exchange itself. If the alternative is to
put a new exchange on the remote site,
the solution of an IRSU is much cheaper
and will save administration and mainte-
nance costs since the administration of
the IRSU is done from the host ex-
change. Only HW maintenance is neces-
sary on the site of the IRSU.

An IRSU is connected to the exchange
through an IRIM pair. Up to eight IRSUs
may be connected in a series and is then
called a multidrop (MD). One IRSU con-
nected to an IRIM pair is called a single-
drop (SD). An SD or an MD is connected
to one IRIM pair.

An MD is used primarily for low traffic
subscribers, typically a fully equipped
MD can carry up to 0.083 Erlang per
equivalent line. An analogue line and a
digital line are one and two equivalent
lines respectively. It may also be used for
high traffic subscribers, but underequip-
ping is then necessary.

It is important to note that an IRSU does
not have a processor PBA that takes care
of the call handling which is handled in
the exchange in the same way as for
directly connected subscribers.

3.1  Multidrop description

An MD consists of two half-systems,
called the upper and lower side. A maxi-
mum of 8 IRSUs can be connected to the
same MD system with a maximum of
1024 equivalent lines. A maximum of 4
subscriber groups of 128 equivalent lines
may be assigned to each IRIM in the
IRIM pair.

- The IRIM/S is equipped with a DTRH
trunk PBA which terminates one PCM
link (single trunk system).

- The IRIM/T is equipped with a DTRF
trunk PBA which terminates two PCM
links (double trunk system).

On the IRSU side the DTRH will usually
be connected to an IRIM/S, while the
DTRF will be connected to an IRIM/T.

An IRIM has only one processor. A max-
imum of 4 MD links can be assigned to
one MD configuration (2 x IRIM/T).

The upper and lower side is cross-con-
nected by cross-over links in the IRSUs
as well as in the IRIM modules except
for one trunk PBA configurations (such
as mini IRSU and self restrained configu-
rations). This assures that from each sub-
scriber all trunks can be reached.

Available standard types of PBAs are
used for connecting the subscribers. Be-
tween indicated maximum limits, any 16
analogue subscribers can be replaced by
8 ISDN subscribers.

3.2  IRSU variants

Each variant consist of one subrack con-
taining one (JR01), two (JR02) or three
shelves (JR03). A common rack (JR00)
has space for six shelves grouped three
and three.

The JR04 rack (mini IRSU) will occupy
one shelf in the JR00 rack.

The transmission equipment for one
IRSU is provided by a separate subrack
(JR06). The shelf variants have the fol-
lowing subscriber capacities:

- JR01:
256 ASL + 0 BA to 32 ASL + 112 BA

- JR02:
512 ASL + 0 BA to 32 ASL + 240 BA

- JR03:
976 ASL + 24 BA to 64 ASL + 480 BA

- JR04:
96 ASL + 0 BA to 0 ASL + 48 BA.

JR05 is an outdoor cabinet which has
space for a JR01 rack, transmission
equipment, termination for optical fibre
cables, power supply and batteries.

3.3  Dimensioning of trunks in a

multidrop

Dimensioning of trunks is done based on
a GOS requirement of 0.5 % for the cir-
cuit switched (CS) traffic between the
IRSU and the group switch in the ex-
change. The GOS requirement is for the
‘worst case’ subscriber. In the special
configurations described later, the differ-
ence of GOS for subscribers can be sub-
stantial.

The capacities given later are valid for
configurations with one packet switched
(PS) channel per MD link. It is possible
to allocate one PS channel on one MD
link and none on another, but the traffic
capacities for such configurations are not
described. The allocation of a PS channel
replaces a CS channel and vice versa.
Thus, as the number of allocated PS
channels increases, the CS traffic capac-
ity is reduced.

The two main dimensioning parts of the
system is the MD links which each has
30 channels and the cluster side links
(see Figure 3) of the IRIM which has 29
channels each for circuit and PS traffic.
The number of CS channels is shown in
Figure 3. In this figure, m and n is the
number of PS channels on the cluster
links and MD links, respectively. For a
DTRH configuration in the IRIM, n = 1
will imply m = 1. For a DTRF configura-
tion in the IRIM, n = 1 will imply m = 2.

The IRSU has the same schematic struc-
ture as the IRIM. Instead of the Control
Elements (CE, i.e. the processor) there
are clock and alarm PBAs. Each sub-
scriber PBA is connected to one direct
and one cross-over link between the
clock and alarm PBA and the
DTRF/DTRH.

To fully understand the traffic capacities
in the following sections, it is important
to note that the traffic from a subscriber
group on the upper side has to go through
the upper processor (control element) in
the IRIM and similarly for the lower side
subscribers.

The normal channel allocation algorithm
is first to try the direct route, i.e. from a
subscriber on the upper to the upper con-
trol element in the IRIM through the
direct cluster link. Only if this direct
route is blocked, the cross-over cluster
link in the IRIM will be tried. The same
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procedure is followed for subscribers on
the lower.

3.3.1  Normal configurations

Traffic limits for the normal trunk con-
figurations, which are the two link and
four link configurations, are as follows:

Two DTRH PBAs: 43.0 E
Two DTRF PBAs: 82.5 E

In the case of two DTRH PBAs the MD
links are the bottleneck, i.e. Erlang’s for-
mula for 58 channels is used. In the case
of two DTRF PBAs the direct and cross-
over cluster link in the IRIM are the
bottleneck, i.e. Erlang’s formula for 56
channels multiplied by two is used.
These limits are based on the use of the
same trunk PBAs in the IRSUs in the
MD, i.e. that all IRSUs have 2 DTRHs or
2 DTRFs, respectively. If several IRSUs
with DTRHs are connected to a DTRF in
the IRIM, the DTRH PBAs should be
distributed equally on the two MD links
for capacity reasons.

Furthermore, it is assumed that each
IRSU has subscribers on both the upper
and lower side of the system, i.e. at least
two subscriber groups per IRSU. In an
MD configuration, the total traffic from
all IRSUs has to be within the above
given limits.

3.3.2  Special configurations

If the traffic from the IRSUs is much
smaller than 43.0 Erlang or a little more
than 43.0 Erlang, some special configura-
tions may be considered. These configu-
rations are normally not recommended
due to reliability reasons or traffic rea-
sons (because of an asymmetric configu-
ration).

3.3.2.1  One trunk PBA configurations

The economical one trunk PBA configu-
ration can be used if the traffic is low and
the reliability aspect is not considered
that important.

Figure 4 shows a one trunk PBA configu-
ration with DTRF PBA in the IRIM and

the IRSUs. The IRSUs have subscribers
on both upper and lower side.

Traffic limits for the one PBA configura-
tions are as follows:

One DTRH PBA: 18.2 E
One DTRF PBA: 34.8 E

In the case of DTRH PBA the MD link is
the bottleneck, i.e. Erlang’s formula for
29 channels is used. Very unbalanced
traffic is well tolerated. For example there
can be 17.0 Erlang from subscribers on
the upper side and 1.2 Erlang from sub-
scribers on the lower side and vice versa.

In the case of DTRF PBA the bottleneck
is the direct and cross-over cluster link in
the IRIM, i.e. Erlang’s formula for 28
channels multiplied by two is used. It
must here be assumed that the traffic on
the upper and lower is well balanced.

If the trunk PBA in the IRIM or the trunk
PBA in the IRSU fails, the connection
between the IRIM and the IRSU will be
disrupted, whereas for a normal configu-
ration the traffic will use the alternative
cross-over link when the direct link is
disrupted.

3.3.3  Asymmetric configuration

This configuration has one DTRF PBA
and one DTRH PBA in the IRIM and in
the IRSU as well, i.e. three MD links.
Figure 5 shows an asymmetric configura-
tion.

The asymmetric configuration may seem
a good solution for traffic needs between
the traffic capacity for a configuration
with two DTRHs and two DTRFs in the
IRIM. But it should only be used with the
alternative channel allocation algorithm
which chooses the MD link pair with
most free channels.

Without this alternative channel alloca-
tion algorithm the capacity can be im-
proved by placing more subscribers on
the side (upper or lower) where the
DTRH is placed, which at first may seem
surprising. When the traffic on the
DTRH side is twice the traffic on the
DTRF side the traffic capacity is 61

Erlang. In this case the high traffic from
the DTRH will be blocked on the cluster
link, but different from the opposite traf-
fic situation the overflow traffic together
with the direct traffic will now have two
MD links available on the DTRF side.
There will be very little overflow traffic
from the DTRF side to the DTRH side.
The point is to distribute the traffic so
that the cluster links carry equal traffic as
much as possible.

If the alternative channel allocation algo-
rithm is used the performance of the bal-
anced upper and lower traffic case is
improved. This algorithm has the effect
of distributing the traffic more evenly
and thus reducing the more bursty over-
flow traffic. With balanced traffic on the
upper and lower side the traffic capacity
is 66.3 Erlang and is dimensioned ac-
cording to Erlangs formulae with 87
channels minus PS channels. So, if this
alternative channel allocation algorithm
is used the asymmetric configuration
may be considered.

3.4  Mini IRSU

The mini IRSU is an inexpensive, simple
IRSU. The mini IRSU is special in two
respects. It contains only one subscriber
group and it has only one trunk PBA
(DTRH or DTRF) which means it has no
cross-over link. This means that a mini
IRSU subscriber is a ‘worst case’ sub-
scriber when the mini IRSU is in an MD
with other non mini IRSUs. To fulfil the
GOS requirement for all subscribers in
an MD it is necessary to decrease the
total traffic if the mini IRSU traffic in-
creases. The traffic capacity for the mini
IRSU is 17.4 Erlang. The bottleneck is
the cluster link, hence Erlang’s formula
with 28 channels is used. However, the
bottleneck is quickly changed to the MD
link with 29 channels when other non
mini IRSUs are connected to the same
MD and there are DTRHs in the IRIM. If
there are DTRFs in the IRIM the bottle-
neck is again the cluster link.

Figure 6 shows a configuration with
DTRH PBAs in the IRIM and the IRSUs
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and one mini IRSU and one normal
IRSU in the MD.

The mini IRSU is an economical way to
introduce ISDN subscribers if there are
IRSUs connected to the exchange al-
ready.

The rest of this section is based on an
alternative channel allocation algorithm
which chooses a channel on the MD link
pair with most free channels. This has the
effect of distributing the traffic more
evenly on upper and lower MD links.

If one mini IRSU is placed on the upper
and one is placed on the lower, the total
capacity for the MD is 34.8 Erlang
regardless of which trunk PBAs that are
equipped and whether there are other
than mini IRSUs or not in the MD. Thus,
it is better to place all the mini IRSUs on
one side (if there are fewer than five mini
IRSUs). This is particularly important in
the case of DTRFs in the IRIM. If this is
done, the total traffic capacity for the
MD depends on the traffic from the mini
IRSUs and the more the traffic from the
mini IRSUs approaches the limit of 17.4
Erlang the less traffic the MD as a whole
can carry.

Since there is no bursty overflow traffic
that mixes with normal traffic it is easy
to find analytical models. In the follow-
ing formulae this notation is used:

Am_u: Traffic from mini IRSU which
is connected to upper side

Au: Traffic from upper side (ex-
cluding mini IRSU traffic)

Al: Traffic from lower side

Lc: Traffic limit on one cluster link

Lm: Traffic limit on one MD link

If there are DTRHs in the IRIM the MD
link on the side of the mini IRSU is the
restricting part of the system for most
distributions of Au and Al. Only if Al is
far higher than Au (under the assumption
that the mini IRSU is placed on the upper
side) will the restricting part of the sys-
tem be moved from the MD link to the
upper direct cluster link. The following
formula applies assuming Au and Al are
approximately equal:

If Au = Al the formula can be reduced to:

If there is 10.0 Erlang coming from the
mini IRSU then Au + Al must be less
than 28.1 Erlang.

Simulations show that the limits given by
this formula is conservative for all values
of the traffic from the mini IRSU. This is
mainly due to less burstiness than ordi-
nary Poisson traffic for the traffic on the
MD links from the ordinary IRSUs. A
secondary effect is that high mini IRSU
traffic will ‘push’ the other traffic over to
the other MD link which will help the
throughput of mini IRSU traffic.

For dimensioning purposes the interest-
ing traffic interval for the mini IRSU is
between 5 and 15 Erlang. As a uniform
rule in this interval the total MD capacity
could be set to two times the traffic
capacity on one MD link, i.e. 36.4 Erlang
even though a higher traffic can be car-
ried.

If there are DTRFs in the IRIM the direct
cluster link on the side of the mini IRSU
is the restricting part of the system for all
distributions of Au and Al.

The following formula is given for the
case of two DTRFs in the IRIM:

If Au = Al the formula can be reduced to:

The second part of the sum is the traffic
from the normal IRSUs offered to the
direct upper cluster link of the IRIM.

So, for example for 10.0 Erlang from the
mini IRSU, the total traffic for a two
DTRF PBAs configured MD is 53.3
Erlang assuming that the traffic from the
other IRSUs are evenly distributed on
upper and lower.

Simulations show that the traffic limits
derived from the formulae above is con-
servative for all values of Am_u and
more so the higher mini IRSU traffic.
The total traffic capacity is reduced as
the mini IRSU traffic increases.

Thus, the difference between the DTRH
case and the DTRF case is that the total
traffic capacity is more or less constant
up to a certain mini IRSU traffic for the
DTRH case, whereas the total traffic

capacity falls continuously as the mini
IRSU traffic increases for the DTRF case.

3.5  Dimensioning of PS chan-

nels in a multidrop

As mentioned in the ‘Dimensioning of
trunks in an MD’ section the total number
of circuit and PS channels is constant.

The nature of PS and CS switched traffic
is very different. The CS traffic is a so-
called ‘lost calls cleared’ system whereas
the PS traffic is a so-called ‘waiting call’
system. The latter system does not clear
the call if there are no recourses available
at the moment. Each packet of a PS call
is treated according to a ‘waiting call’
system.

The different nature of the two types of
strategy for packet and CS traffic can be
exploited by the network operator. It
could be tempting to minimise the num-
ber of PS channels.

However, the delays for the packets can-
not be allowed to be too long because of
buffer size and protocols. If a packet is
delayed more than a certain amount of
time the packet is retransmitted and when
many packets are retransmitted the traffic
increases which in turn gives even longer
waiting times.

3.5.1  The PS system

Some characteristics for the PS system
are listed below:

- Receive and send side in the IRIM and
IRSU work in parallel.

- Each PS channel is used only in one
direction, from the IRIM through
IRSU 1 to the highest numbered IRSU
and back to the IRIM.

- Packets sent from the IRIM is received
by one of the IRSUs and sent on the
PS channel through the loop to the
IRIM where it is absorbed. Packets
sent from an IRSU is received and
absorbed by the IRIM.

- Each IRSU and the IRIM are only al-
lowed to send one packet at a time
before possibly being interrupted by
another IRSU or the IRIM.

- Each IRSU and the IRIM have one
queue per PS channel.

3.5.2  Analytical model

To describe the system correctly there
should exist one queue in every drop
which experiences arrivals of PS calls
both from its own subscribers and the
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previous drops in the MD and from the
IRIM (incoming traffic).

There are assumed n M/M/1 queuing sys-
tems (Markovian input process, Marko-
vian service time distribution, one server)
with first in first out (FIFO) queue disci-
pline per PS channel where n is the num-
ber of PS channels. The n channels serve
the whole MD.

The server time is assumed to be propor-
tional to the packet length with a service
speed of 64 kbit/s. Two traffic models
are given for the PS traffic, the medium
traffic and the high traffic model. The
medium and high traffic model has 10
and 50 call attempts per hour (CAPH)
per subscriber respectively. Each call has
an average of 18 packets with an average
length of 125 bytes. Since both outgoing
and incoming PS calls are queued suc-
cessively in all IRSUs and the IRSUs are
considered as one common queue, all
calls are considered outgoing.

The maximum number of ISDN sub-
scribers in an MD is 512. The results in
the following sections are based on this
number of subscribers. It is important to
note that the tables reflect the total PS
traffic equivalent to 512 subscribers and
that realistic PS traffic will be much
lower due to fewer ISDN subscribers in
an MD.

3.5.3  Results

In the following text and tables the fol-
lowing abbreviations occur:

λ: Packet arrival rate per sec-
ond for a MD

µ: Service rate in packets per
channel

CH: Number of PS channels

CHT: Call Holding Time

CAPH: Call Attempts Per Hour

DELq: Average delay in milli-
seconds (ms) for a delayed
packet

DELall: Average delay in ms for all
packets

Qbyte: Average number of queued
bytes per channel

Load: Load per channel

95%_all: Delay in ms for which 95 %
of all packets are below

95%_del: Delay in ms for which 95 %
of the delayed packets are
below.

From Table 1 can be seen that for
medium PS traffic one or two packet
channels are sufficient. For high PS traf-
fic three or four channels are sufficient,
but one or two channels is impossible
since the load is 2.0 and 1.0 respectively
(a load higher than 1.0 gives an infinite
queue).

The delays depend on the packet length
given the same load. In Table 2 the bytes
per packet and packets per call are inter-
changed so that there are many short
packets instead of few long packets.
Short packets reduce the delays and aver-
age queue lengths. Since an objective is
to minimise the number of long delays to
avoid retransmission, shorter packets
may be used.

3.5.4  PS traffic in the signalling

channel

The PS traffic intensity generated by
ISDN subscribers may be so small that
an allocation of one separate PS channel,
and hence a reduction in CS traffic
capacity, would be an unsatisfactory util-
isation of the system. Thus, the signalling
(S) channel may be used as a combined
channel for PS traffic and S traffic. This
solution utilises the spare capacity of the
S channel for PS traffic.

The same queuing model as in the sec-
tion ‘Analytical model’ has been used.

The abbreviation Wpacket is used for the
weighted average packet length in bytes
based on the distribution of CS and PS
packets.

The ‘2 CH’ and ‘4 CH’ columns in the
tables correspond to a DTRH and a
DTRF configuration respectively.

CAPH and CHT is based on 0.08 Erlang
per subscriber.

CSpackets/call is 88 packets on an aver-
age, i.e. 88 S packets per CS call. CS-
bytes/packet is 33 bytes on an average.
This assumes that all traffic carried in the
MD originates and terminates here,
which is a worst case. Approximately 2/3
signalling is for the originating side. 1/3
is for incoming traffic. Since only few
calls use maximal signalling and the rest
is balanced, the theoretical results should
be slightly conservative.

In Table 3 only S traffic is considered.
The results in Table 3 clearly show that
even with high S traffic the load contri-
bution due to S traffic will be modest
(worst case load-DTRH = 24.8 %). The
average waiting time for all packets will
not exceed 1.35 ms, and 95 % of the
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CAPH/SUB 10 50

Bytes/packet 125 125

Packets/call 18 18

λ 25.6 128.0

µ 64 64

1 CH 2 CH 3 CH 4 CH

λ 25.6 12.8 42.7 32.0

Load 0.40 0.20 0.67 0.50

DELq 26.0 19.5 46.9 31.3

DELall 10.4 3.9 31.3 15.6

Qbyte 33.3 6.3 166.7 62.5

95%_del 78 59 140 94

95 %_all 54 27 121 72

Table 1  PS Traffic

CAPH/SUB 10 50

Bytes/packet 18 18

Packets/call 125 125

µ 444 444

1 CH 2 CH 3 CH 4 CH

λ 177.8 88.9 296.3 222.2

Load 0.40 0.20 0.67 0.50

DELq 3.8 2.8 6.8 4.5

DELall 1.5 0.6 4.5 2.2

Qbyte 4.8 0.9 24.0 9.0

95%_del 11 8 20 14

95%_all 8 4 18 10

Table 2  PS Traffic

CAPH/SUB 3.2 9.6

cht 90 30

Bytes/packet 33 33

Packets/call 88 88

λ 40.04 120.16

µ 242.42 242.42

2 CH 4 CH 2 CH 4 CH

Load 0.082 0.041 0.248 0.124

DELq 4.4 4.3 5.4 4.7

DELall 0.37 0.18 1.35 0.50

Qbyte 0.25 0.06 2.69 0.58

95%_del 13 12 16 14

Table 3  Signalling Traffic
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CSpackets/call 88

PSpackets/call 18

CSbytes/packet 33

PSbytes/packet 125

2 CH 4 CH 2 CH 4 CH

CScaph/sub 3.2 3.2 9.6 9.6

PScaph/sub 10 50 10 50

Total caph/sub 13.2 53.2 19.6 59.6

Bytes/Wpacket 68.9 103.1 49.2 80.4

λ (Wpacket/s) 65.6 168.0 145.7 248.1

µ (Wpacket/s) 116.2 77.6 162.7 99.4

Load 0.28 0.54 0.45 0.62

DELq 12.0 28.1 11.1 26.7

DELall 3.4 15.2 5.0 16.7

Qbyte 7.7 65.8 17.9 83.3

95%_del 36 84 33 80

Table 4  Combined signalling and packet traffic

delayed packets will not experience a
waiting time longer than 16 ms.

Combining S and PS traffic through the
parameter Wpacket, higher waiting times
can be expected. Table 4 shows the effect
of mixing PS traffic and S traffic, see
also Table 1 which has the same PS traf-
fic. The highest 95%_del has the DTRF
configuration with 50 CAPH for the PS
traffic and 90 seconds CHT (3.2 CAPH)
for CS traffic. But the highest DEL_all is
seen for the DTRF configuration with the
same PS traffic and 30 seconds CHT for
CS traffic (higher load).

The loads given in the tables do not give
serious delays, i.e. delays that cause a lot
of retransmissions. The link access proto-
col has a threshold of 1000 ms before a
retransmission occurs and thus retrans-
mission should be a rare incident. The
model is very simple so with more bursty
traffic, delays and queues may be longer
than indicated in the tables, but since the
margins are high the risk of jamming
down the system with retransmissions
should be minimal.

4  Summary

The dimensioning of an Alcatel S12
exchange is done according to the de-
scription in chapter 2. The dimensioning
is done in a very flexible way.

A traffic increase, whether it comes from
(new) ASMs or DTMs can easily be han-
dled by increasing the number of SACEs,
SCMs and other equipment.

The IRSUs in an MD can be configured
in many ways as described in chapter 3.
For example can one large IRSU or up to
8 smaller IRSUs be connected to an
IRIM pair. In addition, the number of
links (2 Mbit/s) connected to the IRIM-
pair can vary, but the recommended
number of links are two or four. In addi-
tion, a mini IRSU may be connected, but
care must be taken because of special
traffic limitations.

The D channel used by digital subscrib-
ers connected to an MD is normally con-
nected to allocated PS channels on the
MD links. One PS channel per link may
be assigned. If the PS traffic is low, there
will be a possibility to use the signalling
channel both for signalling and packet
traffic which means that the circuit traffic
capacity is increased.
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1  Introduction

This article describes the new logical net-
work structure of Telenor’s ISDN/PSTN
(noted as the target network) and the new
routing principles that are introduced.

The work started as early as 1987 in a
joint project between Norwegian Tele-
com Research and the Traffic Engineer-
ing Office in the Networks Division. The
7 regions of Telenor have also been
active in developing the principles and
the network structure (especially Region
South participating in calculation of costs
for different network structures).

The determination of the actual network
(e.g. exchange areas) has been done re-
gionally well co-ordinated with the pro-
posed SDH (Synchronous Digital Hier-
archy) structure of the transmission net-
work.

The implementation has taken longer
than expected. Still, Telenor is in the
forefront in Europe regarding the imple-
mentation of the new routing methods
and fault tolerant network structure and
dimensioning principles.

2  Main principles of the

traditional telephone

network

In most countries the Public Switched
Telephone Network (PSTN) has been
based on the same principles, e.g.:

- Hierarchical network based on 4 or 5
national exchange levels. In the case of
5 levels, the 5th is used for internation-
al gateways, otherwise one or more
national exchanges are combined with
international gateways.

- Final circuit groups as a backbone con-
necting an exchange to its superior in
the level above.

- A mesh network of final circuit groups
between the exchanges in the upper
(4th) national level.

- High usage circuit groups making
short cuts in the hierarchical structure
of final circuit groups.

- Alternative routing of calls preferring
the high usage circuit groups with
overflow to final circuit groups.

The structure of Telenor’s PSTN has
been basically unchanged since the mid-
dle of the 1970s. The hierarchical net-
work has 4 levels. The approximate num-
ber of exchanges per level before the
digitisation started, is given below:

End Offices (EO)
~ 3,000 exchanges

Group Switching Exchanges (GS)
~ 150 exchanges

Transit Exchange Class 3 (FSIII)
~ 50 exchanges

Transit Exchange Class 2 (FSII)
~ 12 exchanges of which 2 – 5 have

also been international gateways.

The network connecting the 12 FSII
exchanges has been a fully meshed net-
work. Traditionally, only ES and GS
exchanges have had subscribers connect-
ed. In the transition phase from analogue
to digital network, however, subscribers
have also been connected to FSIII and
FSII exchanges.

At all levels in the network most of the
traffic has been carried on high usage cir-
cuit groups with overflow to final circuit
groups. Figure 1 shows the final route
between two EOs in two different FSII
regions consisting of seven final circuit
groups in series. However, in the examp-
le most of the traffic will be carried on a
shorter route consisting of two high
usage circuit groups and two final circuit
groups.

Analogue circuit groups are mostly uni-
directional (one way), which implies that
the establishment of a connection always
takes place from one end. Calls originat-
ing from the opposite end have to be set
up on another circuit group. However, in
the Norwegian digital network bi-direc-
tional (two-way) circuit groups are used,
reducing the number of circuit groups to
one half.

Direct circuit groups have been establish-
ed when the network cost could be reduc-
ed. The optimal size of the direct circuit
group has been determined according to
Moe’s principle, which states that the
direct circuit group shall be increased
until the marginal cost of carrying one
erlang extra traffic is the same on the
direct route as on the final route.

For dimensioning purposes traffic mea-
surements have been carried out for 40
days a year according to the Average
Daily Peak Full Hour (ADPFH) method
of ITU-T Rec. E.500. For each circuit
group the traffic is measured on an
hourly basis. For each day the traffic in
the circuit group’s busy hour is determin-
ed. ITU-T defines the average of the 30
highest ADPFH values of the 365
ADPFH values in one year as normal
traffic load to be used as reference traffic

for dimensioning. Telenor Nett uses sim-
ilarly the average of the 6 highest of the
40 ADPFH values measured as normal
traffic load. Final circuit groups have
been dimensioned at 1 % congestion
when offered this normal traffic load.

3  Motivation for changing

the network structure

In Norway ISDN is considered as an evo-
lution of PSTN. The two services have
been fully integrated in one network
from the introduction of ISDN. This
simplifies the capacity planning of the
network. However, ISDN and the Intelli-
gent Network (IN) introduce new ser-
vices in the network which may have
higher expectations to quality of service,
e.g. availability. The digitisation and
technical development is also in other
ways changing the preconditions for
optimising the network, e.g.:

- The use of concentrators increases the
size of end offices. The area covered
by a subscriber exchange is therefore
no longer limited by the length of the
subscriber line. The number of
exchanges with subscribers connected
will be reduced by a factor of 15.

- The cost of both digital switching and
transmission equipment has decreased
considerably. Switching costs are re-
duced by a factor of 10. For digital
transmission on fibre cable the infras-
tructure itself is rather expensive.
However, the marginal cost for utilis-
ing the fibre cable is low. The trans-
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Figure 1  Example of circuit groups be-
tween two subscribers A and B in two
different FSII regions Traditional hierar-
chical network



mission cost of large capacities is
therefore much less than before.

- Administrative and maintenance costs
are no more negligible and favour sim-
plification of network structure and
planning and network management
routines.

- Increased demand of flexible traffic
capacity, e.g. due to TV shopping, IN
information suppliers or mail ordering
companies which may cause unexpect-
ed traffic growth and new traffic
peaks.

- Traditional optimisation criteria favour
the establishment of high usage circuit
groups. However, very often important
relevant factors have not been taken
into account. Examples of such factors
are

⋅ administration costs

⋅ underestimated cost effectiveness of
final circuit groups due to statistical
multiplexing of several traffic
streams which also may have differ-
ent busy hours 

⋅ the utilisation (erlang/circuit) of
high usage circuit groups has in
practice been much lower than the
theoretical optimal utilisation. 

This problem was first discussed by
Parviala [1] in 1982 where he argued
that analogue high usage circuit groups
less than 25 circuits very often were
uneconomical.

- Competition will require economic
networks as well as improved quality
for some of the new services.

- Processor controlled exchanges with
signalling system No. 7 make new traf-
fic routing functions possible, e.g.:

⋅ Load sharing
⋅ Rerouting
⋅ Circuit reservation
⋅ Dynamic routing.

These functions are discussed later in this
article.

4  Objectives of the new

network structure

The objectives of the new network struc-
ture can mainly be described in three
words: cost effectiveness, robustness and
flexibility.

The cost effectiveness is of course very
important in a competitive environment.
Keywords in this connection are:

- Administration costs and equipment
costs have to be considered together

- Utilisation of existing infrastructure

- Standard and simplified structure

⋅ reduced number of exchanges

⋅ reduced number of levels in the net-
work

⋅ reduced number of high usage cir-
cuit groups.

Society is getting more dependent upon
the telephone/ISDN services. Therefore,
the network has to be more robust against
normal, though rare, incidents like

- transmission and exchange failures
- abnormal traffic peaks
- forecast errors
- planning errors.

The market will have greater influence
on the development of the network struc-
ture. Competition from other services
and operators will make the capacity
growth uncertain. New products and
changed requirements for quality of ser-
vice, e.g. availability, should be expect-
ed. In the future the network should be
more flexible concerning

- capacity growth

- changes in traffic patterns

- requirements concerning grade of ser-
vice and availability which may vary
in different parts of the network and
for different subscribers and services.

Another objective is that the principles
and structure of the logical ISDN/PSTN
network have to be co-ordinated with the
development of the No. 7 signalling net-
work and the physical/logical SDH trans-
mission network.

Determination of grade of service param-
eters for e.g. availability is a difficult
subject. In this work we have formulated
a basic principle in accordance with
ITU-T Rec. E.862 “Dependability plan-
ning of telecommunication networks”:

The availability of the network shall be
improved until the marginal cost of the
improvement is equal to the corre-
sponding marginal value for the
subscribers. When selecting between
different alternative solutions, the
alternative with highest “surplus”
should be chosen.

Or as stated in E.862: “The main object
of dependability planning is to find a bal-

ance between the customers’ needs for
dependability and their demand for low
costs.”

5  New traffic routing

functions

For a given destination a routing function
in the actual exchange determines which
circuit groups may be chosen and the
preference between them. In the Norwe-
gian network the call is set up link by
link. When a circuit group is chosen, a
circuit is reserved for the call and the call
set up control is transferred to the
exchange at the other end of the circuit
group.

In the target network new traffic routing
functions like load sharing with mutual
overflow, rerouting and Dynamic Alter-
native Routing (DAR) will generally
replace the alternative routing that has
been dominant in the traditional hier-
archical network. A short description of
the routing functions is given below.

5.1  Alternative routing

By alternative routing a list common for
a set of destinations describes the possib-
le circuit groups in a fixed sequence. A
call is routed on the first circuit group in
the list which has a free circuit. The last
alternative is always a final route. If none
of the circuit groups in the list has a free
circuit, the call is congested. In practice
the list is normally restricted to two or
three alternative circuit groups.

5.2  Load sharing with mutual

overflow

Load sharing is a traffic routing function
which distributes the traffic evenly or
according to a fixed proportion between
two or more equivalent circuit groups in
a load sharing group. One way of imple-
menting the function is to make a random
choice according to the given probability.
If the selected circuit group is congested,
the other alternatives in the load sharing
group should be tried.

5.3  Rerouting

Figure 2 shows an example with two
independent routes ACB and ADB be-
tween A and B. If we have load sharing
or normal overflow in A, a call attempt is
blocked in A if both circuit groups AC
and AD are congested. However, if the
call reaches C and circuit route CB is
congested, there are no other alternatives
in C, and the call attempt will be block-
ed. Rerouting (or crankback) is a func-
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tion which returns the call to the previous
exchange A. Exchange A can then con-
tinue the routing on the next alternative
in the routing description, e.g. the other
load sharing alternative A-D in the
example of Figure 2. According to our
specification a call shall not be rerouted
more than once in order to reduce the
possibility of overloading signalling sys-
tem No. 7 in failure situations. Similarly,
the rerouting function can be turned off
manually.

5.4  Circuit reservation

Circuit reservation is a method of giving
priority to one ore more traffic types
when there is a lack of traffic capacity, or
to be more correct: The method deter-
mines which traffic type to be congested.
The simplest one-level circuit reservation
with reservation level R makes all cir-
cuits on a circuit group available for one
traffic type, while another traffic type is
blocked if the number of free circuits is
less or equal to R. The simplest function-
al implementation of circuit reservation
is to have a free-circuit counter per cir-
cuit group. The counter is counted down
when a circuit is seized and counted up
when a circuit is released.

The circuit reservation function may be
used to

- give preference to priority traffic, e.g.
emergency calls or calls from priority
subscribers

- give preference to one direction of a
bi-directional circuit group

- equalise the grade of service or give
downwards preference on a load shar-
ing group

- accept DAR calls only when there is
spare capacity to avoid the grade of
service for normal calls to be severely
reduced.

Some characteristics of the one-level cir-
cuit reservation function are described in

chapter 7 through calculations and simu-
lations. The function being implemented

in the Norwegian network is similar
to the two-threshold selective cir-

cuit reservation described in
CCITT E.412. However, there

are 4 traffic types: PRI (priority
traffic), DR (direct routed traffic),

AR (alternative routed traffic) and DAR
(dynamic alternative routed traffic). The
two-level circuit reservation may in most
practical situations be considered as a
combination of two one-level circuit
reservation systems. As a result it can be
used to combine the abilities of protect-
ing priority traffic, giving preference to
down going traffic and rejecting DAR
traffic when necessary.

6  Description of the

target network

There will be mainly 4 types of ex-
changes (the expected number of each
type in brackets):

- International Exchanges, IE (2)
- Trunk Exchanges, TE (14)
- Local Tandem exchanges, LT (~ 50)
- End Offices, EO (~ 170).

For describing the network some defini-
tions are useful:

- An EO-area is defined as the area cov-
ered by an end office including con-
nected concentrators and small
exchanges (analogue or digital).

- An LT-region is made of the EO-areas
which use the same LTs for transiting
traffic between themselves.

- A TE-region is defined as the area
where the EO-areas are connected to
the same TEs.

EOs and LTs will be subscriber ex-
changes, except in Oslo where the LTs
will carry only transit traffic. The net-
work for national traffic will in principle
consist of two two-level networks. For
simplicity we will here call the two net-
works the LT-network and the TE-net-
work. The two networks are dimensioned
separately and built up hierarchically.
The LT-network carries traffic within one
LT-region. The TE-network carries traf-
fic between the LT-regions within one
TE-region, traffic to/from other TE-
regions and traffic to/from the interna-
tional network.

Figure 3 shows an example of the two
two-level networks within one TE-
region. In the example the LT-network
consists of two LT-regions.

Each EO within an LT-region is connect-
ed to the same LTs (two or in a few cases
three) with circuit groups in load sharing.
This type of connection is often called
double (or triple) homing. In Figure 3 the
thick lines from the LTs symbolise the
collection of circuit groups to the EOs.

In a similar way all EOs and LTs in a
TE-area will be connected to the same
pair (exceptionally triple) of TEs. These
exchanges make up one TE-region. Note
that the LT only functions as a normal
EO (subscriber exchange) towards the
TE-network. The circuit groups from an
EO to its superior TEs will in load shar-
ing carry all traffic to destinations out-
side own LT-region. All traffic within the
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LT-region will be carried on the
circuit groups from the EO to its
superior LTs. Thus the LTs have no
transit function towards the TE-net-
work.

The 14 TEs and 2 IEs are connected
by a fully meshed network. This
meshed network together with the
access circuit groups EO/LT to TE
make up the TE-network. All traffic
between two TE-regions (with dou-
ble homing) will through load shar-
ing be carried on the 4 circuit
groups between the two TE pairs as
indicated in Figure 4.

The solution with two two-level
networks increases the number of
circuit groups. However, it has
some advantages:

- The LTs are normally large sub-
scriber exchanges with high traf-
fic interests from/to most
exchanges in the area. This traf-
fic will be carried in an efficient
way, reducing the need for direct
routes.

- Most areas in Norway are
sparsely populated. The distance
EO-TE would therefore be long
in many situations. The introduc-
tion of LTs makes it possible to
keep the number of TEs small.

- The splitting in two networks
makes it possible to set individ-
ual quality of service criteria to
each network, and makes the net-
work less vulnerable.

7  Some properties of

circuit reservation

The properties of circuit reservation
will be described through some
simple examples. Let us consider
two traffic streams A1 and A2 which
are offered the same circuit group
with N circuits. The traffic stream
A1 is given priority by reserving the
last R free circuits for this traffic.
This means that calls of type A2 are
blocked when the number of free
circuits is equal to or less than R.
When the traffic streams are Pois-
son processes, e.g. with exponential
interarrival times and holding
times, the formulas in Appendix 1
can be used to calculate the block-
ing probabilities for the two traffic
streams. If the traffic streams are
non-Poisson, e.g. overflow traffic, a

simulation model or more advanced ana-
lytical models can be used.

7.1  Priority to small traffic

streams

Figure 5 shows results calculated from
formulas in Appendix 1 when N = 60 and
high congestion (B = 40 % in the case of
no reservation (R = 0)). The blocking of
the priority traffic A1 is plotted as a func-
tion of the reservation level R for differ-
ent proportions of priority traffic related
to total offered load.

This and similar calculations show:

- R = 1 gives very good protection for
small traffic streams (< 5 – 10 % of
normal traffic load). This is true also
with much higher overload than in this
example.

- R = 2 (or R = 3) may be considered
when the proportion of priority traffic
is higher.

- The effect of circuit reservation is the
same for small and large circuit
groups. This means that the blocking
of priority traffic is not very dependent
upon the size of the circuit group as
long as the proportion of priority traf-
fic and the reservation level are the
same and the traffic offered gives the
same congestion (when no reservation
is used).

7.2  Service compensation for

downwards traffic in load

sharing groups

On a load sharing group, e.g. from an
End Office to the trunk network, an
upward call EO – TE will search both
circuit groups before it eventually is con-
gested. However, a call downwards from
TE will usually be lost if the route is con-
gested. Even if the traffic is evenly dis-
tributed on the two trunk routes to EO,
the GOS (grade of service) will be better
for upwards than downwards calls. The
opposite effect is desired: Downward
calls near their destination should be
given some preference in an overload sit-
uation in order to obtain optimal traffic
flow.

In Figure 6 are shown simulation results
from a load sharing group with two cir-
cuit groups, each with 120 circuits. The
traffic is symmetric, 120 erlangs up and
2 * 60 erlangs downwards. The figure
shows that for R = 1 the blocking of the
two directions is the same, Bd = Bu =
6 %. Further simulations with symmetric
load show that R = 1 gives
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- some upward preference for low over-
load, e.g. Bd =1.9 %, Bu = 1.1 %

- downward preference for higher over-
load, Bd = 35 %, Bu = 56 %.

This is quite in accordance with our
objective.

Circuit reservation may also be used
partly to protect, partly to compensate the
GOS on a final route with overflow from
direct routes. R = 2 will be satisfactory,
giving some protection of the final route.
Several authors have studied this. [2] is
recommended.

In the Norwegian network rerouting is
planned to ensure that the capacity of
both circuit groups is available also for
downward traffic. However, circuit re-
servation may be used in addition to
obtain downward preference and reduce
the amount of rerouted calls.

7.3  Protection of normal traffic

load

The objective of dynamic routing is to
utilise the capacity of the network even if
the traffic distribution differs from the
dimensioned. Two different strategies
may be emphasised:

1 The network should be utilised in a
way that gives maximum throughput.
One consequence could be that a large
proportion of a network is affected by
a failure situation.

2 Dynamic routed traffic is only allowed
as long as it does not severely affect
the traffic normally carried on the cir-
cuit group. This may be achieved if
dynamic routing does not influence the
GOS of direct routed traffic more than
a fixed percentage.

Dynamic routing in a mesh network may
result in instability as two link traffic is
competing with direct routed traffic. Cir-
cuit reservation against DAR traffic is
necessary to avoid this. A reservation
level of R = 1/2 SQRT(N), where N is the
size of the circuit group, is recommended
in order to give maximum throughput in
accordance with the first objective above.
Simulations by Norwegian Telecom
Research [3] support this result. Some
calculations using the formulas in
Appendix 1 are set up in Figure 7. GOS
1 % at normal traffic is assumed. Also
the overload traffic is Poisson traffic in
the example. The results show some vari-
ation of the blocking of the normal traf-
fic, largest for N = 60 (from 4 to 11 %).

The recommended dimensioning
principle in Telenor, standard
dimensioning (see chapter 9), is
more robust towards overload. As
shown in Figure 8 this makes it
possible to put emphasis on the sec-
ond objective above by selecting
the same reservation parameter,
R, for all circuit groups inde-
pendent of circuit group size.
With our constraints R = 7 limits
the blocking of normal traffic to
5 %, similarly R = 10 limits the
blocking to about 3 %.

8  Dynamic Alternative

Routing

Dynamic Alternative Routing
(DAR) is a method that will be used
in the top mesh network between
TEs as an addition to the direct
routing. DAR may be explained by
the following example in Figure 9.

A call has entered the mesh net-
work in trunk exchange A. Its desti-
nation is end office X. From A to X
the call is routed as follows:

- 1st choice is always the load
sharing group AB/AC. Both cir-
cuit groups will be tried before
the call eventually overflows to a
3rd alternative, the DAR-alterna-
tive.

- The DAR-alternative is determin-
ed by a pointer in a circular list
of alternatives (DAR-list) exclu-
sive for this traffic destination
(TE-region BC). In the example
exchange E is the current alterna-
tive. This alternative is selected if
the circuit groups AE
and either EB or EC
have free capacity
for DAR traffic
(according to the cir-
cuit reservation
level).

- If the call is blocked
on AE, the first leg
of the DAR-alterna-
tive, the call will be
given one more alter-
native. The DAR-
pointer will be
stepped to F and the
call is offered the cir-
cuit group AF.

- If the call is success-
fully set up to B or
C, there is no need to
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change the routing for the next call.
The DAR-pointer is not moved.

- If the call attempt is blocked on the
second leg of the DAR-alternative,
(assuming E is the DAR-alternative,
both EB and EC is blocked for DAR-
traffic), the call attempt will be lost. A
signal is returned to A, stepping the
pointer in the DAR list to the next
alternative, F. This alternative will be
the DAR-alternative for the next call
A-X.

DAR is a simple learning algorithm. It
was first described by British Telecom.
The principle is also used in a method to
be implemented by NTT, Japan in 1994.
Circuit reservation is mandatory for DAR
to obtain network stability and protection
of the direct routed traffic. In a simula-
tion study carried out by Norwegian
Telecom Research in 1988 [3] our top
level mesh network was simulated with
different routing strategies under differ-
ent load conditions like normal traffic
load, skew load, focused overload and
general overload. The main conclusions
were:

- The method gives a flexible network
with good traffic flow also when there
is considerable difference between
traffic actual offered and dimensioning
traffic/network resources. The network
will be robust towards traffic varia-
tions and wrong dimensioning.

- The method distributes the congestion
justly.

- The network throughput will not
degenerate, but is robust towards gen-
eral overload. In this case the routing
converges towards direct routing.

- The method achieves most of the pos-
sible benefits. Compared to more com-
plex adaptive methods, there are no
significant differences.

- The method is simple and does not
require major data collection from
other parts of the network. The addi-
tional processor load will be small.

- The dimensioning of the network will
not be complicated. The network may
be dimensioned as for direct routing.

In [4] G.R. Ash from AT&T presents a
comparison between 4 routing strategies

- Learning with random routing (DAR)

- Real time state dependent routing
(RSDR – least loaded via route selec-
tion based on real-time network status)

- Periodic state dependent routing (least
loaded via route selection based on
periodic network status)

- Sequential routing with flow optimisa-
tion (time-variable engineered routes
plus overflow routes updated in real-
time (Example DNHR – Dynamic
Non-hierarchical Routing).

A large (103 node) and a small (10 node)
mesh network were simulated with high
day load, global overload, focused over-
load and cable failure. The basic conclu-
sions were that

- real-time state dependent routing
(RSDR) significantly outperforms the
other strategies in large networks

- DAR and RSDR performs comparably
in small networks

- all dynamic routing strategies outper-
form current hierarchical routing by a
large margin

- the cost/complexity of DAR may be
lower than the other strategies.

As the Norwegian network is a small net-
work these conclusions from 1994 are
consistent with our simulation study in
1988.

9  Dimensioning criterion

Telenor Nett distinguishes between

- Normal load dimensioning utilising
criterion for normal traffic load:

⋅ Congestion dimensioning, maximum
congestion at normal traffic load
(An), e.g. 0.5 or 1 %

⋅ Standard dimensioning, in addition
to criteria for congestion dimension-
ing, a criterion for maximum utilisa-
tion (erlang/circuit), U, has to be ful-
filled (normally U = 0.8). The objec-
tive is to make large circuit groups
more robust towards overload.

- Fault tolerant dimensioning (or relia-
bility dimensioning) utilises criteria
both for normal load and failure situa-
tion. For failure situations the circuit
group is dimensioned to fulfil a
defined congestion level at dimension-
ing traffic during failure, Af.

Af = An * Co * Cr

where

Co = Overload factor
= traffic offered the circuit group

during failure / normal traffic
load on the same circuit group

Generally Co = 2.0 for dual homing,
1.5 for triple homing. Co has to be esti-
mated individually for each circuit
group in the top level mesh network

Cr = Traffic reduction factor
= Dimensioning traffic during fail-

ure / Normal traffic load

Some measurements have indicated that
in 94 % of the total number of hours in a
year, the traffic offered will be less than
80 % of the ITU-T normal traffic load.
We have decided to define the network
as unavailable when the call blocking is
higher than 20 %. As a first attempt our
dimensioning criteria were set to ensure
that the call blocking in the trunk net-
work should be less than 20 % (B =
20 %) during a failure situation if the
traffic offered does not exceed 80 % (Cr
= 0.8) of the normal traffic load. The
modular dimensioning of circuit groups
in addition to yearly network expansion,
will, however, give some extra capacity
to most circuit groups.

When determining criteria for fault toler-
ant dimensioning and in which parts of
the network the method should be used,
the models in ITU-T Rec. E.862, De-
pendability planning of telecommunica-
tions networks, have been very useful.

The use of high usage circuit groups will
be rather limited, mainly restricted to cir-
cuit groups between large EOs in the
same LT-area with high mutual traffic
interest.

There are no plans to change the dimen-
sioning criteria when circuit reservation
is introduced as long as only a small pro-
portion of the traffic is given priority.

10  Optimal combination of

robustness methods

In the conventional PSTN network few
systematic methods have been used to
obtain a certain level of availability.
Automatic restoration in the transmission
level is, however, common for the main
long distance systems. Also alternative
routing in PSTN and occasional use of
diversity routing increase the availability.

In the target network the logical and
physical (SDH – Synchronous Digital
Hierarchy) network structures fit well
together. An example of a SDH-ring in
an LT-region is shown in Figure 10. In
the example the exchanges (EOs and
LTs) are connected to the transmission
ring by Add and Drop Multiplexors
(ADM). Systematic use of double hom-
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20 to 22 in the evening, while the busi-
ness exchange has a traffic peak lasting
6–7 hours during the day. As the failure
rate is highest during normal working
hours and Rec. E. 862 puts more empha-
sis on business traffic, the following pre-
liminary conclusions are not surprising:

- The traffic profile for business
exchanges may imply that correspond-
ing circuit groups should be dimen-
sioned with higher capacity (fault tol-
erant dimensioning). With today’s
dimensioning level for these circuit
groups path protection in SDH-
rings seems advisable.

- The short evening peak for
residential exchanges implies
that the proposed dimensioning is
sufficient. In many cases no extra
path protection of transmission
systems is needed in addition to
diversity routing.

- Path protection of 60 % of
the transmission capacity
in addition to 50 %
capacity due to diversity
routing would result in a
transmission capacity dur-
ing failure of K = 0.8. This would
be sufficient to cover nearly all single
transmission failures with reasonable
grade of service. Even 40 % path pro-
tection (K = 0.7) will give very good
robustness. However, the administra-
tion costs may favour a solution with
full protection or in some cases no path
protection at all.

101

ing will to some extent ensure a level of
grade of service also during failure situa-
tions. The ring structure of SDH makes it
possible to choose between diversity
routing in the ring (50 % redundancy)
and path protection (100 % redundancy),
or a combination giving a resulting trans-
mission capacity K in a failure situation.
The grade of service during a failure situ-
ation is determined by the dimensioning
criteria, the profile of the traffic stream
and the transmission capacity K. Failures
in transit exchanges will be taken care of.
However, EOs and ADMs connecting the
EO to the SDH ring, will have no re-
placement.

Diversity routing may be used either
within each circuit group or by routing
the two circuit groups from an EO to the
LTs opposite directions in the ring. How-
ever, the properties will not be the same
for all traffic cases. With diversity rout-
ing of each circuit group, 50 % of the
capacity will be kept on all circuit groups
independent of where the fibre cable is
cut. If the two circuit groups from an EO
to the LTs are routed different ways in
the ring and there is a cable fault between
EOA and EOB in Figure 10, we have the
following situation: The circuit groups
EOA - LT1 and EOB - LT2 are not affect-
ed by the failure, while EOA - LT2 and
EOB - LT1 are both broken. Therefore,
both traffic routes between EOA and EOB
are broken. If path protection is not fully
implemented (or another type of restora-
tion), diversity routing of each circuit
group should be recommended.

The optimal choice of robustness level in
the physical and logical network is not
obvious. In a fault tolerant network an
increase in the dimensioning criteria for
circuit groups will improve the robust-
ness both against failures in transmission
systems and transit exchanges. However,
in the LT network, exchange capacity is
normally much more expensive than
marginal transmission capacity. There-
fore, a combination of fault tolerant
dimensioning of the circuit groups and
path protection of the transmission sys-
tem may be optimal depending upon the
importance of the traffic, the unavailabil-
ity of the exchange and transmission sys-
tems and the actual traffic profile.

Some preliminary investigations utilising
the principles of dependability planning
of ITU-T Rec. E. 862, indicate that the
differences between the traffic profiles of
business and residential exchanges (see
Figure 11) are important. The residential
exchange has a 2-hour traffic peak from

11  Concluding remarks

The PSTN/ISDN target network of
Telenor is now under implementation.
The network structure with load sharing
and dual/triple homing and fault tolerant
dimensioning will be completed by the
end of 1995. However, not all subscriber
exchanges will at that time have two
complete independent transmission rout-
es for the circuit groups to the local tand-
ems and trunk exchanges.
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According to our plans rerouting and cir-
cuit reservation will be implemented in
1995, while the implementation of
Dynamic Alternative Routing is planned
for 1996.

At present, the work indicated in chapter
10 is continued in order to make optimal
use of protection mechanisms in the
physical network and its main user
PSTN/ ISDN. A review of the
dimensioning rules is part of this work.

As this article indicates, optimal grade of
service during failure is a complex sub-
ject involving traffic theory, both physi-
cal and logical network structure and
physical routing as well as traffic routing.
A major part of the problem is also the
evaluation of lost traffic. However, as the
models and the parameters used are not
very accurate and the cost ratio work/
equipment is increasing, emphasis should
be put on simple models with defined
interfaces between the physical and logi-
cal network.
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Appendix 1

A simple model for circuit

reservation

We will describe the properties of circuit
reservation through a simple model. Two
traffic streams A1 and A2 are offered a cir-
cuit group of N circuits. The traffic
stream A1 is given priority by reserving
the last R free circuits for this traffic. This
means that call attempts from A2 are con-
gested when the number of free circuits
are equal to or less than R. When the traf-
fic streams are Poisson processes, e.g.
with exponential inter arrival times and
holding times, the traffic process can be
described by the state diagram in Figure
A1. The following symbols are used:

h mean holding time for calls (sei-
zures) of both type 1 and 2 (this
simplifies the model, but is not
necessary)

s1 mean arrival rate for call attempts
of type 1

s2 mean arrival rate for call attempts
of type 2

s total arrival rate, s = s1 + s2

A1 traffic offered of type 1 (A1 = s1h)

A2 traffic offered of type 2 (A2 = s2h)

A total traffic, A = A1 + A2 = sh

pj the probability of being in state j,
that means there are j simultaneous
calls leaving N-j circuits free. 

In the state diagram a transition to the
next higher state occurs when a call arriv-
es. When a call terminates, a transition to
the next lower state takes place. The
arrival process is constant (s1 + s2 = s) in
all states, however calls of type two are
congested in the last R + 1 states of the
diagram, the termination rate (number of
calls terminating per time unit) is propor-
tional to the number of ongoing calls.

In the state diagram the number of transi-
tions per time unit between two neigh-
bour states must in average be the same
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Figure A1  State diagram for one-level circuit reservation with two Poisson arrival processes with negative exponential holding times

0 N-R-11 2 N-R N-R+1 N-1 N

S2 S2 S2 S

S1 S1SSS

1/h 2/h (N-R)/h (N-R+1)/h N/h

in both directions. Thus, we have the fol-
lowing equations:

p11/h = p0s p1 = p0sh = p0A

p22/h = p1s p2 = p1sh/2
= p0A2/2!

.

.

pjj/h = pj-1s pj = p0Aj/j!
.
.

pN-R(N-R)/h pN-R
= pN-R-1s = p0AN-R/(N-R)!

pN-R+1(N-R+1)/h pN-R+1 
= pN-Rs1 = p0AN-RA1/(N-R+1)!
.
.

pN N/h pN
= pN-1s1 = p0AN-RA1

R/N!

By using the normalising equation

the state probabilities may be explicitly
determined

The congestion for traffic stream A1 is
calculated directly as B1 = pN. The con-
gestion for traffic stream A2 is calculated
as

In the case of no reservation, R = 0, the
formulas are, as expected, the same as
Erlang’s 1st formula:

N∑
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⎧⎨
⎩

N−R∑
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j=N−R

pj

B1 = B2 = pN =
(
AN/N !

)
/

N∑
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As the traffic in mobile telecommuni-
cations systems increases the perform-
ance analysis from a teletraffic point of
view becomes more important. The
complexity of such analyses is expected
to grow even more when the third gen-
eration mobile communications sys-
tems will be introduced.

After a brief overview of some aspects
in mobile communications systems, a
teletraffic model for such systems is
presented.

1  Introduction
Systems for mobile telecommunications
have been available for several decades.
During this time several system genera-
tions can be identified, where each gener-
ation aims at offering improved service
quality and enhanced capabilities, as seen
from the users’ as well as from the opera-
tors’ point of view. Such an evolution
seems to have the effect on the market
that the mobile services become even
more popular. This fact, combined with
the availability of standards, leads to
mass-production of equipment for mobile
communications systems. In addition, the
competition between operators has been
introduced in several countries. The
related cost as seen from the users has
mostly decreased when related to other
living expenses. Naturally, compared
with wireline services the wireless solu-
tions allow the users to be more flexible
when utilising the telecommunications
services. The combination of these fac-
tors seems to attract more users. In fact,
as seen today in several countries, the
growth in the number of subscribers in
wireless communications systems is
higher than the growth seen in the fixed
networks (wireline connections).

Furthermore, a number of telecommuni-
cations services are expected to be sup-
ported by future wireless systems. It is
assumed that the users will request most
of the services that are supported in the
wireless network. On the other hand, the
radio frequency spectrum available for
mobile communications services is limit-
ed. Therefore, the growth in the number
of users, if it is accompanied by a corre-
sponding growth in the offered traffic to
the system, results in a need for new
solutions for the system structure. In
addition, a demand is expected for using
the same mobile terminal in most of the
environments, like at home, in the office,
in the streets, and so forth. Other types of
terminals could be used for special ser-
vices. The phrase “any place, any time,

any form” is often seen in the discussion
of future systems.

The result may be that a number of oper-
ators can provide the same service as
seen from a mobile station at a certain
location. The various providers can have
different purposes for covering an area,
e.g. a company would implement wire-
less services to its employees, while a
telecom operator provides the services
for the public. Which mobile station that
can utilise the various operators’ equip-
ment could be controlled by regulation
rules and authorisations.

Such situations, together with the in-
creased traffic demand, are expected to
lead to a mixture of coverage areas for
the base stations (usually named cells).
That is, some base stations cover large
areas while others cover smaller areas.

There seems to be an emerging interest
for such solutions, as they give the opera-
tors more flexibility in the way they pro-
vide the service in an area. However, an
increase in the complexity will also
accompany such structures.

As seen from an operator, the primary
interest can be to increase the traffic han-
dling capacity of a mobile communica-
tions system. This is often measured in
the number of user connections that can
be handled (e.g. a variant of the Erlang
measure). There are also several other
measures for the performance of a
mobile telecommunications system.

A question that arises is how to model
and how to analyse such mixed cell
structures for the estimation of some tele-
traffic variables. These tasks can be rele-
vant in several of the system life phases,
e.g. during the pre-standardisation, stan-
dardisation, equipment design and net-
work dimensioning/service deployment.

One of the objectives of this paper is to
give a brief introduction to what influ-
ences the performance of such systems.
Another objective is to present a frame-
work for models and corresponding anal-
yses of mixed cell structures.

In the following, a review of the wireless
systems will be given as they evolve in
time and for the various application areas.
Then, some of the functionality will be
described and the performance questions
discussed. In the second half of the paper,
a model for future mobile telecommuni-
cations systems will be presented and the
main steps in the analysis are outlined.
One example is included. A list of the
abbreviations used is given at the end.

2  Mobile telecommuni-
cations systems

Before going into the functionality and
the system performance topics, a some-
what broader view of mobile communi-
cations systems will be taken on.

2.1  A historical perspective

Just after H.R. Hertz’ discovery toward
the end to the nineteenth century, the
possibility of transmitting speech by the
use of telephones without wires was
recognised [3]. However, this was more
like a conjecture at that time. The first
experiments with radio on land commu-
nicating between moving radio units
seem to have been carried out in 1921 in
Detroit, USA. This was a broadcast ser-
vice (one-way) and followed by experi-
ments with two-way systems that were
conducted during the 1930s. However,
during World War II the need for such
systems on a larger scale was pro-
nounced with more weight. One purpose
was to control the operations of the mili-
tary units. After the war the work on
improving the services was intensified,
including the possibility to establish
connections between a mobile radio unit
and a terminal in the fixed network. It
seems that the public market was not
waiting for these systems and the
demand was limited. This may explain
the reluctance of introducing new public
mobile communications services in the
1960s and the 1970s.

The cellular concept (including handover
capabilities) was proposed in the early
1970s, but not utilised before the auto-
matic systems were introduced in the
beginning of the 1980s (late 1970s in
Japan). Before this, manually operated
systems had been in service for several
years. If we define the cellular concept
by the reuse of frequency in distant cells,
the first idea of this seems to have been
presented in the last part of the 1940s.

The Nordic Mobile Telephone (NMT)
system became available in 1981 and
resulted in a growth in the number of
users which exceeded most of the prog-
noses for the countries where it was
introduced. For larger cities the capacity
soon limited the number of users and a
system in a higher frequency band was
designed. This was also experienced in
USA where the first commercial cellular
system was introduced in 1983, and by
1984 some cells were reported to be satu-
rated.
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Based on the experiences with the ana-
logue NMT system the work on describ-
ing a digital system, Global System for
Mobile communications (GSM), began.
Before any digital system was ready, a
number of analogue systems had been
introduced in Europe, resulting in a range
of incompatible systems. From a Euro-
pean perspective one of the purposes of
the digital system was to get a common
system in order to gain from the mass
production and compatibility between the
different countries. By the introduction
of GSM in Europe competition between
mobile network operators was also realis-
ed for the first time in many of these
countries. The growth in the number of
users experienced in several countries
makes the mobile communications sys-
tems one of the fastest expanding fields
in the area of telecommunications. How-
ever, the actual rate differs, e.g. due to
the fact that alternative systems are avail-
able in some places.

Cost and service quality (including
coverage) are important factors in this
context. In general, these aspects are not
specific for mobile communications sys-
tems. Increasing awareness of the market
and focus on the possibilities are also
among the fundamentals in order to
arrive at high penetration rates.

Besides the public communications sys-
tems, the use of private mobile radio sys-

tems and cordless systems have also been
growing. Based on the expected demands
(number of users and traffic) the work of
defining future system(s) has been initiat-
ed.

As the traffic load for some areas saturat-
ed the system, solutions like allowing for
additional frequency spectrum and intro-
ductions of new systems were tried. Usu-
ally, the functionality incorporated in
those systems did not allow for more so-
phisticated distribution of the traffic load.
In that sense the traffic modelling prob-
lems were limited in their complexity.

2.2  Generations of wireless
systems

The various wireless systems can be
arranged into a number of generations as
shown in Figure 1. Also depicted in that
drawing, several application areas of such
systems can be defined. This will be
returned to in the next section. In addition,
several manually operated systems were
in use before the first generation of auto-
matic systems were introduced. Systems
intended for specific markets, like paging,
mobile data and private mobile radio, are
not included in this presentation.

Although there are differences between
the systems, some commonalities can be
mentioned. Perhaps, the most pronounc-
ed one is that analogue systems are found

in the first generation while the systems
belonging to the second generation are
digital. Another difference is the use of
Frequency Division Multiple Access
(FDMA) for systems in the first genera-
tion and Time Division Multiple Access
(TDMA) for those in the second genera-
tion. The use of Code Division Multiple
Access (CDMA) is examined as an addi-
tional candidate for the latter systems.

The systems defined in generations later
than the second are still under specifica-
tion. Especially in USA, work is carried
out to describe a concept named Personal
Communications Systems (PCS) which
is often said to belong to generation 2.5.
Which multiple access schemes to use
for the systems in the third generations is
only one of the questions that must be
answered during the work with the stan-
dards.

There are mainly two arenas where stan-
dardisation of Third Generations Mobile
Systems (TGMS) are carried out. One
work scene is the study groups in ITU
(International Telecommunication
Union), in special Task Group 8/1, in the
Radio Communication Sector. They
adopted the working title Future Public
Land Mobile Telecommunication Sys-
tems (FPLMTS). In Europe we find
UMTS (Universal Mobile Telecommuni-
cations System) used as the working title
of the concept standardised by ETSI
(European Telecommunications Stan-
dards Institute), sub-technical committee
SMG 5.

Although different organisations are
involved and different names are used, it
is foreseen that UMTS may be based on
or be identical to the world-wide stan-
dard (FPLMTS). That is, compatible
solutions could evolve.

2.3  Application areas and
services

Several application areas of wireless sys-
tems can be defined. Some are given
along the horizontal axis in Figure 1. In
addition, other classifications have been
identified, several illustrated in Figure 2.
Four environment classes could be men-
tioned:

- domestic
- business
- mobile/vehicle
- public.

These could be further detailed by the
service demand, i.e. as given by the mea-
sure Equivalent Telephone Erlang, ETE,
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per unit of
the geogra-
phical area. The
ETE value is usu-
ally calculated per
1000 users from
the Erlang value of a ser-
vice usage (calls per user •
mean holding time) multiplied
by the bit rate (kbit/s) for the service.
We then get a value of the demand for
information transfer in common for all
the services.

Several classes of operators can be defin-
ed as well, like private, public, and resi-
dential. Private operators will typically
be companies handling their own
employees, while a residential operator
handles a few users in the residence that
often are associated with a main user.

For a TGMS a strive for minimising the
number of radio interfaces and definition
of blocks related to the radio interface
that could be adapted to the situation
experienced are carried out. This invites
for the use of a layered and building
block approach to allow for such a flexi-
bility. Comparing a TGMS with the pre-
sent generations of systems, we recog-
nise that the latter have more or less been
designed for a limited number of services
and application areas. Therefore, the
parameters on the radio interface could
be tuned correspondingly.

Some of the services that could be sup-
ported in a TGMS are depicted in Figure
3. Information bit rates potential up to
2 Mbit/s have been proposed. In addition,
studies are going on for even higher bit
rates, e.g. for mobile broadcasting.

We could compare this with the bit rate
supported in GSM, 13 kbit/s, and in
DECT, 32 kbit/s (although several slots
could be used for one connection). Natu-

rally, the highest bit rates will not be sup-
ported in all the environments by a
TGMS. The highest bit rates may be
achieved for indoor connections while
some hundreds of kbit/s may be relevant
for outdoor over short distances (mobile
stations close to the base station). For
longer distances around 100 kbit/s could
be a limit for the information rate. How-
ever, all these figures remain to be veri-
fied for real cases.

3  Functionality in mobile
communications sys-
tems

The functionality present in a system can
be described in two steps: first, the vari-
ous sections, and second, the layers with-
in each of the sections. We may also look
upon this as a division between a hori-
zontal and a vertical description of such
systems.

3.1  Sections of a system

In principle, mobile telecommunications
systems have more or less the same func-
tional architecture for several system
generations, as illustrated in Figure 4.
However, the physical entities, protocols,
etc., that are included do vary, in addition

to the mapping from the functional enti-
ties to the physical elements. Starting
from the users’ side, each user has an
identity, associated with a terminal (as a
fixed terminal identity or as a separate
unit, e.g. a Subscriber Identity Module,
SIM, in GSM). From GSM and onwards,
the subscription will be linked with the
user, i.e. according to the described role
model, and not to the terminal. Then, a
user could have an access device to ease
the identification and authentication pro-
cedures.

A mobile station includes the terminal
equipment and the mobile termination
(MT). The terminal equipment could also
be more complex than a telephone
device, e.g. like a PABX. In the systems
available so far, most mobile stations
consist of one physical unit. Such units
decrease in size and weight with the
development of technology. In addition,
some of them have the possibility to be
interconnected to standard terminal
equipment.

When a communication (information
transfer) need arises, a relationship be-
tween the mobile station and a base sta-
tion is established. Such a need could be
initiated by the user or as a result of the
invocation of another type of procedures
defined in the system.
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The section where mobile networks dif-
fer most from other networks is naturally
the air interface, i.e. between the mobile
stations and the base stations, together
with the corresponding functional units.
For the other sections, we will find tasks
similar to those valid for most telecom-
munications systems. These include both
the handling of user connections and the
signalling. However, specific considera-
tions due to the mobile nature of the
users/terminals must be included.

An additional aspect is that several oper-
ators/providers may be involved, requir-
ing mechanisms for mutual recognition
of identities and rights.

As we find a high level of resemblance
between the wireless and fixed systems,
the reuse of functions and the integration
are topics of special interest. For integrat-
ing a mobile system and a fixed network,
a number of integration levels can be
defined, e.g.:

- service
- signalling
- functional.

Here, integration means common use of
the relevant elements. For instance, by

signalling integration the signalling mes-
sages and the procedures are capable of
dealing with the requirements from each
of the systems (mobile and fixed termi-
nals).

Two extreme integration schemes can be
described: firstly as a stand-alone solu-
tion and secondly as a completely inte-
grated solution. The first case could be
requested to ease the introduction of
mobile systems. The latter solution could
be the most economic one according to
the scope considerations. However, some
enhancements of capabilities in the fixed
network may be needed for the fully inte-
grated solution, e.g. to allow for unre-
stricted handovers between the various
application areas.

The integration solution also has impact
on the performance studies of these sys-
tems. If the equipment examined is used

for handling a number of ser-
vices, the load impact from these
services should be included in the
study. Most likely, this would
increase the dimensionality of
the problem, at least before

applying techniques for reducing the
dimension.

3.2  Layers

In each of the sections described in the
previous part, a number of protocols can
be applied, depending on the integration
scheme chosen. For each of the protocols
certain aspects could be studied. Some
protocol stacks, as defined in internation-
al standardisation organisations, are usu-
ally elaborated. The number of layers
defined will depend on the configuration,
e.g. a single link, a network, and the effi-
ciency to be achieved, e.g. to avoid some
of the overhead information. In addition,
each top level protocol can be aimed for
controlling a few of the aspects relevant
for the system. For instance, one rela-
tionship can be defined between the base
station controller and the mobile control
function, while another is defined be-
tween the mobile station and the control
function. Naturally, these would have
different purposes. When the perform-
ance of a link with related protocol pro-
cessors are examined, the characteristics
of each of the protocols could have an
impact on the resulting performance
measures.

In the physical layer (according to the
protocol stack) several of the mecha-
nisms present will influence the resulting
quality of a connection. Some of these
mechanisms are:
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A base station system can be composed
of a transceiver and a controller. A
transceiver consists of the transmitter and
the receiver units for (de-)multiplexing,
frequency conversion, channel (de-)cod-
ing, etc. A number of transceivers could
be controlled by a base station controller
that may perform channel allocation,
some cryptographic procedures, etc. A
switching function is normally a neces-
sity in any larger system. Control and
data functions are required for handling
the mobility, the services and the storage
of related information. Following the
architecture of an Intelligent Network
(IN) special resources could also be de-
fined implementing voice mail, answer-
ing machines, etc.

Even though the functional entities are
depicted as separate units, the physical
implementation may vary, e.g. by con-
necting the elements with a MAN
(Metropolitan Area Network), ref. e.g.
[5], [9].



- service/source coding

- interleaving

- physical level encryption

- channel coding

- burst building/formatting (duplexing
scheme)

- modulation

- multiplexing

- power control.

Most of these mechanisms must be har-
monised both in the transmitter and the
receiver side of the air interface. When
examining the capabilities of these mech-
anisms in combination, the overall sys-
tem performance and the performance as
seen from each user should be consid-
ered, as will be returned to in Section 4.1.
In addition, a number of other features
can be identified, like the equalisation
and the diversity scheme.

Error control techniques can be classified
as forward error control or automatic
repeat request. Some performance mea-
sures relevant for error control are the
throughput (and goodput), integrity, and
delay. In this context, goodput is the rate
of error free information (user level) that
is transferred. Naturally, automatic repeat
request may introduce long delays, espe-
cially when the radio signal conditions
are poor. This fact can be compared with
the more constant delay that forward
error control will introduce. Another
aspect is that the automatic repeat request
is more likely to keep the error control
within a given limit. These capabilities
make the different error control tech-
niques suitable for various services, like
automatic repeat request for data services
and forward error control for services
having real time requirements.

Returning to the portion specific for
mobile systems (the radio interface), sev-
eral channels are usually defined, as
depicted in Figure 5. Several of these
channel types have different usage pat-
terns and ways of control. Some are one-
way in the sense that the information
flows either to or from the base station,
e.g. like the broadcast control channel
usually carrying information from the
base station to the mobile stations. The
structure of these channels has so far
been fixed during the system specifica-
tion phase.

Various performance characteristics can
be relevant for the different channels. For
instance, when one entity (e.g. the base

station) controls the information trans-
mission, the maximum transfer rate and
delay could be of most interest. When
several entities access the channel, stabil-
ity considerations should be included as
well.

One observation from the preceding dis-
cussion is that the different mechanisms
should be dynamically adjusted for the
various services and the environments,
see e.g. [1], [4]. Utilising such a flexibil-
ity will support the introduction of
TGMS into the application areas as the
need for an overall trade-off between the
various mechanisms could be alleviated.
However, the complexity will increase,
implying a change of the cost, which
then invites for the definition of other
trade-off problems as well.

3.3  Mobility procedures

In addition to the usual call handling pro-
cedures (call set-up, call release, authen-
tication, supplementary services, etc.), a
number of more or less mobile specific
procedures can be defined. Such proce-
dures mostly result from the fact that the
users are moving. They include:

- handover (switching an established
connection between channels in differ-
ent base stations or within a base sta-
tion)

- location update (performed when a
user/terminal is crossing a location
area boundary, which can be defined
by a set of base station coverage areas)

- paging (searching for a mobile)

- registration/deregistration (linking/de-
linking a user to/from a certain termi-
nal)

- attachment/detachment (informing the
network of a terminal/user status, e.g.
power on/off for a mobile terminal).

A number of trade-off problems (optimi-
sation problem formulations) can be
identified, several related to the division
of the coverage area and the decisions of
which criteria to use for initiating the rel-
evant procedures.

A location area can be defined as the area
within which a mobile station can roam
without informing the fixed network
about its whereabouts. Entering a new
location area, the mobile station sends a
location update (registration) to the net-
work. When a call for a mobile station
arrives, the network has to search for
(named paging) the mobile station in the
location area where it was last registered.

In a network with cell sizes of the same
range and without overlap, minimising
the location update traffic requests large
location areas, while minimising the pag-
ing traffic requests small location areas.
By a suitable weighing between location
updates and paging messages, this can be
formulated as an optimisation problem,
see e.g. [12]. Such problems are expected
to become more complex in multi-layer
cellular networks.

The shape and the location of a cell may
have a major impact on the handover
traffic, e.g. as shown in [10]. This effect
is more pronounced for smaller cells
where the distinct paths (routes for
mobile stations), their orientation and
traffic flows become important. For a
larger cell the approximation that the
moving directions of the mobile stations
are uniformly distributed over (0,2π)
could be more justified. Some possible
distributions for the dwelling times in
cells are studied in [6]. Under suitable
approximations (ned total call duration,
random change of direction within a cell,
etc.), it was found that a ned cell
dwelling time can be assumed. As also
pointed out, it is doubtful whether this
result is valid for smaller cells. Then, any
regularity in the mobile stations’ activity
patterns should be considered.

The influence from the cell geometry on
the handover rates together with the
grouping of cells and the location update
rates can also be studied. The routes fol-
lowed by the mobile stations could be
taken into account when planning the
base stations’ coverage areas. Another
point is to introduce hystereses for the
decisions when a handover should be ini-
tiated in order to avoid multiple hand-
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overs for mobile stations that move along
the border of two cells.

3.4  Increasing the capacity

In this section, system capacity means
the amount of traffic that a system is
capable of serving. Most systems of
today are interference limited in the
sense that the level of the interfering sig-
nals will decide the number of calls that
can be connected. In order to increase the
system capacity, the level of the interfer-
ing signals should be reduced. This can
be done by a more directed delivery of
the radio signal power from the transmit-
ter (e.g. the base stations) to the receiver
(e.g. the mobile station) while no radio
signal is transmitted when it is not need-
ed. One example is the utilisation of
smaller cells for base stations and the use
of sectorized cells. The result can be that
a lower power is transmitted and a closer
reuse of the frequency (measured in geo-
graphical distance) can be achieved. For
areas with high traffic demand such solu-
tions are relevant. Therefore, a tempting
approach could be to reduce the coverage
area for each base station in order to
increase the reuse factor of the radio
capacity as measured per geographical
area, e.g. per square kilometre. However,
this could become an expensive solution
as the cost of the base station network in
principle is related to the inverse of the
square of the cell radius. In addition, it
could be difficult to cover an area com-
pletely with such smaller cells.

However, as areas with a lower traffic
demand will remain, future wireless sys-
tems must allow for larger coverage
areas as well. Another consideration is
that mobile stations usually should be
connected to a base station for a mini-
mum time. As the coverage areas are
decreased, mobile stations would move
relatively faster (as seen from a base sta-

tion). This results in shorter handling
times in each base station and increases
of the signalling load for control of the
connections for these mobile stations.

One solution can be to introduce a mix-
ture of coverage areas for the base sta-
tions, in a range from smaller to larger
ones. The velocities of the mobile sta-
tions served will also influence the size
of the coverage areas.

In addition to the propagation/interfer-
ence considerations, we should provide
the capacity to the areas where it is most
requested. If fixed capacity allocation to
every base station is applied, the utilisa-
tion of smaller coverage areas could
make the situation worse if the traffic
demand is not according to what was
assumed during the allocation process.

Another aspect is the change of the traf-
fic demand during the day and during the
week. It is expected that this will have a
higher variability for future systems as
the number of users increases. For
instance, a football match could gather
several thousands of persons. Some
events during the arrangement could trig-
ger several of the spectators to make
calls. During the rest of the week this
football arena could be more or less
empty with a very low traffic demand.

In order to deal with such varying traffic
demand a hybrid capacity allocation
scheme could be applied. In this context,
the term hybrid includes both the fixed
allocation and the dynamic allocation as
the two extremes. When a fully dynamic
scheme is utilised no capacity is fixed to
any of the base stations.

For a future wireless system with various
base stations (hierarchy), overlapping
coverage areas and a number of opera-
tors, a fully dynamic scheme might be
difficult to implement. Another fact is
that were such a scheme applied, most of
the capacity would be allocated to the
base stations that were the first ones to be
tried by the mobile stations. That is, the
other base stations could suffer from this.

Although a fully dynamic scheme could
be possible in principle, some maximal
limits for the capacity allocated to a base
station will most likely be present in a
real case. For instance, the number of
transceiver units, capacity on the fixed
line side of the base stations, etc.,

would have to be decided for most cases.

In view of the presence of different and
overlapping coverage areas and differing
mobile stations’ service usages, the situa-

tion for a hybrid capacity allocation in a
future wireless system is more complicat-
ed. In relation to the implementation of
hybrid allocation schemes, there are sev-
eral decisions that have to be made
regarding the algorithms and the sets of
criteria that can be used, see e.g. [7].

4  Some performance top-
ics

From the outset we can examine several
measures as the quality of a wireless sys-
tem. We may also think of modifying the
relevant system mechanisms in order to
improve that specific performance mea-
sure. However, it is usually the overall
system performance that is of most inter-
est. In addition, we may see this overall
performance from the users’ and from
the operators’ points of view.

4.1  Performance measures

Three mutually independent and multi-
plicative radio signal propagation phe-
nomena seem to be relevant, see Figure
6:

- large scale signal loss according to a
relevant model, like free space, earth
reflection, and diffraction

- medium scale, e.g. because of shadow-
ing, often modelled as log normal dis-
tributed loss

- small scale for multipath fading due to
scatters and reflections of the radio
signal.

The small scale is related to some frac-
tions of wave lengths while the medium
scale may concern some tens to hundreds
of wave lengths. For a signal with a fre-
quency of 1.8 GHz the wave length is
approximately 17 cm.

Propagation studies can be divided into
the examination of two different charac-
teristics: the multipath propagation char-
acteristics and the path loss characterist-
ics. The multipath characteristics will
influence the maximum possible bit rates
and state some requirements to the chan-
nel coding/equaliser.

Several studies of radio propagation have
been presented. Many of the results indi-
cate that the propagation loss is not
inversely proportional to some fixed
power of the distance (slope). Often, the
loss is inversely proportional to a slope
that varies, depending on the distance
from the transmitter. The main cause for
this variation seems to be the multipath
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propagation. The slope depends on the
environment, e.g. the number of scatter-
ing objects and the direct link condition.

Several path loss models have been pro-
posed, both empirically/statistically and
theoretically (deterministically, numeri-
cally) based. In empirical models data on
building masses, terrain profile, etc., are
often used, while in the theoretical mod-
els we could calculate the conditions by
applying a number of discrete rays.

Several measures could be used when
describing the radio coverage quality.
Some examples are:

- the probability of outages due to fading

- the length of an outage period, and

- the bit error rate.

As future wireless systems will be
applied indoors and outdoors, indoor
propagation as well as the wall penetra-
tion are of interest.

The system capacity is usually referred to
as the capability of handling traffic chan-
nels. Considering that digital systems are
used, one possible measure is a value
specified in the number of kbit/s/Hz.
However, in order to take into account
the spatial effect, kbit/Hz/km2 could be
applied. Then, the mean reuse distance
will be included as well.

If speech is the main service, kbit/s could
be substituted with the number of con-
nections established. Another way is to
give all the service demand in ETE as
described above.

Then, these and similar measures could be
used for comparing different systems and
techniques. Another kind of measures,
those related to the cost of providing a ser-
vice, will not be dealt with here. However,
the economics of scope by utilising com-
mon components for mobile services and
other services (fixed network) should be
further examined. Related to this, the
complexity of the units in the mobile com-
munications systems could be included in
order to estimate the cost of the resulting
system implementation.

In addition to the radio coverage, other
studies separated both in the section and
the layer sense can be carried out. For
example, each of the channel types
depicted in Figure 5 can be looked into
with regard to the delay and blocking.
The main variable in the rest of this paper
is the blocking probabilities for user spe-
cific channels on the radio section.

4.2  Teletraffic model

4.2.1  Modelling goals

Some factors describing a TGMS could
be summarised by the terms multi-envi-
ronments, multi-operators, multi-ser-
vices, and multi-classes of mobile sta-
tions. Naturally, it can be questioned if
we should handle the possible combina-
tions (and aspects) in one model or if a
number of models should be identified.
An advantage of having a set of models
is that each can be “tailored” to its pur-
pose. A drawback is that it could be more
difficult to handle the dependencies
between the various modelling views.
The other approach, which will be the
one pursued here, is to establish a mod-
elling framework that could be applied
for most of the situations. A challenge is
to allow the flexibility foreseen for a
TGMS with only one basic model. The
reward is that the analysts could learn
only one model with respect to the neces-
sary input and the results. However, sev-
eral decisions still have to be made when
performing the analysis implying that the
one-model solution may not be all that
simple.

The overall goal is to establish a simple
and intuitive model for a future mobile
communications system which estimates
the interesting variables with a reason-
able level of accuracy. Such a model
must be simple in order to describe larger

areas, although the area could be treated
in several parts. The aspects of the model
should also reflect physical phenomena.

The level of accuracy should correspond
to the application of it, e.g. if the model
is used when comparing different config-
urations, only relative changes may be of
interest. If absolute measures are request-
ed, a higher level of accuracy might be
required. In addition, the level of accu-
racy should consider how accurate the
input data can be estimated. If much
work is laid down in order to give the
input data with a high level of accuracy
we usually want the results (output) to be
given with a corresponding high level of
accuracy.

We also want to select the level of detail
for modelling the relevant area, see Fig-
ure 7. That is, we may choose to neglect
details when larger areas are studied and
only more coarse characteristics are
sought. On the other hand, more details
can be considered if a smaller area is
studied and fine characteristics are rele-
vant. Details of the radio propagation
might be neglected when large scale
effects are examined. Illustrated in Figure
7, in the first view we analyse the situa-
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tion inside a building. In the second view
a street situation is studied. Most likely
the first view would consider a smaller
area compared to the street situation.
Therefore, more details may be included.

In the same way we want the model to
adapt to the scale. For instance, we could
choose to regard some phenomena in
more detail while others could be lumped
together or considered as outside the
modelled part. In this way base stations
covering small areas could, for instance,
be considered to be outside the model.
Then, any handover calls from these base
stations to the base stations included in
the model could be regarded as new calls
with a modified call duration. Several
classes of mobile stations could also be
regarded as one class while studying a
particular class in more detail. Figure 7
shows some examples. In the first view
we have chosen to consider the outside
base stations as interference sources,
another solution is to include them as
secondary servers, i.e. they would handle
any overflow traffic for some services. In
view 2 the base stations inside the build-
ing are not taken into account explicitly.
In the more general case, a part of the
area could be modelled with a greater
detail while other parts are represented in
a more coarse way. In addition, we could
use more coarse models in order to get
some overall results quickly.

The requested output data or results we
want to get from such a model are also
included in the requirements to the

model. They can be divided into two cat-
egories, see Figure 8. In the first category
we find variables related to how the
user/mobile station experiences the ser-
vices. Here, these are commonly named
service quality variables. Some service
quality variables are:

- blocking probability for new calls

- probability that a handover will be
blocked

- probability that a call will be released
due to blocking of a handover request

- probability that a certain base station
handles the call as seen from a given
location (may influence the quality of
the connection as seen from the user
and could be related to other variables
like the outage probability).

The second type of variables are those
used for the dimensioning of the fixed
network. Examples of such variables are
the call arrival rates and the service times
for a base station. These will give re-
quirements to the call handling capacity
related to that base station, e.g. process-
ing capacity, number of transceivers and
the capacity of trunks and signalling
links connected to the base station. The
amount of traffic served by a base station
is usually closely related to the income
(and charges) of the calls using that base
station and the accounting between the
operators/providers.

Finding the handover traffic between any
pair of base stations is also requested as

this traffic implies a load on the sig-
nalling network as well as load

for some elements repre-
senting the functional
entities in the fixed net-
work. The delay require-
ments for handover

procedures are
expected to be more
pronounced as

smaller cells are
involved (relative to
the velocities of the

mobile stations). The
combination of the han-

dover traffic and the related
procedures would then be useful when
studying alternative architectures for the

structures of base station inter-
connections.

In addition to using the analysis
results of such a model when

studying time delay variables, the output
could be used as input of mobility vari-
ables when signalling and processing for

the relevant fixed network entities are
examined. The teletraffic model can also
be seen in relation to a dependability
study. For instance, what will be the
effects and which measures should be
taken when a set of base stations gets
reduced traffic handling capability. These
effects may not be intuitive in a hierarch-
ical cell structure with overlapping cover-
age areas.

This discussion shows that the teletraffic
performance could be used both as a
“stand-alone” result or as a module/step
in a wider analysis. Anyway, it is neces-
sary for the model to provide estimates
for the relevant variables and allow the
analyst to change the input data in order
to take into account the aspects studied.

The model must be capable of consider-
ing the relevant radio conditions and the
service characteristics experienced by the
base stations. Using this model, dimen-
sioning of the fixed network part may be
performed in order to achieve the stated
service goals. For some activity patterns
of the mobile stations, we should then be
able to estimate the demands for radio
resources, processing capacities, sig-
nalling links, etc. The influence from
changes in the mobile stations’ activity
patterns on the capacities of the fixed
installations can be studied in this way.

4.2.2  Describing the base
station coverage

For an outdoor environment, predicting
the path loss can be seen as a three step
process:

- step 1: predict the link parameters
from the terrain data, distance, terrain
profile, etc.

- step 2: consider system variables like
frequency, antenna heights, etc., and 

- step 3: include losses caused by isolat-
ed phenomena, like shadowing, etc.

A medium scale prediction model for the
total path loss will then result, i.e. aspects
like multipath fading are not taken into
account. The multipath effect is often
related to variations in the signal over
very short distances (fraction of wave-
lengths). It seems difficult to include
such variations in a teletraffic model in a
direct way. However, as the statistical
description of this effect is related to the
environment, it could be taken into
account in an indirect way.

Several models for radio signal propaga-
tion have been described in a number of
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Figure 8  Two view points for estimating the service qual-
ity variables: First as seen from the mobile stations, and
second, related to the fixed network capabilities
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publications. In order to predict the influ-
ence from the various types of base sta-
tions to the various environments it could
be necessary to look at the cross-effects
from the base stations to the other types
of environments. For instance, how the
signal from a microcell base station prop-
agates through the rooms at the same
floor in a building. Anyway, models and
measurements related to many of the
expected situations are available. This
implies that from a given area we could
be able to predict the radio signal condi-
tion received from the relevant set of
base stations.

Radio signal reception is not only given
by the static propagation conditions but
also influenced by time varying effects
like the motion of mobile stations and
other interfering, reflecting and screening
objects. A moving mobile station will
experience fading in particular when
Rayleigh propagation models could be
appropriate. The duration, level and fre-
quency of fading may depend on the
mobile station’s velocity relative to the
surrounding objects but could also
depend on the densities and characterist-
ics of those objects.

Signals from other mobile stations and
base stations may interfere with the con-
nection between one mobile station and
the corresponding base station. The inter-
ference level can depend on the activity
level, i.e. the number of connections and
the types of connections/services (vari-
able bit rate services). Both co-channel
and neighbour channel interference may
occur. Shadowing characteristics vary
according to both short term and long
term time effects.

Most of the effects mentioned in this sec-
tion could be characterised by some sta-
tistical measures. However, it is difficult
to consider such phenomena in a general
way. That is, we might have to look at
each case, and then both the place and
the time for the various conditions. As an
example, we could use some set of the
parameter values for the summer (e.g.
because of leaves on the trees) and anoth-
er set for the winter season.

5  Proposed teletraffic
model

The major differences between future
wireless systems and the present systems
are multiple, like:

- the use of mixed cell structures with
overlapping coverage areas of different
sizes

- the support of a number of services
where each service may use a certain
amount of the radio capacity

- the presence of a number of mobile
station classes, characterised by their
service usage, their velocities, trans-
ceiver capabilities, etc.

- the fact that the mobile services will be
offered in several environments and by
a number of operators/providers.

The first observation, but also the others,
invite for the definitions of a new tele-
traffic model.

5.1  Space element as the area
unit

5.1.1  Definition of space elements

In the last two sections some factors for
describing the quality of the radio signal
have been discussed. The area which we
want to model will be named the relevant
area. A fundamental idea is to divide this
area into a number of space elements.
One way of defining a space element is
to say that it is the volume having rela-
tively homogeneous quality of the radio
signal regarding the relevant base sta-
tions, as experienced by the receivers. As
returned to later, several additional fac-
tors could be included when identifying
the set of space elements. The relevant
area can then be divided along all three
physical dimensions. An example where
this is relevant is inside a building with
several storeys. Here, some of the base
stations may cover different rooms on the
same floor and other base stations cover
the rooms in the floors above and below
the one that is examined.

By relatively homogeneous quality is
meant that the signal characteristics may
vary within specified limits. In general,
both an upper and a lower limit can be
given. By proper setting of these limits
we are able to model situations ranging
from a single area for each base station
down to very small-sized elements.

During the division into elements, only
the base stations that may serve mobile
stations in the area are considered. This
can also be influenced by the scope of
modelling that has been chosen, e.g.
which base stations we want to take into
account.

This division into space elements should
be performed in the same way as the
receivers will experience the signal qual-
ity. Various types of receivers may be
present and again, we are able to choose

to what extent such differences are con-
sidered. For instance, we may take into
account all subtleties of the receivers and
then get a fine structured set of elements
(small volumes).

Such a definition allows for a high
degree of flexibility when choosing the
appropriate level of detail. This concerns
the setting of the limits for homogeneous
signal quality, the type of receivers taken
into account, which radio characteristics
(propagation loss, time dispersion, etc.)
that are used, and so forth.

5.1.2  Space element identification

As explained in the previous section, we
have a flexible model in the sense that
the analysts are able to select the level of
detail for which the various factors are
considered. For coarse models we could
simply do this division into space ele-
ments based on previous experiences for
similar areas. Prediction models can be
used to get more accurate values for the
relevant space. Such models could furth-
er be combined with measurements for
the relevant area.

The term relatively homogeneous quality
can also be adjusted in line with what we
want to study. If several services are
implemented and the bit rates are dynam-
ically adjusted according to the signal
quality, it might be suitable to set the
limits for the signal quality correspond-
ing to the thresholds when the bit rates
may be changed. Besides dynamic bit
rates, thresholds for the user perception
of the service may also be defined. By
doing this we can estimate how the
mobile users would experience the ser-
vice.

In principle, this division into space ele-
ments can be done in two steps: firstly
given by the signal quality from each base
station individually, and secondly consid-
ering the composite coverage map that
results from the first step. This is illus-
trated in Figure 9 for two base stations. In
the figure, two coverage areas are shown
for each of the base stations. This could be
a result of the fact that it is relevant to
consider different levels of the radio sig-
nal for the various distances from the base
stations. Again, we could neglect the
smallest elements if it is not suitable to
model that area with a high level of detail.
If we model the area with one element for
each base station (an element will then be
equal to a cell), the intersections of cells
may be considered as separate space ele-
ments similar to area A in Figure 9. How-
ever, the idea of using space elements
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allows such a model to consider, in addi-
tion to situations with non-overlapping
cells, more complex coverage patterns.
The latter is expected to be the case for
systems having several types of base sta-
tions. As previously stated, the main rea-
son for introducing the term space ele-
ment is to allow the analysts to choose the
level of detail that will be examined. An
additional feature is that this level of detail
can vary for the modelled area. For
instance, some streets are considered with
a high level of detail while others are
included on a coarser scale. A reason for
this could be to limit the number of vari-
ables included in the problem and the
amount of relevant input data.

The identification of space elements in a
real system will be influenced by the
solutions that are selected, like channel
coding, multiplexing technique(s) and
power classes. That is, the elaboration of
guidelines for such identifications should
be postponed until more of the system
mechanism and features are defined.

So far, we have mainly focused on the
coverage patterns when discussing the
identification of space elements. Other
factors can be included as well. For
instance, consider a base station that
covers parts of two streets. One street
is restricted for vehicles (pedestrians
only). Furthermore, assume that only
one class of mobile stations is consid-
ered. By defining one space element
for each of these streets, the input data
could be estimated for each of them
separately. If only one element was
used for this case, we had to estimate
the mobile stations’ behaviour as seen
for both of the streets in combination.
This would most likely give other
characteristics for the variables as if
the first solution was chosen.

5.1.3  Some dynamic aspects

A number of time varying effects will
affect the division into space elements,

like the weather (e.g. rain) and the level
of traffic (interference and noise). In the
present state such dynamics are not con-
sidered. A simple, yet perhaps demand-

ing solution could be to estimate the
boundaries for the new space elements as
the conditions are changed and perform
the calculation under these changed con-
ditions. Another way could be to say that
the space elements may have a range of
signal quality levels, each level associat-
ed with a certain probability. This would
imply that the model (and the analysis)
should be enhanced. Therefore, the first
way seems to be more inviting. However,
in a practical application one set of input
data will often suffice for a given config-
uration. Alternatively, this data could
reflect some assumable worst case situa-
tion. What will be the worst case may
vary depending on the input data that are
considered.

5.2  The stochastic processes
related to space elements

After defining the space elements we
must describe the stochastic processes
related to the division of the area into
these elements as illustrated in Figure 10.
The stochastic processes are mainly the
mobile stations’ activity patterns, like
routing probabilities, dwelling times and
call initiating processes. In general, these
can be different for every space element
in the relevant area.

5.2.1  Classes of mobile stations

A number of mobile terminal types may
be present, each type characterised by
their service usages, calling intensities,
dwelling times and available base sta-
tions in addition to other radio variables
like the maximum transmitted power,
technical solutions for the receiver part
(diversity, signal combination, channel
equaliser, etc.). Each class that we want
to study must be described by the rele-
vant stochastic processes. This allows the
analyst to define more classes of mobile
stations than commonly used in the stan-
dardisation documents related to the
mobility categories.

Again, the level of detail is chosen
according to the purpose of the analysis.
All mobile stations could be handled as
one class or a high number of classes
could be defined. By using several
classes, the characteristics for each may
be estimated and given as input in a more
specific manner (e.g. with lower vari-
ability) than if the combined characterist-
ics of mobile stations with a wide range
of behaviour patterns were to be estimat-
ed. However, this may depend on the
actual situation. The intention of these
modelling principles is to allow us to
consider the requested phenomena, that
is, to allow as much flexibility as pos-
sible in correspondence with the expect-
ed flexibility for such a mobile system.
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Figure 9  One way of defining space elements: First to
identify the coverage area(s) for each base station, and
second, to locate the area having similar radio conditions
considering the set of available base stations
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Although it seems tempting to define a
lot of classes, the drawbacks are the
dimension of the problem and that the
required input data must be given for
each class.

5.2.2  Routing probabilities

The mobile stations follow some routes
as defined in the set of space elements.
That is, given that a mobile station stays
in a space element, the probabilities for
entering each of the elements as the next
one are assumed to be given. Implicitly,
it is then said that no historical data of
the route that a mobile station has follow-
ed are kept (Markov routing). One way
of including the historic information is to
define a separate class for these mobile
stations. There could be classes of mobile
stations having predetermined routing
and others that follow alternative routes
through the relevant area, e.g. the routes
could be described by any combination
of branches/trees and loops. The routing
probabilities can be estimated by measur-
ing or predicting the physical motion of
mobile stations (taking into account the
number of active stations, i.e. those en-
gaged in calls). This should be done for
each class. If there is no indication that
active mobile stations follow a route dif-
ferent from the others, the estimate could
be based on data for all the mobile sta-
tions of that class.

5.2.3  Call initiating processes

Each mobile station class can have its
separate description of processes to initi-
ate new calls. These processes can also be
different for the various services, and they
may vary between the space elements.

To estimate these processes, actual mea-
surements could be done. Another way
would be to use a general call initiating
process and modify this by considering
how the relevant space elements invite
the users to make calls for the various
services. Making consistent measure-
ments of the call initiating process may
be difficult. In most models of cellular
systems new calls are assumed to be ini-
tiated according to a Poisson process for
each cell. How well such an assumption
is for a fraction of a cell should be vali-
dated.

5.2.4  Space element dwelling times

The time a mobile station stays in a space
element is named the dwelling time for
that element. The distribution of the
dwelling times may be estimated by pre-
dictions and measurements. Here, we

may have to consider the possibility that
a mobile station had stayed in an element
for a while before the call was initiated.
That is, there may be a difference in the
remaining dwelling time for a mobile sta-
tion after it has initiated a call in that
space element and the dwelling time if it
already had an ongoing call when the
space element was entered.

These distributions will depend on how
the mobile stations move. For an element
that contains many mobile stations and
where each of these have an independent
behaviour regarding the arrival, depart-
ure, number of turns and routing, the
dwelling times could perhaps be approxi-
mated by a negative exponential distribu-
tion, ref. [6]. For elements covering a
highway with heavy vehicular traffic, an
Erlang-k distribution or a truncated
Gaussian distribution might be more
appropriate as assumptions of the
dwelling times.

Dwelling times may differ for the various
classes of mobile stations. In fact, the
velocities of the mobile stations may be
one for describing the factors for divid-
ing these into classes.

5.2.5  Coverage

The base stations’ coverage for space
elements are assumed to be known by
predictions or measurements. Each class
of mobile stations may have its separate
set of base stations. This set is based on
which base stations the mobile stations of
that class are allowed to use (authorised).
Other reasons could be the available
power, signalling processing used, sup-
ported services, etc.

As seen from a space element, a mobile
station of a given class will then have a
set of base stations available. These base
stations are assumed to be sorted in a list,
called a coverage list. A number of crite-
ria for sorting the base stations could be
applied. All classes of mobile stations do
not have to use the same set of criteria;
neither must they arrange the criteria in
the same way. For example, one criterion
could be that the emitted power should
be as low as possible, resulting in selec-
tion of a small-cell base station (pico of
microcell) before a macrocell base sta-
tion. For another class of mobile stations
the emitted power may not be a main
constraint and we could rather wish to be
connected to the same base station as
long as possible (to limit the number of
handovers) which could result in choos-
ing a macrocell base station before a
microcell base stations. The operators

would naturally have an influence on
how such lists are arranged, for instance,
by applying appropriate charging poli-
cies.

A natural order would be to let most
mobile stations look for the small-cell
base stations first. This would often lead
to an increase of the traffic handling
capacity (capacity reuse) as lower power
would be emitted. In addition, the quality
of the received radio signal could be
higher. If the first base station in a list
does not have sufficient free capacity to
serve the call, the mobile station should
look at the next one in the coverage list.
The information necessary for mobile
stations to select the “best” possible base
station could be sent in a broadcast chan-
nel from each base station. Then, the
mobile stations must scan these broadcast
channels for (some of) the relevant base
stations in order to make a decision of
which one to use.

5.2.6  Service usage

Mobile stations from a given class may
use a set of services that differ from the
other classes. On the other hand we could
define one class for every service that is
used. Each class can also use the services
in its own way, i.e. defined by different
values and distributions compared to the
other classes.

The service usage may be dependent on
the space elements, that is, in which envi-
ronment a call is made. For instance, it
seems natural that a telephone call made
when standing in a crowd is shorter than
if the same call were made sitting in a
comfortable chair. On a larger scale, city
areas and rural areas might have different
characteristic values.

5.3  Characterising the services

5.3.1  Holding times

It must be possible to define different
total holding times for the various ser-
vices. These holding times may also vary
between the classes of mobile stations
and depend on the environment in which
the call is initiated. One factor that might
influence this is how the mobile user
experiences his/her surroundings (non-
human users are also included). The
holding times can be measured for longer
calls, like telephone calls, and predicted
for shorter calls, like short message ser-
vices when the message lengths are
given. Whether it is appropriate to allow
for such services to compete for the same
radio capacity is not further dealt with
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here. However, the potential economics
of scope for the services was indicated
many years ago, see e.g. [11].

5.3.2  Radio capacity

The various services may not use the
same capacity on the radio section. A
video connection may for instance need a
capacity equal to a number of speech
connections. The needed capacity may
also vary between space elements de-
pending on the radio signal quality even
if the same base station is used. That is, if
the coding and the multiplexing are
dynamically adjusted to take such effects
into account. If the used radio capacity is
the same, it may not have any impact on
the resources used but can affect the ser-
vice quality experienced by the user.

The used capacity on the radio link will
also depend on the multiplexing tech-
niques, coding scheme, discontinuous
transmission/voice activity detection, etc.
Other factors like one way or two way
connections and direct links between
mobile stations will also influence how
much radio capacity a service needs. The
influence can be found by examining the
chosen solution, and then combine this
by statistics/measurements on how often
the different mechanisms will come into
effect.

Several access techniques (and variants
thereof) have been proposed for a future
wireless system. By using the term
resource unit, we want to quantify the
capacities of the radio interface that calls
need without saying how this is done.
Therefore, talking about resource units
may be seen as an abstraction of the real
resources in the radio interface, see Fig-
ure 11. When a call has a fixed amount
of the capacity assigned, a resource unit
could be a slot in a TDMA system or a
certain value of the bandwidth power
product in a CDMA system [2]. Fur-

thermore, some resemblance with the
term logical channel could be recognised.

A definition of the resource units may
also be needed when a call admission
function is to decide whether the call
should be established or rejected. Then,
we measure the capacity in the number of
resource units. For instance, a call of a
given service will require a number of
resource units. The hybrid capacity allo-
cation could deal with these resource
units as well. By defining them as dis-
crete and countable variables, it is simp-
ler to describe mechanisms and proce-
dures that handle these aspects.

5.4  Network of base stations

Each base station will be modelled as a
node in an open queuing network. The
queuing network is open as new calls
may be initiated and calls may be releas-
ed. We may also have the possibility for
established calls belonging to mobile sta-
tions that enter and leave the modelled
area.

A connection between two nodes will
then correspond to a possibility of hand-
overs between the relevant pair of base
stations. That is, the flows between nodes
in the queuing network reflect the hand-
overs.

Each base station has allocated a certain
amount of radio capacity according to the
applied allocation scheme.

5.5  Time varying phenomena

Several of the factors discussed so far in
this chapter will not be stationary. Exam-
ples of some non-stationary phenomena
are:

- activity patterns of mobile stations
both as described in the set of space
elements and with regard to call activi-
ties (new calls and holding times also
depend on time of day, day of week,
etc.)

- interference and noise will depend on
the number of calls, the number of
noise sources, etc.

- allocation of radio capacity to base sta-
tions for non-fixed schemes.

Another time-varying factor could be
the mobile cells, i.e. where the base sta-
tions are moving. If these are not allo-
cated separate resources, e.g. a separate
frequency band, interference can occur.
How severe this interference is also
depends on the transmitted power and the
screening.

Some other non-stationary phenomena
were discussed in Section 4.2. In princip-
le, we could repeat the calculations for
the various sets of input data in order to
see the impact on the results.

Transient analyses would also be of
interest. For instance, to increase the traf-
fic load in a space element to see how
long time it would take in order to reach
the next (close to-) stationary state. This
is especially relevant for non-fixed
capacity allocation schemes.

6  Analysing the model
In the model proposed we may say that
there are two types of flows: First the
flows described in the set of space ele-
ment by active mobile stations, like call
initiation processes, space element
dwelling times and space element rout-
ing. Second, the flows described in the
set of base stations by calls, like call
arrival processes (newly initiated calls
and handover calls) and serving times.
Naturally, these two types of flows are
related and the relationships must be
found in order to estimate the service
quality variables.

The main input data provide estimates
for the mobile stations’ behaviour pat-
terns and the base stations’ coverage. The
task of the analysis can be illustrated as
in Figure 12.

In order to find the service quality vari-
ables in an analytical way, we must
establish the “rules” for transforming the
flows described in the set of space ele-
ments to corresponding flows described
in the set of base stations.

As we are considering active mobile sta-
tions (i.e. those attempting to make calls
or engaged in calls), phenomena in the
base station network will influence the
flows in the space elements. That is, an
analysis procedure based on iteration is
usually required. A flowchart for the
analysis procedure is depicted in Figure
13. As shown in the figure, the approach
can be divided into two parts: In the first
part the basic relationships between the
flows in the space elements and the base
stations are calculated such as the arrival
processes to base stations and the base
stations’ serving times. In the second part
the processes in the base station network
are looked into in more detail, such as the
overflows and the departures. Naturally,
these parts are interdependent, and we
should continue the iterations until some
convergence criteria are met.
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Figure 11  Resource unit – a possible abstraction of the
real resources on the radio interface
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As stated above, the base station network
is treated like an open queuing network.
This is then analysed by parametric
decomposition which is an approximate
technique, e.g. see [8]. Furthermore, sev-
eral other approximations are used when
calculating the characteristics of the
flows in the queuing network.

In order to perform the analysis we must
elaborate relationships between the
arrival processes/serving processes and
the overflow processes, the departure
processes and the blocking probabilities.
By looking at the problem in this way, a
modular procedure is identified. That is,
each of the relationships could be im-
proved more or less independently of the
others. In addition, we may introduce
other features that could be present in a
wireless system. Such features include
the rearranging of established calls be-
tween base stations, allowing calls to
wait if a base station does not have suffi-
cient free capacity and hybrid capacity
allocation.

There are several variants of the re-
arranging mechanism, mainly related to
the time when an established call can be
rearranged and between which base sta-
tions connections can be rearranged.
Without considering any requirements
for the minimum handling time of a con-
nection by a base station, we may say
that it is possible to rearrange a connec-
tion at any time. That is, as soon as a bet-
ter base station has sufficient free capac-
ity. An alternative is to say that rear-
rangements are only possible for connec-
tions related to mobile stations when
these change space elements, i.e. at
boundary crossings. Which base stations
a connection may be rearranged to can be
given as a sorted list for each base station
in the coverage list for the space element.
Introducing the rearranging possibility
should increase the quality of the connec-
tion and/or the overall system capacity.
However, the handover rates between
base stations will increase.

Allowing calls to queue if a base station
does not have sufficient free capacity at
the time of arrival should also increase
the system capacity. By restricting this
feature to some call types, these would
get a higher priority compared to the
other call types. A time-out mechanism
would usually be present in order to limit
the time a call could stay in such a queue.
For a handover call such a time-out may
be given by the time the mobile station is
able to continue to use its current base
station. That is, the time until the radio
signal quality is below a certain limit.

115

Also for this queuing feature several
variants can be defined, e.g. described by
which calls are allowed to queue, maxi-
mal times in queue, which base stations
have the queuing possibility, number of
queues in which a call may be placed
simultaneously, etc. By varying these
factors we are able to identify combina-
tions that would improve some measure
for a system implementation in certain
situations. As expected, such a queuing
possibility has the highest effect when
there is a high probability that a call
under service will leave the base station
before the maximum queuing time
elapses.

The study of algorithms for allocating
capacity to base stations is a field of
much interest. A number of relevant cri-
teria and procedures for how to allocate
the capacity (when to allocate capacity,
which capacity to allocate, etc.) can be
defined. If a variant of hybrid schemes is
applied, we must also describe the algo-
rithms for when some capacity can be
returned from a base station to a common
pool.

For a multi-operator, mixed cell structure
configuration we must define the ways to
share the capacity between the different
operators and cell types. This could also
be influenced by the access and other
radio link techniques that are chosen.

In addition to analytical calculations,
simulations can be carried out. An
example of this is given in the following
chapter. Naturally, simulations would
also be performed for evaluating the
accuracy of the results found from calcu-
lations.

7  An example
The application of the model will be
illustrated through an example. The
examined structure is schematically
depicted in Figure 14. There are 12 space
elements identified from [1,1,1] to

[5,2,1]. Three classes of mobile stations
have been defined with a routing as
shown in the figure. The routing is
“wrapped” with the meaning that mobile
stations leaving element [5,1,1] enter
[1,1,1], and so forth. Six base stations are
used in the basic configuration. The base
stations are arranged into two layers. The
coverage list for each of the space ele-
ments is given in Table 1. A mobile sta-
tion initiating a call or performing a han-
dover will start looking for free capacity
in the first base station in the relevant
list. All the space elements in a column
have the same coverage list.

call 1

transform

call 2

base stationsspace elements

MS 1
MS 1

Figure 12  Transforming the flow patterns described in space element to flow patterns de-
scribed in the base station network

iteration
criteria met?

no

start

read input
initialize

calculate space
element variables

calculate base
station variables

output results

end

yes

Figure 13  Simplified flowchart for the
analysis algorithm



Base stations in layer 1 have 8 resource
units allocated to each of them. 12
resource units have been allocated to
each of the base stations in layer 2.

Some data for the mobile station classes
are given in Table 2. Both the space ele-
ment dwelling times and the total call
holding times are negative exponentially
distributed. Every space element has the
same mean dwelling time. The process of
initiating new calls is equal for all the
classes and in each of the space elements.
New calls are initiated according to a
Poisson process and the rate is used as
the free variable in the results given.

Five different cases of the configuration
have been compared. These cases are
defined in Table 3. Case I is the one pre-

sented so far. This is used as reference
for the other cases, i.e. only modifica-
tions compared to case I are described in
the following. In case II the class 1
mobile stations are allowed to use base
stations in both layers. An additional
base station (3,1) is introduced in case
III. This base station covers all the space
element and is reserved for mobile sta-
tions of class 3. Then, these mobile sta-
tions are not allowed to use base stations
in layer 2. Base station (3,1) is capable of
handling three mobile stations of class 3
simultaneously (6 resource units allocat-
ed). The number of resource units in the
layer 2 base stations is reduced by 2 each
(that is, 10 in each of layer 2 base sta-
tions). In case IV a hybrid capacity allo-
cation scheme is introduced. Each of the
base stations is allocated 4 resource units
as fixed. A maximum amount of resource
units possible to allocate a base station
has been set. A layer 1 base station can-
not have more than 12 resource units and
a layer 2 base station cannot have more
than 20 resource units. The capacity is
allocated in groups of 4 resource units.
There are 9 groups of resource units that
can be allocated dynamically. An inter-
ference matrix is defined. This matrix
states that a resource unit cannot be allo-

cated to more than one base station at a
time (that is, one base station interferes
with all the others). Queuing of handover
calls are allowed for in case V. Every
base station has a queuing capacity of 2
calls. The allowed time in a queue is neg-
ative exponentially distributed with a
mean value of 0.1, a maximum queuing
time of 0.2 is set. A handover call is al-
lowed to wait in the queue for up to 5
base stations at the same time (this is a
non-effective limit as no space element is
covered by so many base stations).

The space element blocking probability
is considered to be the main service qual-
ity variable for this example. The block-
ing probabilities that mobile stations of
class 1 experience in space element
[4,1,1] are depicted in Figure 15. We see
that the different cases influence the
blocking probability. The most signifi-
cant effect results for case V (queuing of
handover calls is allowed). In this case,
the blocking of handover calls is the
resulting effect of the queue being full
upon arrival and that the time-out inter-
val ends before the call can be served by
any of the base stations it has placed in
the queue. As seen from the mobile sta-
tion, the effect of each of these events
will be similar. For case V, the new class
1 calls get reduced blocking while the
handover calls of class 1 get an increased
blocking. An explanation to the latter is
that some class 1 handover calls may
face a situation where a class 3 handover
call is located in front of them in the
queue. As this class 3 call requires 2
resource units, it is more likely that it
stays in the queue until the time-out
interval is ended. Therefore, the class 1
handover calls are experiencing a higher
blocking, which again would allow for
more new calls to be handled by the base
stations. We also see that introducing
hybrid allocation of capacity, case IV,
does not seem to improve the situation
much in this example compared to case I.
Allowing the class 1 calls to use base sta-
tions in both layers, case II, gives lower
blocking for this class. This was expect-
ed. In case III, the class 3 calls are not
competing with class 1 and 2 calls for
capacity of base stations in layer 2. For
the results depicted in Figure 15, we see
that this results in lower blocking for
class 1 calls for lower load, when com-
pared to case III. However, for higher
load the result is the opposite. An explan-
ation of the latter may be that each of the
base stations in layer 2 has got reduced
capacity in case III compared to case II
and this effect is more significant when
the traffic load is high.
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class 1

class 2

class 3

[1,1,1] [2,1,1] [3,1,1] [4,1,1] 5,1,1]

[1,2,1] [2,2,1] [3,2,1] [4,2,1] 5,2,1]

[3,3,1] [4,3,1]

(1,1) (1,2) (1,3)

(2,1) (2,2) (2,3)

Figure 14  Schematic illustration of the example: 12 space elements, 3 classes of base sta-
tions and 6 base stations (arranged in two layers). The space element routing is “wrapped”

Space elements Coverage list

[1,1,1], [1,2,1] {(2,1)}

[2,1,1], [2,2,1], [2,3,1] {(1,1), (2,1)}

[3,1,1], [3,2,1], [3,3,1] {(1,2), (2,1), (2,2)}

[4,1,1], [4,2,1], [4,3,1] {(1,3), (2,2), (2,3)}

[5,1,1], [5,2,1] {(2,2), (2,3)}

Table 1  Coverage list for the space elements in Figure 14

mobile station mean space mean total call available base number of
class element dwelling holding time stations (layers) resource unit

time per call

1 1 8 2 1

2 5 8 1 and 2 1

3 2 8 1 and 2 2

Table 2  Relevant times and radio capacity usage for mobile station classes



The space element blocking probabilities
for class 2 calls in element [4,2,1] are
shown in Figure 16. We see that allowing
class 1 calls to use base stations in layer
1 (case II) has a minor impact on the
blocking of class 2 in this example. Al-
though it is not very clear in the figure,
the blocking in case II is always higher
than the blocking in case I. The other
cases give a reduced blocking for class 2.
Case III and case IV show more or less
the same blocking in this example. Intro-
ducing hybrid capacity allocation (case
IV) results in lower blocking for situa-
tions with low load when compared to
case I. This effect is clearer for class 2
than for class 1. In case V, the time-out
effect for handover calls is expected to
give significantly lower blocking for new
calls as explained for class 1. There is no
need for handover when a class 2 mobile
station with an ongoing call enters space
elements [4,2,1].

Class 3 space element blocking probabil-
ities in [4,2,1] are depicted in Figure 17.
As for class 2, we see that class 3 calls
get higher blocking when class 1 calls
can use base stations in both layers (case
II), compared to case I. Apart from this,
the different cases for class 3 are more or
less the reverse of class 2. That is, case
III, IV and V give higher blocking than
case I. This may be an effect of the fact
that improving the condition for one
class can make it worse for another class;
a trade-off may emanate. Naturally, this
is an effect of a class 3 call requiring 2
resource units while calls of the other
classes require 1 resource unit each. Al-
though the resulting blocking in case V is
higher, we see the effect of allowing han-
dover calls to be queued. That is, the
handover calls have a lower blocking
compared to new calls in this example.

The results shown in Figures 15, 16 and
17 are only indications of which effects
the different configurations and features
can have. These are all referring to two
of the space elements in the examined
example. If results from other space ele-
ments were depicted, the different cases
could come out in another order. There-
fore, the observations stated above can
not be generalised without further
examinations. Moreover, the results will
depend on the load, the mobility, the ser-
vice usage and the configuration.

In addition to the space element blocking
probabilities, several other results could
have been presented; like the traffic load
and individual blocking probabilities for
each of the base stations.

8  Conclusions
The request for mobile services
seems to be steadily increasing.
Even though digital systems have
been introduced, it is expected that
the traffic demand for such services
will require new systems soon after
the turn of the century.

The definition of such future wire-
less systems is carried out by sev-
eral organisations. As the well used
phrase “any one, any time, any
place, any form” goes, these sys-
tems could be characterised by a
multitude of operation environ-
ments, operators, services and
mobile station classes.

This observation requests the elabo-
ration of teletraffic models to
describe the situations expected to
arise. As present systems can be
seen as subsets of such future sys-
tems, the teletraffic model will be
applicable for those as well. Such a
model and corresponding analysis
have been outlined. Naturally, as
several mechanisms remain to be
described for future wireless sys-
tems, it is difficult to calculate the
service quality variables with any
confidence for a real case. How-
ever, the model/analysis can be
used to examine the effect of possi-
ble features that could be intro-
duced in such systems. The exam-
ple indicates that the effects of
varying the configuration and intro-
ducing features may not be easy to
intuitively determine in advance.
Therefore, after estimating the
requested input data, different con-
figurations and features could be
examined by applying the model
and analysis.
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Table 3  Description of the cases

1.00E-00

1.00E-01

1.00E-02

1.00E-03

1.00E-04
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.00

case I
case II
case III
case IV
case V - new
case V - handover

1.00E-00

1.00E-01

1.00E-02

1.00E-03

1.00E-04
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case I
case II
case III
case IV
case V - new

Figure 15  Space element blocking probabilities for mobile sta-
tions of class 1 in element [4,1,1]. The different cases are indi-
cated. For case V, new calls and handover calls experience dif-
ferent blocking

Figure 16  Space element blocking probabilities for mobile sta-
tions of class 2 in element [4,2,1]. The different cases are indi-
cated. There is no need for handover when class 2 mobile sta-
tions with an ongoing call enter element [4,2,1]

case I As explained above; used as reference.

case II Class 1 mobile stations are allowed to use base stations in both layers.

case III Additional base station (3,1) with 6 resource units, reserved for class 3,
covers all the space elements. Class 3 is not allowed to use base stations
in layer 2. Layer 2 base stations have 10 resource units each.

case IV Hybrid allocation. Fixed part of 4 resource units to every base station.
Maximum limit of 12 and 20 resource units to a base station in layer 1
and layer 2, respectively. Capacity is allocated in groups of 4 resource
units. 9 groups in the pool can be allocated dynamically.

case V Queuing of handover calls. 2 queuing positions in each base station.
Allowed queuing time is ned with mean 0.1 and a maximum value of 0.2.
A handover call can be placed in the queue of up to 5 base stations
simultaneously.



Abbreviations
ADC American Digital Commu-

nications system

AMPS Advanced Mobile Phone
System

CDMA Code Division Multiple
Access

CT Cordless Telephone

DECT Digital European Cordless
Telecommunications

ETE Equivalent Telephone
Erlang

ETSI European Telecommunica-
tions Standards Institute

FDMA Frequency Division Multip-
le Access

FPLMTS Future Public Land Mobile
Telecommunication Sys-
tems

GSM Global System for Mobile
communications

HIPERLAN High Performance LAN

IN Intelligent Network

ITU International Telecommuni-
cation Union

JDC Japan Digital Communica-
tions system

LAN Local Area Network

MAN Metropolitan Area Network

MT Mobile Termination

ned negative exponentially
distributed

NMT Nordic Mobile Telephone

PABX Private Automatic
Branch Exchange

PCS Personal Communication
System

SIM Subscriber Identity Mod-
ule

SMG Special Mobile Group

TACS Total Access
Communications System

TDMA Time Division Multiple
Access

TGMS Third Generation Mobile
Systems

UMTS Universal Mobile
Telecommunications
System
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1  Introduction

Since the 1950s three generations of
automatic telephone exchanges have
been installed at the University of Trond-
heim (UNIT):

1 A main exchange of type AGF (de-
livered by Ericsson), electromechani-
cal type, together with 17 smaller
exchanges geographically distributed
both in and outside the main campus
area. The exchanges covered UNIT
and the research institute SINTEF, and
was in service until May 1977.

2 A Metaconta 10R exchange (delivered
by LMT Paris), a computerised system
with mechanical contacts. It covered
UNIT and SINTEF except some
remote units. From 1982 the Regional
Hospital of Trondheim (RiT) was also
connected to the same exchange. This
exchange was in service from May
1977 to January 1990.

3 In January 1990 a new telephone
exchange, MD110 (delivered by Erics-
son) was installed at UNIT/SINTEF.
The exchange is fully electronic, digi-
tal, and distributed. It consists of 36
switching units (LIMs) on 16 different
sites which are connected by a star net-
work with altogether 54 internal
2 Mb/s leased circuits. The new
exchange covers all the units of UNIT
and SINTEF, but not RiT.

This paper presents some results from the
traffic analysis at the new exchange. Due
to the limitations of the registration func-
tions implemented in the MD110 it is not
possible to make detailed studies of the
incoming traffic. Another type of regis-
tration mechanism which MD110 lacks,
is the possibility to register the distribu-
tion of the internal traffic. Therefore our
study is focused on direction-based anal-
ysis of outgoing external traffic at the
telephone exchange. The results present-
ed here cover

- number of calls
- traffic volume, and
- duration of calls.

The study includes traffic profiles of 24
hour and full week periods, and how they
are distributed among the different ser-
vice types and charging groups. We also
look at the number of calls and the traffic
to the other universities in Norway. The
number of incoming call attempts was
also registered in order to get an indica-
tion of the relation between incoming
and outgoing calls.

In addition to averages, distributions are
also included. Histograms are given for
some distributions. In most cases mean,
standard deviation and coefficient of
variation are calculated.

2  Traffic observations

2.1  Overview of the telephone

exchange at UNIT/SINTEF

At the time of observation the system
consisted of the following parts:

- 36 LIMs

- 54 leased circuits, each with thirty
64 kb/s channels

- 2 group selectors in load-sharing mode

- 7 two-way ISDN primary access with
a total of 210 channels

- 2 outgoing PCM groups with a total of
60 channels

- 40 outgoing analogue reserve lines

- 6500 extensions.

2.2  The data registration

system

Traffic observations have been undertak-
en on all three generations of telephone
exchanges:

- on AGF exchange by analysis of the
charging data stored on magnetic
tapes, collected by a charging system
developed by NTH (The Norwegian
Institute of Technology) [1]

- on Metaconta 10R by analysis of the
automatic registrations made by the
system, and by corresponding analysis
of the charging data [2, 3, 4]

- on MD110 by data registered by the
supporting system TELMAX, and by
analysis of the charging data [6].

Despite the limitations mentioned above,
the traffic registration in MD110 is still
quite extensive, and they are made avail-
able through the supporting system TEL-
MAX. Combined with the charging data
generated by TELMAX, the data sets for
the following types of analysis are avail-
able:

- number of call attempts, traffic inten-
sity and volume at all server groups,
internal and external trunk groups

- number and holding times of calls,
traffic intensity and volume, distribut-
ed on arbitrary external traffic direc-
tions, defined by the numbers called
(direction-based analysis).

The direction-based analysis is based on
the charging data. In order to secure the
privacy of the employees, all the calling
numbers have been deleted during our
analysis. Neither is any analysis based on
particular numbers.

The supporting system TELMAX is also
distributed, using the broadband network
already installed in UNIT/SINTEF and
local Ethernet-segments. The system is
PC-based (at UNIT/SINTEF IBM PS2
are used). There are altogether 21 PCs in
the TELMAX system.

The traffic module in TELMAX generat-
es directly graphical curves showing the
number of call attempts and the traffic.
The output data are averages, i.e. mea-
surements of load on server groups like
leased circuits, signalling equipment, etc.

For incoming traffic there is no direct
registration mechanism. However, it is
possible to measure

- number of call attempts

- number of calls which are set up man-
ually (through the exchange switch-
board)

- total traffic (sum of incoming- and out-
going traffic).

These registrations are not done automat-
ically; they must be initiated manually.

The information of outgoing calls are
given by the charging data, which supply
detailed information of every single suc-
cessful call, including B-numbers. A typ-
ical record in a charging file is shown in
Figure 1. It is possible to make analysis
as detailed as desired. This kind of analy-
sis has been performed earlier for the
purpose of studying the statistics for
repeated calls [1]. In the present study all
the A-numbers have been deleted, so the
direction-based analysis gives collective
results for the whole exchange.

2.3  Arrangement of the

observations

2.3.1  The observation periods

The charging files from two observation
periods in the 4th quarter of 1991 have
been collected:

- Period 1: Monday 1991.10.07 – 
Sunday 1991.10.20

- Period 2: Monday 1991.11.25 – 
Sunday 1991.12.08

Both periods have a two week duration.
Since October is considered a “normal
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period” (i.e. not close to vacations) we
decided to analyse data from Period 1 in
more detail. The results from Period 2 are
used to check the results from Period 1.

By using TELMAX some additional
information is obtained. The measure-

- domestic long-distance calls

- international calls

- paging

- calls to mobile telephones

- special services numbers (e.g. custom-
er services provided by Telenor AS,
emergency calls, etc.)

- toll-free numbers,

and, as we mentioned before,

- The University of Oslo (UiO), The
University of Bergen (UiB) and The
University of Tromsø (UiTø)

- Oslo and its neighbouring counties,

which all belong to the address group
“domestic long-distance calls”.

By using the telephone directories from
Telenor and the universities we are able
to map the numbers belonging to the dif-
ferent categories.

A view of which combinations are ana-
lysed in this study is shown in Table 1.

3  Results and discussions

3.1  Profile of 24-hour periods

All successful outgoing calls are register-
ed in the charging files. The number of
calls per 15-minute intervals have been
summarised for the two-week period.
Figure 2 shows the time diagrams for the
average number of calls per interval, for
weekdays and weekends, respectively.
(Note different ordinate scales.)

The diagrams show that the call intensity
is negligible between midnight and 0700.
For weekdays the call intensity increases
until it reaches a small peak around 1030.
After a clear reduction during the lunch
period between 1100 and 1230, it in-
creases again to a higher and longer peak
which continues until after 1500. After
that, the call intensity decreases sharply
until 1700, and continues decreasing
smoothly until midnight.

The observation on the traffic volume
shows the same tendency as that of
number of calls.

Some earlier traffic studies of public tele-
phone exchanges [5] show a high peak
before the lunch period (between 0900
and 1000) and no distinct peak was
observed after the lunch period. Our
results show a different traffic pattern
than normal public telephone exchanges.
We agree with the explanation given in
[4] saying that many of the users of the
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Day
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Date

1) Z=A: Set up manually
Z=D: Call holding time>10 hours
Z=G: Alternative selections
Z=L: Conference call

Figure 1  A typical record in a charging file

ments were taken in the following pe-
riods:

- Period 3: Monday 1991.11.25 –
Friday 1991.11.29

- Period 4: Monday 1992.01.13 –
Tuesday 1992.01.14

During Period 3 (which coincides with
the 5 first weekdays of Period 2) the
number of incoming and outgoing call
attempts, and the sum of the incoming
and outgoing traffic were measured be-
tween 0900 and 1900. Measurements
during Period 4 were made in order to
get the percentage of incoming calls
using the manual service of the switch-
board.

2.3.2  The address groups

In addition to analysis of the total traffic
we also investigated the distribution of
traffic between different address groups.
The constitution of address groups is
based on service types and charging
groups. We also observed the traffic to
the other universities of Norway (Univer-
sities of Oslo, Bergen and Tromsø).
Another interesting task is to find the
percentage of all traffic which goes to
Oslo and its neighbouring counties.

The following address groups have been
defined:

- local calls (within the county limit)

- calls to the neighbouring counties (of
Trondheim)Figure 2  Mean number of successful outgoing calls per

15 minute intervals.  (a) weekdays, (b) weekends
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UNIT/SINTEF exchange probably
choose to do the easier routine work
(mostly administration work which
usually requires more use of the phone)
in the last part of the day. We also be-
lieve that many professors (who consti-
tute a large part of the users connected to

the exchange) are more involved with
lecturing during the first part of the day.

As expected there are much fewer tele-
phone calls during weekends. The 24-
hour profile shows a similar tendency,
but the peak occurs later and the profile
is less influenced by normal working

hours. The calls are not as concentrated
and regularly distributed as on weekdays.

Figure 2 does not show the differences
between address groups. In order to reg-
ister this we make some more analysis by
dividing all outgoing calls into 3 groups:
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Outgoing traffic Number of calls Traffic (Erlang) Call holding time

Total 24-hour periods and week 24-hour periods and week mean, st.dev. and histograms
profile profile
mean and st.dev. per weekday busy hour (for each weekday)
24-hour periods profile of no. time consistent busy hour
call attempts
no. manually set-up calls

1) Local mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
(within Trondheim) 24-hour periods profile (gr.3a)

2) Neighbouring counties mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr.3)

3) Domestic long-distance

Total mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr. 2b)

3a) Universities mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
(for each university) (for each university)

Universities, fax mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
(for each university) (for each university)

3b) Oslo - mean -

3c) Oslo, neighb. counties - mean -

4) International calls mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile

5) Mobile telephone mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr. 2)

6) Paging meand and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr. 2)

7) Special services mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr. 3)

8) Toll-free numbers mean and st.dev. per weekday mean and st.dev. mean, st.dev. and histograms
24-hour periods profile (gr. 3)

Incoming traffic

Total 24-hour periods profile of no. 24-hour periods profile -
call attempts
no. manual set-up call attempts

Table 1  Overview of the combinations studied
a  Group 3 covers traffic to the address groups 1, 2, 7, and 8 (“inexpensive calls”)
b  Group 2 covers traffic to the address groups 3, 5, and 6 (“more expensive calls”)



- Group 1 (the most expensive calls):
International calls

- Group 2 (the expensive calls):
Domestic long-distance calls, calls to
mobile telephone, and paging

- Group 3 (the inexpensive calls):
Local calls and calls to
neighbouring counties, spe-
cial services (some of
which are free of charge),
and toll-free numbers.

Figures 3, 4 and 5 show the
24-hour traffic profiles of
these three groups (registered
during Period 1). We see that
the 24-hour profiles of Group
2 and Group 3 are quite simi-
lar. For Group 1 (interna-
tional calls) we observe a
peak between 1500 and 1600,
which we believe is due to
calls across the Atlantic.

3.2  Week profile

The statistics are taken during Period 1.
The mean number of successful outgoing
calls per day is shown in Figure 6. The
results show that among the weekdays
there are small variations, but the number
of calls is highest on Monday and lowest
on Friday.

A similar profile is observed in terms of
the traffic volume. An interesting obser-
vation is that while the mean number of
calls on holidays (Saturdays and Sun-
days) is 6.7 % of the average on a week-
day, the corresponding measure for traf-
fic volume is 8.3 %, which means that
the mean duration of conversations dur-
ing weekends is about 25 % longer than
that on a weekday. Later (3.5) we shall
confirm this when call holding times are
discussed.
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Figure 3  Outgoing traffic (average of weekdays
during Period 1), Group 1

Figure 4  Outgoing traffic (average of weekdays
during Period 1), Group 2

Figure 5  Outgoing traffic (average of weekdays
during Period 1), Group 3
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Figure 6  Mean number of outgoing calls per day (Period 1)

Period 1 Period 2

Category Mean Std.dev. Share Mean Std.dev. Share

Local 6604.5 375.2 58.9 % 6994.6 304.9 59.4 %

Neighbouring counties 90.8 10.9 0.8 % 96.8 15.4 0.8 %

Domestic long-distance 3316.0 243.4 29.6 % 3515.8 213.9 29.8 %

International 637.7 92.8 5.7 % 587.6 71.7 5.0 %

Mobile telephone 106.4 12.8 0.9 % 103.8 9.6 0.9 %

Paging 38.6 12.0 0.3 % 52.0 17.0 0.4 %

Special services 406.2 42.3 3.6 % 414.7 46.8 3.5 %

Toll-free numbers 14.8 4.0 0.1 % 18.8 6.7 0.2 %

11215.0 660.5 99.9 % 11784.1 500.1 100.0 %

Table 2  Number of outgoing calls per weekday divided into categories

Period 1 Period 2

Category Mean Std.dev. Share Mean Std.dev. Share

Local 13.72 0.68 52.0 % 15.08 0.78 53.2 %

Neighbouring counties 0.26 0.05 1.0 % 0.31 0.08 1.1 %

Domestic long-distance 10.21 0.55 38.7 % 10.80 0.38 38.1 %

International 1.63 0.19 6.6 % 1.54 0.20 5.6 %

Mobile telephone 0.20 0.03 0.7 % 0.18 0.04 0.6 %

Paging 0.010 0.00 0.04 % 0.014 0.00 0.05 %

Special services 0.33 0.06 1.2 % 0.32 0.04 1.1 %

Toll-free numbers 0.05 0.03 0.2 % 0.07 0.03 0.2 %

Total 26.41 1.09 100.4 % 28.35 0.96 100.0 %

Table 3  Outgoing traffic (in Erlang) divided into categories



3.3  Distribution of service

types

The average number of calls and traffic
volume (in Erlang) per weekday,
registered during two periods and divided
into different categories, are shown in
Tables 2 and 3.

We observe that the number of calls and
the traffic volume have increased 5.1 %
and 7.3 % respectively from Period 1 to
Period 2. Between these two periods the
number of subscribers has only increased
by 100 (2 %). The cause of the increase
could be that Period 2 is near the end of
the semester (and the year), so both NTH
and SINTEF use the telephone more than
in Period 1.

The distribution between service types
does not show any significant changes
from Period 1 to Period 2. The excep-
tions are the use of paging that has in-
creased by more than 30 %, and the num-
ber of international calls that has decreas-
ed by 6 – 8 %.

The results shows that nearly 60 % of
outgoing calls (and 53 % of total outgo-
ing traffic) are local, while around 30 %
of outgoing calls (and 40 % of total out-
going traffic) are domestic long-distance

calls. The percentage of international
calls is about 6 %. The results also show
that the duration of long-distance calls is
longer than that of local ones (more dis-
cussions later in 3.5).

We have also registered the traffic to
Oslo and its neighbouring counties. The
results show that more that 50 % (the
results from the two periods are 51.9 %
and 52.2 %) of the domestic long-dis-
tance traffic goes to this area, which
demonstrates the significance of the con-
nection to Oslo.

There is a fair amount of calls to special
services, while there are few calls to toll-
free numbers. The reason could be that
many of the special services concern
business (e.g. asking for telephone num-
ber of companies), while the majority of
the toll-free calls concern private matters.
However, this figure can be changed
soon, as companies increasingly establish
toll-free telephone services in Norway.

3.4  Traffic to the other

Norwegian universities

The mean number of calls and the traffic
volume to the other Norwegian universi-
ties per weekday are shown in Table 4.

Also shown are the shares of the total
traffic and the standard deviations.

On average, there are around 150 calls
per day to the other Norwegian universi-
ties, which accounts for 1.4 % of the total
number of outgoing calls and 1.6 % of
the total outgoing traffic.

Compared to the registered data from
1989 [4] the traffic to the universities has
nearly doubled (from 0.24 Erlang to 0.45
Erlang), although the traffic volume is
still low.

3.4.1  Use of telefax

We want to estimate the proportion of
telefax calls to the total of outgoing calls.
However, the call records do not indicate
which numbers are fax machines and
which are ordinary telephones. Since we
were not allowed to use A-numbers, the
only way to register these data was to find
all the telefax-numbers at the other Uni-
versities (these numbers can be found in
their internal telephone directories). Table
5 shows the recorded number of calls and
the traffic they generate to fax machines
at the other Norwegian universities.
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To Period 1 Period 2

Univ. Number of calls Traffic Number of calls Traffic

of Mean S.D. share Mean S.D. share Mean S.D. share Mean S.D. share

Oslo 72.4 12.1 0.65 % 0.193 0.044 0.73 % 95.0 18.5 0.80 % 0.241 0.039 0.84 %

Bergen 43.8 10.5 0.39 % 0.153 0.056 0.58 % 44.2 8.5 0.37 % 0.131 0.030 0.46 %

Tromsø 29.0 5.0 0.26 % 0.092 0.037 0.35 % 29.4 4.6 0.25 % 0.083 0.029 0.29 %

Total 145.2 1.30 % 0.438 1.66 % 168.6 1.42 % 0.455 1.59 %

Table 4  Number of calls and traffic to the other Norwegian universities
(S.D. = standard deviation)

To Period 1 Period 2

Univ. Number of calls Traffic Number of calls Traffic

of Mean S.D. share Mean S.D. share Mean S.D. share Mean S.D. share

Oslo 7.0 3.8 9.7 % 0.009 0.007 4.6 % 6.9 3.1 7.3 % 0.014 0.007 5.8 %

Bergen 3.7 2.3 8.4 % 0.006 0.004 3.9 % 3.5 3.7 7.9 % 0.004 0.004 3.0 %

Tromsø 2.8 1.8 10.0 % 0.004 0.004 5.4 % 4.3 2.5 14.6 % 0.009 0.010 10.8 %

Total 13.5 9.4 % 0.019 4.6 % 14.7 8.7 % 0.027 5.9 %

Table 5  Number of telefax calls and traffic to the other Norwegian universities
S.D. = standard deviation
share = percentage of fax calls (or traffic by these calls) among the total number of calls (or the total traffic) to the respective

universities



3.5  Distribution of call holding

times

The mean call holding time can be calcu-
lated by summing up the total traffic vol-
ume over the observation period and
divide it by the total number of success-
ful calls. However, we can only calculate
the mean call holding time for outgoing
calls because we cannot measure the
number of successful incoming calls. The
mean call holding time registered in
Period 1 and Period 2 are 3.42 and 3.50
minutes, respectively.

We have also observed the distribution of
call holding times. Since call holding
times depend on day of the week, time of
day, type of call, etc., we have divided
the observation periods (Periods 1 and 2)
into 3 intervals:

Interval 1:
Weekdays between 0800 and 1700.
In this interval the majority of the con-
versations are about business matters.

Interval 2:
Weekdays between 1700 and 0800.
In this interval the percentage of pri-
vate calls is significantly larger, and
for most of the call categories the price
is lower.

Interval 3:
Weekend.
Many private calls, and the prices are
usually the same as in Interval 2.

For each of the intervals we register the
mean call holding time, variance, coeffi-
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cient of variation, and maximum call
holding time for every category. The dis-
tributions of call holding times for these
categories are also shown. The results are
presented in sections 3.5.1 – 3.5.3, fol-
lowed by a comparison and discussion of
the results in section 3.5.4.

3.5.1  Interval 1: Weekdays

between 0800 and 1700

About 90 % of the calls are made in this
interval. The majority of the calls are
business conversations. Figure 7 is a his-
togram showing the distribution of call
holding times for all outgoing calls in
this interval. Note that in Figure 7 and all
the other histograms we have accumulat-
ed the longest calls in one single bar to
avoid a long tail on the distribution.
However, we still use the real distribu-
tions in our calculations.

Figure 7 shows a clear concentration of
short holding times. The mean holding
time (3.26 min.) is almost identical to the
registrations made in 1989 [4]1 which
show a mean holding time of 3.27 min.

In teletraffic theory a common assump-
tion is that the distribution of call holding
times is negative exponential, where the
mean value is equal to the standard de-

viation. Figure 7 shows that the distribu-
tion of holding times is more scattered
than a negative exponential distribution,
since the standard deviation (5.13 min.)
is much larger than the mean (3.26 min.).
The coefficient of variation, which is the
ratio of standard deviation and mean, is
1.57 in this case, while for negative
exponential distributions this coefficient
should be 1.

Table 6 shows numbers of observations
(# obs.), mean values (Mean), standard
deviations (S.D.), coefficients of varia-
tion (C.V.), and maximum holding times
(Max.) for all successful outgoing calls
and for each category, from both the
observation periods.

The results show that in most of the ser-
vice categories (except paging and fax)
the standard deviations are much larger
than the means. The most extreme case
appears in the category of special ser-
vices, where the standard deviation is
almost twice as large as the mean.

When comparing the call holding times
of those made to the other universities
with the average long distance calls, no
clear differences were observed.

We observed clear differences in the call
holding times between categories, and
the mean holding time had a slight
increase from Period 1 to Period 2. Table
6 also shows that in most of the cate-
gories with “normal” telephone conver-
sations the coefficients of variation
(C.D.) are close to 1.5, except for inter-
national calls where the C.D. is larger

Period 1 Period 2

Category # obs Mean S.D. C.V. Max. # obs Mean S.D. C.V. Max.

Local 60276 2.92 4.39 1.50 263.4 63355 3.03 4.48 1.48 209.8

Neighb.counties 843 3.93 4.84 1.23 37.9 911 4.40 5.86 1.33 49.3

Long distance 31584 4.15 6.34 1.53 167.9 33660 4.21 6.53 1.55 137.9

Universities 1417 4.28 6.43 1.50 51.3 1660 3.89 5.94 1.53 59.2

Univ. (fax) 118 2.18 2.22 1.02 14.2 140 2.67 3.80 1.44 30.7

International 5880 3.51 5.72 1.63 88.1 5299 3.65 6.10 1.67 71.1

Mobile 996 2.64 3.93 1.49 33.3 958 2.42 4.01 1.66 45.9

Paging 367 0.38 0.21 0.53 2.0 460 0.37 0.22 0.59 2.0

Special serv. 3635 1.10 2.11 1.92 40.8 3636 1.06 1.83 1.73 46.2

Toll-free 136 4.04 4.86 1.20 38.3 161 4.07 4.71 1.16 24.9

Total 103717 3.26 5.13 1.57 263.4 108440 3.36 5.28 1.57 209.8

Table 6  Call holding times (in minutes) – Interval 1: Weekdays 0800–1700

1 There is a little difference in the regis-
tration periods: in [4] the registrations
were made between 0800 and 1500.



(1.6 – 1.7), and for calls to neighbouring
counties where the C.D. is smaller (1.3,
with few samples). It is also quite natural
that the categories of Fax, Paging, Spe-
cial services and Toll-free numbers have
their own special characteristics.

3.5.2  Interval 2: Weekdays

between 1700 and 0800

This interval is outside the normal work-
ing hours, and the number of calls is
much lower – less than 10 % of that dur-
ing Interval 1, although the observation
time is longer.

Figure 8 shows the distribution of call
holding times for all outgoing calls in
Interval 2 (Period 1), in the same way as
that for Interval 1 (Figure 7).

Like Figure 7, Figure 8 shows a clear
concentration of holding times in the
lower part of the histogram. Figure 8
shows that the call holding time is even
more scatted in Interval 2 than that in
Interval 1. The standard deviation (15.04
min.) is more than 3 times as large as the
mean (4.93 min.).

The mean holding time is, as expected,
clearly longer than that in Interval 1, due
to less time pressure and (for most of the
categories) lower price.

Table 7 shows numbers of observations,
mean values, standard deviations, coeffi-
cients of variation, and maximum hold-
ing times for all successful outgoing calls

and for each category, for both of the
observation periods.

Since the number of observations is
much lower in this interval than that in

Interval 1, the results shown in Table 7
are probably more influenced by statisti-
cal fluctuations. For example in Period 1
the single conversation which has the
longest holding time (registered with a
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Figure 7  Call holding times, Period 1, Interval 1
Number of observations: 103717 Mean: 3.26 mins
Standard deviation: 5.13 mins Maximum holding time: 263.4 mins

Period 1 Period 2

Category # obs Mean S.D. C.V. Max. # obs Mean S.D. C.V. Max.

Local 5769 3.71 7.67 2.07 164.7 6591 3.81 8.41 2.21 191.5

Neighb.counties 65 6.33 7.29 1.15 32.1 57 7.29 7.26 1.00 33.8

Long distance 1576 10.05 30.34 3.02 600.0a 1498 9.30 11.96 1.29 91.8

Universities 35 7.10 12.15 1.71 53.3 26 3.73 8.26 2.21 40.2

Univ. (fax) 17 1.53 1.22 0.80 5.0 7 2.11 2.18 1.03 6.8

International 497 5.81 9.97 1.72 110.0 577 5.91 10.67 1.81 96.1

Mobile 68 3.16 4.61 1.46 19.0 80 2.62 4.81 1.84 22.7

Paging 19 0.39 0.21 0.54 0.8 60 0.38 0.12 0.32 0.9

Special serv. 427 1.67 3.66 2.19 32.7 511 1.57 3.85 2.45 50.1

Toll-free 12 11.40 13.89 1.22 44.2 27 12.07 12.07 1.00 43.7

Total 8433 4.93 15.04 3.05 600.0 9401 4.70 9.27 1.97 191.5

Table 7  Call holding times (in minutes) – Interval 2: Weekdays 1700–0800
a  The charging data files do not show the actual holding times if they are longer than 600 minutes (10 hours). However, TELMAX

will generate their own reports if such long conversations occur



holding time of 600 min. – see footnote
after Table 7) contributes to 13 % in-
crease in the coefficient of variation and
4 % increase in the mean alone.

However, the results still indicate clearly
that standard deviation is larger than
mean in nearly every category, which
confirms that the distributions of holding
times do not follow negative exponential
distributions.

Table 7 also shows that in contrast to
Interval 1, the mean holding time had
been reduced by 4.7 % from Period 1 to
Period 2 (from 4.93 min. down to 4.70
min.).

When comparing the results from Inter-
val 1 with that from Interval 2, we ob-
served that both means and coefficients
of variation are larger (in some cases
considerably) outside the normal work-
ing hours than that during working hours.

Another observation we made is that
among the “normal” domestic calls (i.e.
the categories of Local, Neighboring
counties, and Long distance calls) the
distance plays an important role – the
longer the distance is, the longer is mean
call holding time. We believe that the
reason for this is that users appear to pay
more attention to the price when they
make more expensive calls, so they
choose to make long calls when the price
is lower.

3.5.3  Interval 3: Weekends

In Interval 3 both the call intensity and
the number of calls are lower than that in
Interval 2.

The distribution of call holding times for
all outgoing calls (Interval 3, Period 1) is
shown in Figure 9.

Figure 9 looks similar to that of Figure 8
(Interval 2). The mean holding time is
much longer than that in Interval 1, but a
bit shorter than that in Interval 2.

Table 8 shows the number of observa-
tions, mean holding times, standard devi-
ations, coefficients of variation, and max-
imum holding times for all successful
outgoing calls and for each category, for
both observation periods.

3.5.4  Comparisons and discussions

The registered holding times show that
the mean holding time for all calls is con-
siderably longer outside normal working
hours. The most significant differences
appear on longer distance calls (calls to
neighbouring counties, long distance calls
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– both domestic and international). We
believe that the price is the most impor-
tant factor here, but not the only one.

The results also show large differences
between mean holding times for different
categories. Paging is the service with the
shortest holding time, while special ser-
vices have the second shortest holding
time. Calls to mobile telephones and fax
also have relatively short duration. Mean
holding time for calls to Toll-free num-
bers is close to that for long distance
domestic calls.

3.6  Other results

3.6.1  Number of call attempts and

relation between incoming

and outgoing traffic

Number of call attempts of both incom-
ing and outgoing calls were registered by
using TELMAX in Period 3 (25.11.91 –
29.11.91) between 0700 and 1900. By
comparing the statistics registered by
TELMAX with the charging files from
the same period, we also found the num-
ber of successful outgoing calls2, and the
incoming and outgoing traffic.

Figure 10 shows the average number of
call attempts, and Figure 11 shows the
incoming and outgoing traffic, both reg-
istered per 15 minute intervals, in Period
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Period 1 Period 2

Category # obs Mean S.D. C.V. Max. # obs Mean S.D. C.V. Max.

Local 1974 3.52 7.01 1.99 114.1 3023 3.64 6.79 1.87 130.9

Neighb.counties 18 4.93 8.13 1.65 27.8 35 5.36 7.28 1.36 36.7

Long distance 424 10.43 31.74 3.02 518.9 619 9.53 13.02 1.37 145.9

Universities 6 1.92 1.84 0.96 5.4 8 3.80 4.39 1.16 13.9

Univ. (fax) 3 2.18 2.75 1.26 5.4 3 4.12 1.21 0.29 5.3

International 139 5.77 9.44 1.64 56.2 135 9.45 19.22 2.03 150.7

Mobile 29 3.45 5.46 1.58 25.4 19 1.56 1.02 0.65 3.4

Paging 17 0.32 0.14 0.44 0.7 54 0.35 0.13 0.37 0.7

Special serv. 196 0.90 1.29 1.43 7.5 208 1.07 1.99 1.86 20.0

Toll-free 2 10.20 4.46 0.44 13.4 1 6.15 - - 6.15

Total 2799 4.49 14.11 3.14 518.9 4094 4.56 8.86 1.94 150.7

Table 8  Call holding times (in minutes) – Interval 3: Saturdays and Sundays

2 Due to the limitations of the registra-
tion tools we were unable to register the
number of successful incoming calls.

3 between 0700 and 1900. The total
number of call attempts, the percentage
of outgoing calls being answered, and the
traffic are shown in Table 9.

Figure 10 and Figure 11 show that both
in terms of the number of call attempts
and the traffic intensity, the 24-hour pro-
files for incoming and outgoing calls are
quite similar.

Table 9 shows that the number of outgo-
ing call attempts is approximately 40 %
larger than that of incoming call
attempts. Figure 10 shows that this is true
for the whole observation period. How-
ever, the traffic registered during the
same period actually shows that the out-
going traffic is less than the incoming
traffic.

There are two possible explanations to
this phenomena:

1 outgoing calls have a lower success
rate than that for incoming calls

2 mean call holding time for outgoing
calls is shorter than that for incoming
calls.

Since we neither could register call hold-
ing time nor success rate for incoming
calls, we cannot give any final conclu-
sion. But we believe that both explana-
tions could be true.

We have reason to believe that the suc-
cess rate for incoming calls is higher than
that for outgoing calls, since the differ-
ence between outgoing and incoming call
attempts is as big as 40 %, while the reg-

Figure 11  Traffic per 15 minute intervals
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istrations from 1989 [4] show that the
number of successful outgoing calls was
only about 10 % more than that for in-
coming calls3. The reasons for the first
explanation are:

- incoming call attempts are not register-
ed until they have reached the main
exchange in UNIT/SINTEF, which has
virtually no blocking

- the exchange has advanced forwarding
functions

- all outgoing call attempts are register-
ed before they reach the public net-
work

- outgoing calls are made to an inhomo-
geneous group of users, which on aver-
age has a higher probability of busy or
no answer.

One reason that outgoing calls have
shorter holding times is that users tend to
make shorter calls when they know that
their telephone calls are registered intern-
ally. (When the METRO-system was
installed, a reduction in mean call hold-
ing was observed). Another reason could
be that many users outside UNIT/SIN-
TEF do not have forwarding functions,

so several short calls (attempts) could be
made instead of one long call (which
uses forwarding).

3.6.2  Use of switchboard operators

The charging files register whether a suc-
cessful outgoing call is set up manually
by switchboard operators. The number of
such calls is then compared with the total
number of (successful, outgoing) calls
during the same periods (Periods 1 and
2). The results show that less than 1 % of
these calls have been set up manually.  In
Period 1, only 836 out of 114,949 were
set up manually, while the corresponding
numbers in Period 2 are 824 and
121,935. The result is a bit surprising,
since the percentage was considerably
higher (2.7 %) in an earlier study made
only 2 years before (in 1989 [4]). It indi-
cates that the use of switchboard opera-
tors had been very much reduced from
1989 to 1991.

For incoming calls the registration was
based on the number of call attempts.
The registration took place in Period 4
(Jan. 13 – 14 1992). A total of 31,693
incoming call attempts were registered,
and among them 3,323 (i.e. 10.5 %) were
set up by switchboard operators. In other
words, 89.5 % of call attempts were
made directly without use of switchboard
operators. The observations made in

1989 [4] show that 82.6 % of incoming
call attempts used direct dialling. Thus,
even the incoming traffic load on opera-
tors has been reduced a lot.

When comparing our results with the
results from 1989 [4] we should notice
that the Regional Hospital of Trondheim
(RiT) was connected to the exchange in
1989, but not since January 1990. It is
likely that a larger portion of the calls
made to RiT use switchboard operators
than that to UNIT and SINTEF. Apart
from that there is reason to believe that
better information and a more convenient
system from users’ point of view con-
tribute to the reduced need for manual
assistance.

3.6.3  Traffic concentration

Traffic concentration is a measure of
traffic variations over time.

Before we start discussing the traffic
concentration, we first take a look at the
Busy hour.

The busy hour is defined as the 4 consec-
utive 15 minute periods during a day
with the highest traffic.

We have calculated busy hour (for outgo-
ing traffic) for each weekday in Periods 1
and 2. The results are shown in Table 10.
In the table we also show the Time con-
sistent busy hour, which is defined in a
similar way as the busy hour, but the traf-
fic in each period is the average over all
days of the observation period.

Table 10 shows that the busy hour with-
out exception appears after lunch. The
time consistent busy hour for Periods 1
and 2 coincide, and the busy hour for
each day starts between 1300 and 1400.
The traffic intensity during the busy hour
follows the same pattern as for the aver-
age traffic intensity during a day: Most
traffic in the beginning of a week, and
least traffic on Friday. There is also a
clear increase of traffic during busy hour
from Period 1 to Period 2.

Based on the available data the busy hour
for the total two-way traffic in Period 3
(Nov. 25 – 29 1991 between 0700 and
1900) have also been calculated. The
results are shown in Table 11. It shows
that the busy hour for total traffic occurs
at approximately the same intervals, i.e.
starting at between 1300 and 1400.

Now we can give the definition of the
Traffic concentration, which is the rela-
tion between the mean traffic in the busy
hour and the mean traffic in the 24 hour
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Period 1 (Oct 7 – 20, 1991) Period 2 (Nov 25 – Dec 8, 1991)

Day of week Traffic Time interval Traffic Time interval

Monday 90.433 1400 – 1500 95.227 1430 – 1530

Tuesday 84.694 1415 – 1515 96.139 1345 – 1445

Wednesday 85.547 1345 – 1445 93.646 1300 – 1400

Thursday 84.687 1315 – 1415 92.512 1315 – 1415

Friday 83.586 1315 – 1415 91.356 1430 – 1530

Time consistent
busy hour 83.715 1315 – 1415 92.205 1315 – 1415

Table 10  The busy hour for outgoing traffic

Outgoing Incoming Total

Number of call attempts (percentage) 93278 (58.4 %) 66431 (41.6 %) 159709 (100 %)

Number of successful calls (success rate) 57438 (61.6 %) (N/A) (N/A)

Traffic (percentage) 54.0 (47.6 %) 59.4 (52.4 %) 113.4 (100 %)

Table 9  Number of call attempts, successful rate for outgoing calls, and traffic

3 To be correct we should notice that
RiT was connected to the exchange in
1989, but not to the present one.



period the busy hour belongs to, aver-
aged over all weekdays in the observa-
tion period.

Since we did not have registered data for
the total traffic over 24-hour periods, we
again have to make estimates based on
the outgoing traffic. Fortunately, Table
10, Table 11 and Figure 11 indicate that
the estimates are representative for the
total traffic.

The traffic concentration in Periods 1 and
2 are 3.24 and 3.31 respectively, which
means that on weekdays the carried traf-
fic during the busy hour is more than
three times as high as the mean.

4  Conclusion

This study has been especially focused
on analysis of the external outgoing traf-
fic. The total traffic and incoming call
attempts have also been studied. The
analysis cover call attempts, traffic, and
holding times. Variations over time, sta-
tistical distributions and distribution of
traffic over categories have also been
studied. An important key to this study is
the analysis based on the numbers called.

A more detailed study on the use of addi-
tional special services was planned, but it
could not be performed because the
MD110 lacks the necessary functions. In
this field the old 10R exchange was bet-
ter equipped with statistics counters.
Another study we wanted to perform was
the analysis of internal traffic. However,
we were unable to collect statistics in
order to establish a traffic matrix
between the LIMs4. We therefore
decided not to do any analysis of internal
traffic in this study.

This study has been quite extensive. The
results could be useful for optimal plan-
ning and management. By observation
and analysis of traffic, a yearly saving of
120,000 kroners has already been achiev-
ed without any reduction of service. A
further follow-up of observation results
has the potential to achieve both cost sav-
ing and improvement of service qualities.
We hope that the analysis done in this
study can give some contributions to this.

The present study is done within the par-
ticular environment of a university/re-
search institute. It may not in all aspects
be representative for any large user en-
vironments. Still, we believe that it is
possible to extract knowledge and insight
of value also for business communication
in general.
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Day of week Traffic Time interval

Monday 25.11 203.84 1300 – 1400

Tuesday 26.11 200.78 1300 – 1400

Wednesday 27.11 189.50 1400 – 1500

Thursday 28.11 194.94 1300 – 1400

Friday 29.11 198.58 1300 – 1400

Time consistent
busy hour 197.07 1300 – 1400

Table 11  The busy hour for total traffic, Period 3

4 It is possible to measure traffic to or
from each of the 36 LIMs, but they do
not give any information about traffic
between any pairs of LIMs.
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1  Introduction

Interconnection of geographically sepa-
rated LANs (Local Area Networks) is ex-
pected to be one of the most important
applications for existing and future pub-

lic data networks. This article presents
the results from LAN interconnections
traffic measurements at a selection of 12
different LANs; nine customers’ sites
and three Telenor sites.

Information about the data traffic flowing
in and out of LANs is needed for opti-
mizing the WAN (Wide Area Network)
capacity usage, and, hence, reduce cus-
tomers’ LAN-LAN transmission costs.
The choice of appropriate services and
capacities for LAN interconnections
should be aided by measurements in
order to tell the customer exactly which
product that best suits each specific LAN
communications demand.

Previous LAN traffic analyses have con-
centrated on the dynamics of internal
data flow on universities’ and research
laboratories’ local networks. The mea-
surements in this article were conducted
from January to May 1994, and will pro-
vide information about the data traffic for
the heaviest users of LAN interconnec-
tion services in Norway.

The main objectives for this investigation
of the data traffic characteristics on LAN
interconnections were:

- Identification and description of LAN
categories and their demands for
WAN transmission capabilities

- Recognition of the LAN interconnec-
tion protocols, on OSI layers 3 to 7, in
use; and their per centage occurrences
and frame sizes

- Evaluation of the LAN interconnection
utilization and traffic patterns on dif-
ferent time scales.

2  Measurement technique

and set-up

This section will provide a brief intro-
duction to the measurement technicalities
and set-up, and the limitations of the
measurement procedure. For more detail-
ed information about the measurement
methodology, please consult [2].

2.1  Definitions and

requirements

The LAN as a whole is defined as the
source and sink for the traffic for the traf-
fic coming in to and going out of the
LAN. In order to understand the LANs as
source and sink for data traffic, informa-
tion about applications, usage and loca-
tion of shared facilities (e.g. servers)
were obtained by interviews with LAN
managers.

The following metrics were measured: 

- bits per second

- frames per second

- frame length in bytes

- frame interarrival time (IAT) in mil-
liseconds 

- per centage external traffic relative to
total internal LAN traffic

- per centage occurrence of 24 LAN-
protocols on OSI layer 3, 4 and 7

- number of erroneous frames.

The frame interarrival time is defined as
the time gap between arrivals of two
adjacent frames. All the metrics are fur-
ther explained in [2]. Figure 4.1 in Sec-
tion 4.1 contains all detected protocols.

A data traffic file was generated per day
and per direction. WAN-links are offered
with bi-directional data transfer capabili-
ties; therefore, one file per traffic direc-
tion, LAN incoming and LAN outgoing
traffic, was required. Also, protocol sum-
mary and frame size distribution files
were generated once per day.

The protocol analyser should not corrupt
the transmitted data, generate any traffic,
or lose any frames.

2.2  Tool and observation point

Since the LAN interconnection traffic
data were captured at many different
types of networks for shorter periods of
time, an IP software monitor, e.g. nnstat,
etherfind or tcpdump, was considered
unsuitable for this purpose.

Due to the limitations in OSI layer 4 and
7 decoding, interarrival time detection,
and separation of incoming and outgoing
traffic in available WAN analysers, a
LAN protocol analyser was employed.
The chosen protocol analyser is a Foun-
dation Manager from ProTools, which is
an OS/2 portable computer, fitted with a
specially designed traffic measurement
software, and Ethernet and Token Ring
interfaces. Figure 2.1 illustrates the
observation point from which the data
traffic was captured at customers’ sites.

Since the external traffic is bound to go
through the router, the LAN interconnec-
tion traffic was extracted by filtering out
all other MAC frames except the frames
to and from the router. All frames with
the router’s MAC address as source is
defined as incoming traffic, depicted as
‘in’ in Figure 2.1. Consequently, all

LAN Interconnection Traffic Measurements
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List of abbreviations

and acronyms
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CAD Computer Aided Design

CMIP Communications Management Information
Protocol
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FM Foundation Manager

FTP File Transfer Protocol

IAT InterArrival Time

ICMP Internet Control Message Protocol

IGRP Interior Gateway Routing Protocol

IP Internet Protocol

IPX Internetwork Packet eXchange

ISO International Standards Organization

LAN Local Area Network

LL Leased Lines

LLC Logical Link Control

MAC Medium Access Control

ms milliseconds

NCP Netware Core Protocol

NetBEUI NetBIOS Extended User Interface

NetBIOS Network Basic Input Output System

NFS Network File System

OS Operating System

OSI Open Systems Interconnect

OSPF Open Shortest Path First

PC Personal Computer

PPP Point-to-Point Protocol

RIP Routing Information Protocol

SDLC Synchronous Data Link Control

SMTP Simple Mail Transfer Protocol

SNA System Network Architecture

SNMP Simple Network Management Protocol

SPX Sequenced Packet eXchange

TCP Transmission Control Protocol

TMN Telecommunications Management Network

TR Token Ring

UDP User Datagram Protocol

WAN Wide Area Network

XNS Xerox Network Systems

XWin XWindows
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frames where the router is destination are
identified as outgoing traffic.

These definitions assume that the internal
traffic on the LAN does not go via the
router; which is usually true, unless the
router also acts as an internal server or
several LAN segments are connected
directly to the router. In the latter case,
filter functions in the protocol analyser
can be utilized to extract the WAN traf-
fic, see [2].

2.3  Technical constraints

The fact that the observation point for
these measurements is on the LAN side
of the router, as illustrated in Figure 2.1,
yields that the measurement data obtain-
ed cannot represent the WAN link traffic
exactly. Also, the actual WAN link traf-
fic will be less than the theoretical WAN
link capacity. These two issues are due to
the parameters listed below:

- The LAN protocol overhead. Ethernet
has 18 bytes overhead, plus a padding
to ensure a minimum frame size of 64
bytes; the maximum data field (pay-
load) size being 1500 bytes. Token
Ring has 20 bytes overhead, but no
minimum frame size requirement; the
token hold time limits the maximum
frame size.

- The WAN protocols overhead. The
most common protocols on OSI layer
2 are the SDLC family, with 6 bytes
overhead and unlimited data field; and
the Point-to-Point Protocol (PPP),
which has 8 bytes overhead and 1500
bytes as maximum data field. X.25, a
layer 3 protocol, adds another 3 bytes
to the layer 2 protocol it is superim-
posed over; and the data field being
maximum 128 or 1024 bytes. LAN
data fields that exceed the WAN data
field size will be split into several
WAN frames. WAN protocols can also
be router specific.

- The router configuration, where the
buffer sizes, the encapsulation of LAN
data fields into WAN frames, and the
encapsulation of WAN data fields into
LAN frames are of particular interest.

- The WAN window size, which re-
stricts the number of unacknowledged
frames or packets that the receiving
end can buffer up.

- The control frames in a WAN proto-
col, which will steal capacity from the
payload.

- Routing information interchanged
among routers on the WAN link, using

protocols such as RIP, IGRP and
OSPF, is not visible from the observa-
tion point.

- LAN broadcast containing the router
address will be measured, but will not
be transmitted on the WAN link. This
has proven to be of little significance
in the measurements conducted here.

Since all these parameters will vary from
case to case, it is not possible to calculate
the exact WAN link utilization for each
LAN interconnection based on the ob-
tained measurement data; and it is not the
objective of this study. The objective is
to identify the LAN sites as traffic
sources to the WAN links, and therefore,
we do not wish to look into the different
mechanisms of WAN protocols, which
can be proprietary router specific proto-
cols.

Figure 2.1 illustrates the simplified topo-
logical situation, where the external LAN
traffic must be transmitted over the sin-
gle WAN-link. More complex LAN and
WAN topologies may complicate the
interpretation of the measurement data
obtained. [2] provides examples of such
complex topologies and how to deal with
them.

Since the filtering of the traffic to and
from the router is done by use of the
MAC-address, these measurements are
restricted to routed networks. Bridged
networks use end-to-end MAC-address-
ing, and these measurements are there-
fore unsuited for such networks.

2.4  Some considerations about

the integration time

The integration time or integration
period is defined as the time period over
which measurement data are collected.
When the integration time is completed,
the data obtained in that time period are
stored, data registers are reset, and a new
integration time begins. Introducing an
integration time yields statistical limita-

tions as all the figures will be accumulat-
ed over that time period. Taking the aver-
age over the integration time will hide
extreme values of the metrics given in
Section 2.1.

Hence, the ability to reproduce bursty
traffic behaviour is dependent on the
integration time: the shorter the integra-
tion time is, the better the traffic descrip-
tion becomes. Examples in [2] show that
the highest traffic load peaks are reduced
to about half the size when the integra-
tion time increases from 1 second to 10
seconds. Increasing the integration time
further to 1 minute yields yet another
halving of the traffic peaks. However, the
total number of bytes and average traffic
load per hour or day are independent of
the integration time.

Clearly, an integration time in the order
of microseconds or milliseconds is
required to obtain all details about the
traffic dynamics. In [6], the interactive
‘think and turn-around’ time is found to
be between 150 and 200 milliseconds;
and the time length of a burst is in the
order of 100 milliseconds. The maximum
end-to-end delay the user can accept is
related to the subjective perception of the
quality of service.

WAN link measurement tools are capab-
le of managing integration times down to
1 minute, which is insufficient for repro-
ducing the dynamic pattern of the LAN
traffic described in the paragraph above.

Choosing the appropriate integration
time is a trade off between the reproduc-
tion of the exact traffic pattern and the
data storage available. The nature of the
measurement task, where the protocol
analyser is left out at the customers’ site,
did not give the opportunity to first find
the busiest periods and then just store the
traffic during these hours, which would
reduce the demand for storage capacity.
Also, diurnal traffic graphs are of inter-
est, so that the measurements had to take
place 24 hours per day. Otherwise, a trig-

WANRemote
routerLAN

Observation Point

In

Out

Figure 2.1 Observation point for LAN interconnection measurements
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gering table could be employed in order
to measure traffic in certain periods, e.g.
the working hours.

Taking all this into account, an integra-
tion time of 10 seconds was chosen. As
indicated, a measurement with this inte-
gration time will not provide exact indi-
cations of the user’s instantaneous peak
demand for LAN interconnection capac-
ity. This fact should be kept in mind
when evaluating the maximum traffic
loads in this article. On the other hand,
the data measurement files become tract-
able for the storage media and the SAS
graphical and statistical software pack-
age.

2.5  Data storage

The data traffic analysis was carried out
on a UNIX workstation, and the only
possible data transport medium from the
OS/2 portable computer was via
1.44 Mbyte floppy discs. This fact limits
the maximum file size to the capacity of
a floppy disc.

Data capture at customers’ sites requires
that security precautions are taken
against insight to data information, pass-
words and similar. Raw frame headers,
which demand post-processing of mea-
surement data, would require too large
storage capacity, therefore, real-time pro-
cessing of traffic data was chosen.

The processed traffic data was organised
in a table; where new data was added

every 10th second throughout the mea-
surement duration. An integration time of
10 seconds yields 8640 lines in the table
per day per traffic direction.

3  Five LAN categories

Measurements on LAN interconnections
were carried out on a selection of 12
LAN sites in 8 different companies. The
selection of LAN sites includes business
types like public administration, oil
exploration, education, research, engi-
neering, construction, and Telenor inter-
nal.

The chosen LAN interconnections are
not an unbiased selection of all LAN
interconnections in Norway. This is due
to the fact that conduction of these mea-
surements is rather time consuming. In
order to get a representative picture of
the traffic at each LAN site, one week is
allowed per site. When considering the
level of significance for the results pub-
lished in this report, one should keep in
mind that this is a limited selection of all
LAN interconnections in Norway, and
businesses like bank, insurance, media,
and trade are not included.

However, the narrow group of large com-
panies in the selection represents major
traffic generators from various types of
LAN interconnection topologies, applica-
tions and usage. Hence, these measure-
ments will provide a first and important
experience with data traffic over LAN
interconnections for different business
types.

3.1  Organizing the selection

into categories

For a structured approach to the different
LAN interconnections under study, their
features and characteristics, an organiza-
tion into categories of the measured
LAN sites is appropriate. For this cate-
gorisation, type of office, location of
servers and external applications in use,
were important.

The categories are:

- Category A: Branch offices with local
servers, external support for database
enquiries and central application
enquiries.

- Category B: Branch offices without
local servers, external support for all
applications.

- Category C: Head offices, database
responses and central application
responses to external branch offices.

- Category D: Internet environment,
open and distributed application sup-
port worldwide.

- Category E: Computer Aided Design
(CAD) networks, external support for
graphical client-server applications.

An overview of the five categories is
given in Figure 3.1. Categories A and B
are branch offices: A with basic office
applications, like Word, Excel and simi-
lar, served locally; and B with no servers
located on the LAN site. These cate-
gories can be looked upon as information
obtainers since their users access central
databases, located in head offices. Cate-
gory B will have all applications served
from a head office.

Category C consists of head offices, serv-
ing central database and applications for
several branch offices, and such offices
may be described as information provid-
ers. These first three categories are clos-
ed company internal networks. Category
D represents an open Internet environ-
ment where users can access servers
worldwide. This category can be compar-
ed to A as regards server locations, but
category D LAN sites are not connected
to any particular head office as they are
part of an open and distributed server
environment.

The last category, E, is similar to B in
configuration, but is specific to graphical
(or CAD) applications, assuming that this
usage generates more data traffic than
common office packages and database
requests and responses.

Head office

Central servers/
databases

Branch office

Router Router

LAN LAN

WAN

Branch office

Router

LAN
Local servers

Category A

Category D

Category B

Category E

Category C

Figure 3.1 Topology overview for the five LAN categories
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3.2  LAN interconnection traffic

load per category

The LAN interconnection traffic load per
LAN category is given in Table 3.1. The
figures in the table are given as intervals
in order to illustrate the variation be-
tween the sites in each category. The fea-
tures of interest per category are busy
hour mean, maximum load, percentage
external traffic, traffic direction and ratio.

The busy hour mean are given per 100
users, to allow for comparison between
LAN sites with different numbers of
users. The busy hour time window is
investigated further in Section 5.3. The
term users means number of terminals
connected to the LAN site. The measure-
ment tool was not specified for recogniz-
ing the number of active users. There-
fore, all terminals that have access to the
LAN are counted as users. For networks
with a large share of passive users, the
weighting by all users will represent an
underestimate of the traffic load per user.

The maximum load has not been
weighted by number of users because
traffic peaks usually are caused by a few
machines loading the LAN interconnec-
tion heavily. For maximum peaks, the
considerations about the integration time
in Section 2.4 and [2] should be taken
into account. Percentage external traffic
indicates the relative amount of data traf-
fic on the LAN that is generated from or
destined for external resources.

As today’s WAN services’ capacities are
symmetric, the traffic direction with the
heaviest load has to be considered for the
dimensioning of the WAN links. In the
table, the topical traffic direction, incom-
ing or outgoing, and the in/out or out/in
ratio of number of bytes carried are indi-
cated.

According to Table 3.1, category A LAN
sites have larger incoming than outgoing
traffic due to short requests and longer
responses from central databases and
applications. The category B branch
offices, without any servers, have the
same traffic pattern as category A, but in
larger quantities. The incoming frame
lengths are up to 1100 bytes and the out-
going frame lengths are less than 150
bytes for these two categories. Frame
interarrival times in A are less than 500
ms, and less than 250 ms for B.

Head offices, in category C, have 2-7
times larger outgoing than incoming traf-
fic, due to the central database and appli-
cation traffic to and from the branch
offices. Since the users in the head office

can access the servers locally, the num-
ber of users in the branch offices is of
more significance for the LAN intercon-
nection traffic than the number of users
in the head office. The busy hour mean
outgoing traffic for category C is
between 2 and 9 kbit/s per 100 users in
the branch offices, which is comparable
to category A. Incoming frames to the
head offices in this selection are less than
200 bytes, and outgoing frames are up to
700 bytes; frame interarrival times are up
to 150 ms.

In these measurements, category D’s
busy hour mean capacity demand per 100
users lies between that of categories A
and C (head office users). This is quite
reasonable, as category D users are re-
garded as more advanced than category
A users, but do not concentrate as much
traffic per 100 users as category C LAN
sites do. Category D has less external
traffic than category B, since the latter
has no local servers. Frame sizes in Inter-
net LAN sites are up to 550 bytes for
external traffic; frames are separated in
time by up to 300 ms.

The topology and the traffic pattern of
the CAD networks in category E are sim-
ilar to the branch offices in category B,

but the CAD applications generate
approximately 15-30 times more traffic
per 100 users compared to standard
office packages in use in category B. For
category E, busy hour mean traffic up to
7.2 Mbit/s per 100 users has been detect-
ed. (Note that the category E LAN sites
contained 15 to 18 users, which makes
the busy hour mean weighted per 100
users larger than the unweighted maxi-
mum load in Table 3.1.) In the server to
client direction, frames are up to 1400
bytes; and in the opposite traffic direc-
tion the frames are from 150 to 250
bytes. Frame interarrival times are less
than 300 ms.

The categories identify different needs
for LAN interconnection capacity. Cate-
gories A, C and D generate relatively
modest traffic volumes, while categories
B and E are more demanding with
respect to WAN link transmission capa-
bilities. This is due to the location of
servers in the remote head offices for cat-
egories B and E. The LANs in these two
categories transmit and receive more than
70 % of the data on their LAN sites to
external servers, which is illustrated in
the ‘percentage external traffic per cate-
gory’ column in Table 3.1.

Category Number Busy hour Maximum Percentage Traffic
of users mean per 100 load in 10 external direction,

users1) seconds2) traffic3) ratio4)

A 50 – 300 5.3 k – 21 k 60 k – 150 k < 10 % In, < 5

B 50 – 150 100 k – 343 k 1.1 M – 1.6 M > 70 % In, 1.5 – 4

C*) 280 – 3500 22 k – 74 k 187 k – 2.1 M < 25 % Out, 2 – 7
4000 – 6000 2.2 k – 9.4 k

D 250 – 270 21 k – 24 k 387 k – 437 k 15 – 20 % -, 1.4 – 5

E 15 – 18 4.4 M – 7.2 M 2.7 M – 3.9 M > 80 % S-to-C, 2 – 4

Note: k – kbit/s; M – Mbit/s.
*) The first row indicates number of users in the head office, and traffic per 100 head office users. The

second row represents number of users in the branch offices, and traffic per 100 branch office users.
1) Busy hour mean – average traffic over the busiest hour in the measurement period.
2) Maximum – the highest average traffic load for the duration of one integration time period of 10 sec-

onds.
3) Percentage external traffic – ratio of external traffic, both incoming and outgoing, to total traffic on

the LAN.
4) Traffic direction, ratio – if outgoing traffic is dominating, the ratio of bytes is outgoing divided by

incoming; or if the incoming traffic is dominating, the ratio of bytes is incoming divided by outgoing.
S-to-C = Server to Client.

Table 3.1 LAN interconnection traffic loads per category
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4  Protocols on LAN inter-

connections

The protocols identified on the LAN
interconnections for this selection of
LAN sites are presented in this section.
Also, the frame sizes per layer 7 protocol
are looked into.

4.1  Protocol occurrence

The detected protocol stacks are given in
Figure 4.1, in order to visualize the pro-
tocols’ relations.

The most common protocol on layer 3 is
IP, detected at 10 out of 12 LAN sites
and carrying over 60 % of the traffic
measured totally. Novells IPX were pre-
sent at one third of the customers’ sites,
representing approximately 20 % of the
total traffic. LLC, indicating IBM SNA
applications, counted for a 17 % traffic
share and was represented at 5 LAN
sites.

Xerox’ XNS were in use in CAD envi-
ronments, but carried only a small frac-
tion of the total traffic quanta. Protocols
stemming from Apple, Vines, OSI IP and
DECnet are not registered in the external
traffic to and from the 12 LAN sites at all.

On layer 4, TCP and UDP are dominat-
ing, and only small portions of SPX and
OSI TP traffic were detected. The most
used protocols on the application layer

are Novell’s NCP, Telnet over TCP/IP
and IBM’s NetBEUI. Other IP-related
applications as Xwindows, NFS and FTP
are also widely in use. SMTP over
TCP/IP, NetBIOS over TCP/IP and Net-
BIOS over IPX only carry a small
amount of the total external traffic at the
LAN sites.

4.2  Frame sizes per application

The application layer protocols can be
separated into interactive and bulk trans-
fer protocols. Telnet and Xwindow are
regarded as interactive protocols, which
are recognized by short and few frames
per transmission. FTP, Xmail and NFS
belong to the group denoted as bulk
transfer protocols, where long frames are
sent back to back until the bulk message
has been transmitted. [5] [9]

NetBios and NCP are application pack-
ages and may contain several applica-
tions, both interactive and bulk transfer.

Telnet generally produces short frames:
the average frame size is around 100
bytes, which is as expected for an inter-
active application, but also longer Telnet
frames, around 150 bytes on average, are
detected in database responses. Xwin-
dows generally carries more information
than Telnet, and its average frame sizes
per category varies from 150 to 210
bytes.

NetBios superimposed over IPX and Net-
Beui generates short frames, typically
100 bytes on average, but NetBios over
TCP contains 2.5 times longer frames on
average than with the two previous pro-
tocols. This may be due to the different
configuration of NetBios over the various
transport protocols. NCP appears in PC
networks with average frame lengths
around 220–230 bytes.

In IP-environments, FTP has an average
frame size of 400 bytes, which is charac-
teristic for a bulk transfer protocol. How-
ever, for PC networks, FTP frames are
160 bytes on average, owing to transmis-
sion of shorter files. The other main bulk
transfer protocol is NFS, which has an
average frame size of 200 bytes for plain
office applications. The NFS frames are
longer, 430 bytes on average, when CAD
files are transferred. For closed company
networks, the frame sizes in Xmail
(SMTP) are modest: only 90 bytes on
average. In the Internet environment,
where Xmail is frequently in use, the
average frame size is 250 bytes.

Generally, the frames in the bulk transfer
protocols FTP and NFS become longer
as the traffic volumes transmitted be-
come larger. The frame sizes in the inter-
active applications Telnet and Xwindows
remains relatively short, regardless of
external LAN traffic load.

5  The LAN interconnec-

tion utilization

This section identifies the LAN intercon-
nections and the traffic load applied to
them. An example of traffic loads over
various time windows and the LAN traf-
fic’s demand to WAN services are given.

5.1  The LAN interconnections

The most popular WAN service for inter-
connecting this selection of LAN sites is
the leased line service. Nine out of 12
sites were interconnected by use of this
service, where four of the leased lines
were 2 Mbit/s, one was 1024 kbit/s, one
was 256 kbit/s, and three were 64 kbit/s. 

Two out of 12 LAN sites were connected
to an X.25 service, with bit rates of 9.6
and 19.2 kbit/s. A shared medium 100
Mbit/s FDDI was also used as a LAN
interconnection, but this type of service
can not be compared to the dedicated
point-to-point WAN services, such as
leased lines and X.25.
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Figure 4.1 Detected protocol stacks [7] [8]
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5.2  Traffic load applied to the

LAN interconnections

This section presents the traffic loads
applied to the LAN interconnections, or
WAN links, from the selection of LAN
sites. Table 5.1 is organised by WAN
link type with the busiest hour mean and
maximum load expressed as per centage
figures of the theoretical WAN link
capacity. For the maximum load, the con-
straints introduced by the 10 second inte-
gration time are presented in Section 2.4.
For 64 kbit/s and 2 Mbit/s leased lines,
there are 3 and 4 LAN interconnections
involved, respectively. Therefore, for
these two types of WAN links, the fig-
ures in the tables are expressed as inter-
vals covering the variation in capacity re-
quirements per LAN interconnection. As
WAN links are bi-directional, the traffic
direction, incoming or outgoing, with the
heaviest load is considered here.

The average LAN interconnection capac-
ity requirement during the busiest hour
for 2 Mbit/s represents up to 40 % of the
theoretical WAN capacity, not taking
into account the LAN/WAN transmission
issues explained in Section 2.3.

For the LAN site connected to the 1024
kbit/s leased line, the busiest hour gener-
ates an outgoing traffic equivalent to
105 % of the theoretical WAN link
capacity. This overload traffic situation is
illustrated in Figure 5.4 and discussed in
Section 5.3. The 10 seconds wide maxi-
mum peak is 3.8 times the theoretical
WAN link capacity.

Of the WAN links with less capacity than
1 Mbit/s, 64 kbit/s leased lines and 19.2
kbit/s X.25 are heaviest loaded, with up
to 89 % of the theoretical WAN link
capacity during busy hour. The 10 sec-
onds wide incoming maximum peaks for
the X.25 service is over 7 times the theo-
retical WAN link capacity. This may be
due to some buffer mechanisms in the
gateways.

5.3  LAN interconnection traffic

example over various time

windows

This section presents examples of the
LAN interconnection traffic load patterns
for 3 days, 1 day and 1 hour, respective-
ly, for a remote client to server CAD
environment (category E). The traffic
loads over the different time intervals are
shown in Figure 5.1 through 5.4. This
particular LAN site is interconnected
with a 1024 kbit/s data channel, multi-
plexed on a standard 2 Mbit/s leased line.

The bandwidth not utilized for LAN-
LAN communication is used for tele-
phony.

The traffic load graphs for three days,
given in Figures 5.1 and 5.2, represent
the external traffic load measured in both
directions at the LAN site, and applied to
the router for communication over the
1024 kbit/s.

In general, LAN-LAN traffic is extreme-
ly bursty, and it is almost impossible to
find any repeating pattern at any time
scale, as discussed in [3]. However, the
three day traffic load periods display a
daily repeating pattern. This is due to the
different activity level on the LAN-LAN
network from day to night. When consid-

ering the one day outgoing graph in Fig-
ure 5.3, one can see that the outgoing
traffic is most intense between 0800 and
1100 hours, between 1230 and 1600
hours, and between 1700 and 1900 hours;
but there is no particular busy hour. The
traffic peaks appear almost randomly
from early morning to late evening. Dur-
ing the night, there is an almost constant
level of incoming back-up traffic, and
hardly any outgoing traffic.

As explained in Section 3.2, the server-
to-remote clients traffic is larger than the
clients-to-remote server traffic. Since the
observation point is in the head office,
where the CAD server is situated, and the
clients are situated on the remote site, the

Note: k – kbit/s; M – Mbit/s; LL – Leased Lines.
1) The 100 Mbit/s FDDI ring capacity is shared between 5 routers. 20 Mbit/s is esti-

mated as WAN capacity per router, and is used as basis for percentage capacity cal-
culation.

LAN Busiest hour Maximum load Direction
Interconnection mean in 10 s

2 M LL 2.5 – 40 % 55 – 123 % 3 In + Out

1024 k LL 105 % 381 % Out

256 k LL 34.8 % 73.1 % Out

64 k LL 64.1 – 89.1 % 93.8 – 683 % 2 In + Out

19.2 k X.25 83.3 % 781 % In

9.6 k X.25 29.2 % 740 % In

100 M FDDI1) 2.6 % 10.5 % Out

Table 5.1 Traffic load applied to the LAN interconnections, expressed as percentage of
the WAN capacity
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Figure 5.1 Incoming traffic load during three days, category E
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outgoing traffic has a larger traffic vol-
ume than the incoming for this particular
category E site. The asymmetric traffic
load between the incoming and outgoing
traffic load is visible in Figures 5.1 and
5.2.

Consequently, the outgoing traffic will
be of interest in order to evaluate the
symmetric WAN-link capacity. The one
day traffic pattern for the traffic leaving
this LAN site is given in Figure 5.3, and
the busy-hour for that day is shown in
Figure 5.4.

The outgoing traffic pattern contains sev-
eral peaks exceeding the 1024 kbit/s
limit, peaks up to 3.87 Mbit/s are detect-
ed. These peaks have a width of 10 sec-
onds, as explained in Section 2.4, and
will be buffered in the router until the
WAN link is able to transport them.
Stand-alone peaks ‘taller’ than the WAN
capacity, one or two integration time
periods of 10 seconds wide, will only
experience short delays in the router
before they are transmitted on the WAN
link.

During the busy hour in Figure 5.4,
found by inspection to be from 1230 to
1330 hours, the average traffic load
applied to the router was 1077 kbit/s, as
indicated in Table 5.2. Naturally, a traffic
load from the LAN site this intense and
continuing will saturate the WAN link, as
the traffic load exceeding the WAN link
capacity cannot be handled instantly by
the router, but will have to be buffered
up. Some of the generated traffic may
stem from retransmissions due to buffer
overflow in the router, causing time-outs
in the end systems. Clearly, such long
lasting saturation situation will cause
severe delays for the users.

Table 5.2 provides statistical information
about the traffic load for Figure 5.1
through 5.4, in terms of average and
maximum bit/s per 10 seconds integra-
tion interval, and the total number of
bytes. Two relative numbers are also
included in the tables: 1) coefficient of
variation (CoV), the ratio of the standard
deviation to the mean, which indicates
the relative variation of the data in the
time window; and 2) relative mean, the
ratio of the mean to the three days mean,
that compares the mean of the data in
actual time window to the overall three
days mean.

The statistics for the one day time win-
dow show little difference from the three
day window, except for the fact that the
average outgoing traffic load is 13 %
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1) CoV – Coefficient of Variation, the ratio of the standard deviation to the mean. [4]
2) Relative mean – the mean for the time window relative to the 3 day mean.

Time Direction Mean Max. Total number 1) 2) Rel. Figure
scale bit/s bit/s of bytes CoV mean ref.

3 days Incoming 164 742 1 947 064 4 914 885 881 1.39 - 5.1

3 days Outgoing 294 571 3 865 168 8 418 091 361 1.74 1.00 5.2

1 day Outgoing 332 631 3 865 168 2 885 985 889 1.71 1.13 5.3

1 hour Outgoing 1 076 560 3 528 670 484 452 053 0.81 3.65 5.4

Table 5.2 Traffic load statistics for different time scales, category E

higher for the actual day compared to the
three day mean. These mean values are
calculated for the whole time window
duration. Considering Figure 5.3, it is
visible that there is a 6 hour period dur-
ing the night where there is hardly any
traffic at all. Taking the total traffic load
for the day and dividing it by the remain-
ing 18 hours yields a mean for periods of
the day with traffic equal to 443,508
bit/s, which is a more representative
mean.

The busy-hour mean is 3.65 times larger
than the three day mean. The CoV for the
busy-hour is also smaller than for the
other time windows, since the traffic load
is on a more stable level during the busy-
hour compared to the rest of the measure-
ment period.

5.4  LAN interconnection traffic

demands to WAN services

The characteristics of LAN interconnec-
tion traffic comprise three main require-
ments for existing and future WAN ser-
vices: 1) asymmetrical transmission
capacity, 2) efficient traffic mechanisms
for bursts, and 3) flexible allocation of
capacity.

The asymmetrical traffic load is due to
the client-server traffic, where the server
to client traffic can be up to 7 times the
load in the opposite direction. Clearly,
symmetrical WAN links, as today’s leas-
ed lines, must be dimensioned with
respect to the server to client traffic. This
results in idle bandwidth in the less load-
ed traffic direction, which represents
extra transmission costs for the customer
and over-booking of network resources
for the network operator.

Customers in the existing data packet
services, like X.25 and Frame Relay, are
charged on the basis of carried traffic
volume, where a different traffic load per
direction is taken into account. Also, the
customer is charged for the symmetrical
subscriber line into the nearest X.25 or
Frame Relay node. The latter is a leased
line with a fixed tariff, regardless of traf-
fic volume. An early ATM service, with
leased subscriber lines into the nearest
ATM node, is expected to follow a simi-
lar philosophy. When ATM has been
deployed to the customers’ premises, a
tariff totally dependent on asymmetric
traffic loads may be possible.

The bursty nature of the LAN intercon-
nection traffic represents high demands
in the dynamics of the WAN services.
Present synchronous leased lines services

offer a constant capacity, which means
that the WAN link must be dimensioned
for the peak bursts in order to give all
traffic a good quality of service. As seen
in Table 5.1, the LAN interconnection is
under-dimensioned with respect to the
peak loads in order to save transmission
costs, resulting in severe delays for the
end users during extreme load situations.

The statistical multiplexing in X.25,
Frame Relay and ATM will, to a certain
extent, support transmission of random
peak loads of short duration from one
customer, provided that the link is not
saturated with traffic from other custom-
ers. The ability to handle extreme peaks
is dependent on the buffer sizes in the
nodes. The traffic control mechanisms
will take action if the network becomes
overloaded. In order to prevent network
congestion, the nodes can dispose of low
priority packets/frames/cells or the net-
work can refuse to accept any more in-
coming packets until the overload situa-
tion is relieved.

The flexibility requirement for WAN ser-
vices is due to the alternating use of the
LAN interconnection. A branch office
with normal traffic load during the work-
ing hours, may transmit larger quantities
of back-up traffic at off peak times, e.g.
at night. In this case it will be feasible to
change the service capacity in both traf-
fic directions, either on an on-demand
basis or according to a fixed schedule.
This may be taken care of by future net-
work or service management facilities,
where the user, on-line or via the net-
work operator, can change the service
attributes according to instantaneous
LAN interconnection demands.

6  Conclusions

The main conclusions from the LAN
interconnection traffic measurements are:

- Branch offices do generally have larg-
er incoming than outgoing traffic. This
is due to relatively larger responses
than requests from remote servers,
usually situated in the head office.

- Branch offices without local servers
have significantly larger external traf-
fic than branch offices with servers on
site. In the latter case, standard office
applications are served locally, while
servers for central applications and
databases are situated in remote head
offices.

- Head offices have larger outgoing than
incoming traffic, which is due to the
central server traffic explained above.

- CAD applications generate considerab-
ly more data traffic per user than stan-
dard office packages.

- IP counts for 60 % of the traffic to and
from the selected LAN sites. The most
used protocols on the application layer
are Novell’s NCP, Telnet over TCP/IP
and IBMs NetBEUI.

- Generally, bulk transfer protocols,
such as FTP and NFS, contains larger
frames than interactive protocols, such
as Telnet and Xwindows.

- The mean external traffic load during
the busiest hour was under 90 % of the
theoretical WAN link capacity for 11
out of 12 LAN sites. One LAN site
generated outgoing traffic equivalent
to 105 % of the WAN link capacity
during the busy hour. The overload has
to be buffered up in the router.
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- The external LAN traffic is extremely
bursty during high load situations, and
peaks, of 10 seconds duration, were up
to 7 times the available, theoretical
WAN link capacity.

These observations yield requirements on
the future and existing WAN services
that shall carry the LAN interconnection
traffic. The client-server traffic has prov-
en asymmetrical, therefore, WAN links
must supply bandwidth per direction.
Also, the public network must be capable
of handling bursty LAN traffic without
severe delays or lost frames. Finally, ser-
vices must be flexible, in order to offer
required capacity according to instanta-
neous LAN interconnection traffic
demands.

7  Suggestions for further

work

A study of cost versus performance for
the WAN services used for LAN inter-
connections is an appropriate next step
for utilizing the results from measure-
ments of the type presented in this report.
The obtained external traffic measure-
ment data for a particular LAN site can
be applied to a suitable WAN service,
and issues like tariff, throughput, delay
and buffer sizes should be looked into.

In this work, the whole LAN has been
regarded as a source and sink for external
traffic, only recognized by its applica-
tions, configuration and number of users.
In order to understand the applications
generating the traffic on the LAN inter-
connection, a study per application
should be performed. One station run-
ning a certain application, e.g. FTP, can
be defined as a source and sink, and this
specific traffic can be analysed with
respect to traffic intensity and MAC
frame characteristics. Then, a large num-
ber of stations running the same applica-
tion could be employed, and the results
compared to the one station example
would give an indication of the traffic
load per station for different number of
stations.

Measurements with shorter integration
times than 10 seconds for predefined
periods of the day should be conducted
for better reconstruction of extreme traf-
fic peaks. As WAN protocol analysers
become more advanced, the measure-
ments can be carried out on the WAN
side, which would give an exact picture
of the LAN interconnection traffic flow-
ing in the public network.

The integration time introduced in these
measurements hides information about
the exact traffic patterns for data frames,
packets or cells. For modelling of LANs
as ATM sources, measurements at the
cell level are required. For higher level
queue models, obtained distributions of
mean values for frame interarrival times
and frame sizes can be used. In this case,
the interarrival time distribution of means
will represent the arrival or departure
rate, and the frame size distribution of
means will represent the service rate.
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1  Introduction
The complexity of current telecommuni-
cation networks makes it very important
to have good network planning routines
to meet the demands of the customers
with the necessary investments. One
important part of this is the dimensioning
of the needed transmission resources, and
a subtask is the dimensioning of the num-
ber of channels needed between each pair
of network switching nodes. This is what
we understand by dimensioning of trunk
groups. Input to this task is the forecast
traffic demands and the mapping of these
demands onto the network routes where
the various calls can be placed. This is
then again mapped onto the trunk groups
taking part in the route.

In telephony a channel is a dedicated
physical resource that must be reserved
for a single call for the whole lifetime of
the call. In today’s digital networks these
physical resources are divided in time-
slots (Time Division Multiplexing,
TDM). Every Nth slot is reserved for a
single call, i.e. every Nth slot belongs to
one channel where N depends on the rate
of the physical medium, e.g. 2 Mb/s or
34 Mb/s.

In ATM a channel has a more complex
definition and the amount of resources
needed for one channel is not static but
depends on the needed data rate and the
needed quality of service. The data rate
of a channel may also vary in time. This
complexity gives an increased flexibility
and a possibility for saving capacity (sta-
tistical multiplexing gain) and these are
also two of the reasons for the attractive-
ness of ATM. But it also creates new
problems and new challenges for the net-
work planning task.

In this paper we will present some meth-
ods for dimensioning of the required
capacity of trunk groups in an ATM net-
work. The task is to provide enough
capacity for the forecast traffic needs and
at the same time satisfy the given quality
of service constraints. A subtask of this is
to look for ways of dividing capacity be-
tween different traffic types to obtain a
more effective utilisation of the network
resources. The intention of such a divi-
sion is to give a lower dimensioned
capacity than we would have obtained
without using such methods. This divi-
sion will have implications for the con-
nection admission procedure.

An ATM link (= transmission path in
[5]) is in this context a physical transmis-
sion channel, characterised by a constant

bit rate (for example 150 Mb/s or 600
Mb/s) and extending between a pair of
transmission path connection end-points.
A virtual channel connection (VCC) is an
end-to-end virtual connection, set up be-
tween two users and characterised by
traffic parameters (for example peak bit
rate and mean bit rate). A virtual path
connection (VPC) is set up between two
ATM switching nodes, between a user
and a switching node or between two
users. It can be characterised in the same
manner as a VCC. An ATM link can
contain one or many VPCs and a VPC
can contain one or many VCCs. For
more exact definitions and more informa-
tion about these concepts we refer to [5].

This paper considers only VPCs or
VCCs, i.e. we do not treat the problems
related to bundling VCCs into VPCs.
Except for the first part of this paper
where we treat the multi-dimensional
Erlang loss formula, we only treat linear
Connection Admission Control (CAC)
functions. The connection admission is
then based on the calculation of an equiv-
alent bandwidth for each connection.
Ignoring the Cell Delay Variation (CDV)
tolerance this equivalent bandwidth may
equal the peak bit rate or may be less
than the peak bit rate but higher than the
mean bit rate. Taking CDV tolerance into
account the equivalent bandwidth may
become higher than the declared peak bit
rate if the CDV tolerance is allowed to
take a high value.

2  Performance para-
meters that impact
dimensioning

Performance parameters are divided into
direct and derived performance para-
meters. Derived parameters such as
availability will not be considered here.

Direct performance parameters can be
divided into

- call/connection processing perform-
ance parameters

- information transfer performance
parameters.

The connection processing performance
parameters concern the establishment,
release and parameter change of connec-
tions. These are

- connection rejection probability

- connection set-up delay

- connection release delay

- in-call connection parameter change
delay.

The information transfer performance
parameters to be considered are

- cell error ratio
- cell loss ratio
- cell misinsertion rate
- severely errored cell block ratio
- cell transfer delay
- cell delay variation.

Of these performance parameters the two
parameters that have most impact on
trunk dimensioning are:

- connection rejection (blocking) proba-
bility, and

- maximum cell loss ratio.

The connection blocking probability is
the probability that the network is not
able to deliver a connection between two
users due to lack of network resources or
due to errors in the network. A network
dimensioned for every possible circum-
stance will be a very expensive network,
if possible to realise at all. For this reason
we need to set a positive value for this
parameter, a connection blocking objec-
tive, taking both cost and user satisfac-
tion into account.

The connection blocking objective may
differ between the services. If no service
protection is used the high capacity ser-
vices will certainly experience a higher
probability of connection blocking than
the low capacity services. This can be
very unsatisfactory. Although it is not
necessary to offer the same maximum
connection blocking probability for all
services, it is necessary to use some kind
of service protection method to control
the quality of service. Service protection
methods should be used to dimension the
network with specified connection block-
ing objectives for the different services.
Dimensioning should be made for busy
hour in the same manner as for tradition-
al circuit switched networks, but the busy
hour may be different for the different
services.

When it comes to the information trans-
fer performance, different services will
have different requirements with regard
to cell delay, cell delay variation and cell
loss ratio. For the exact definitions of the
information transfer performance param-
eters, see [6]. Some services like tele-
phony are not so sensitive to cell losses,
but cell delay and delay variation must be
small. For data services the requirement
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for maximum cell delay is not so strict,
but the requirement for maximum cell
loss ratio is stronger than for telephony.
To cope with such problem QoS classes
(performance parameter classes) on the
cell level could be introduced. Otherwise
the network will have to be dimensioned
for the strongest requirements.

Some data services require large buffers.
A service like telephony which is delay
sensitive requires small buffers. Some
kind of buffer management scheme will
have to be implemented, possibly com-
bined with the use of separate physical
links in the network, to satisfy the needs
of both these services in the same net-
work.

For a given buffer size the maximum link
allocation that the CAC can permit is
given by the cell loss requirements. This
maximum link allocation determines the
capacity of the physical link in terms of
the amount of bandwidth that can be allo-
cated to the virtual connections crossing
that physical interface. This then has
direct implication on the number of phys-
ical interfaces needed towards a specific
destination (i.e. for the trunk group) to
satisfy the bandwidth needs determined
by the trunk group dimensioning.

3  The use of QoS classes
QoS classes may be introduced to cope
with different requirements for maximum
cell loss ratio and cell delay variation,

and may improve the utilisation of the
network depending on the traffic mix. A
way to achieve this is by use of the Cell
Loss Priority (CLP) bit in the ATM head-
er and some kind of buffer administration
that gives priorities to cells depending on
the value of the CLP bit. In this way we
will have two QoS classes, for example
with cell loss requirements of 10-9 for the
class with highest priority and 10-7 for
the class with the lowest priority.

The priority bit can be introduced at the
cell level so that cells belonging to the
same connection can have different prior-
ities. This has been suggested for video
services, but it seems not so much dis-
cussed in standardisation bodies any-
more.

The priority bit can also be used at the
connection level. This leads to a classifi-
cation of connections into two QoS clas-
ses depending on their requirement for
maximum cell loss ratio. It is still unclear
how to use the CLP bit, and the first
switched ATM networks will probably
use other methods to distinguish between
QoS classes because it is possible to offer
more than two classes by using other
means than the CLP bit. One way is to
use for instance the VPI field combined
with some kind of buffer administration.
Another way is to use some signalling or
management message in the set-up phase
to be able to allocate the connections to
dedicated ATM links for the different
QoS classes or to enable buffer manage-
ment procedures to discriminate between
the different connections.

Different ways of dividing connections
into QoS classes have been proposed,
and it seems that at least three such
classes will be implemented in early
switched ATM networks:

- A QoS class with a requirement for
low cell loss (e.g. max 10-9) and high
CDV tolerance or no end-to-end requi-
rement on CDV (data applications).

- A QoS class with a more relaxed
requirement for cell loss (e.g. max 
10-6) but with a low CDV tolerance
(voice and interactive video).

- A QoS class with unspecified values
(‘best effort’ and ‘low cost’ services).

The use of different links for the different
classes is only of interest if the offered
traffic is high enough to justify the re-
servation of ATM links for the different
classes. Anyhow, QoS classes with dif-
ferent requirements for maximum cell
loss will have impact on dimensioning

dependent on the way it is implemented.
If separate ATM links and buffers are
used with possible common overflow
links, we can dimension the amount of
resources needed for each QoS class sep-
arately. In this case each connection
belongs to one QoS class, and the
requirement for maximum cell loss ratio
has implications for the maximum utili-
sation of the ATM link, that is the maxi-
mum number of simultaneous connec-
tions on each link. The overflow links
will have to be dimensioned for the class
with the strongest requirements. If buffer
administration is used, this implies that
connections belonging to different QoS
classes may share the same ATM link but
experience different cell loss ratios. Cal-
culation of the admissible loading of the
links will then be more complicated and
is a matter for future research.

4  Dimensioning of trunk
groups in a complete
sharing environment

The task of this chapter is the dimension-
ing of the transmission resources in terms
of the number of ATM links needed or
the total bandwidth needed between two
network nodes. The set of ATM links
between two nodes is termed a trunk
group.

In this chapter we will concentrate on the
general methodology for the dimension-
ing of trunk groups. This methodology is
based on mathematical models that
approximate the statistical behaviour of
the traffic in the network. Inputs to this
problem are the services specified as traf-
fic types with certain traffic parameters,
the offered traffic and a connection
blocking objective for each traffic type.
We will be faced with the difficulty of
having services with different connection
blocking objectives or we have to pro-
vide some service protection method (or
both). This problem will be treated in the
next chapter. We may also be faced with
the problem of having traffic components
with different QoS objectives even on the
ATM level (i.e. maximum cell loss ratio).
This problem was discussed in chapter 2
and will not be elaborated any further.

The connection blocking objective is the
connection blocking at the connection
level for a trunk group, defined as the
proportion of the offered connections that
are blocked. The connection is blocked if
the connection is not accepted by the
CAC function for any of the ATM links
in the trunk group. All blocked connec-
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tions are cleared. In a multiservice net-
work such as an ATM network, the prob-
ability of blocking is dependent on the
offered traffic mix and on the traffic
type.

We should normally take as a starting
point the end-to-end connection blocking
(rejection) probability for each traffic
type. This is given as a part of the per-
formance specification of the network.
With basis in a network reference config-
uration, these performance measures can
be decomposed and allocated to trunk
groups in the network. In the following
we therefore assume that we have given a
maximum connection blocking probabil-
ity for each traffic type offered to a given
trunk group. In addition to this, for a real
dimensioning, we need forecasts of the
traffic for each traffic type for a reference
period (busy hour), and we will assume
that the traffic process is stationary dur-
ing the reference period. We will also
assume that all traffic streams are inde-
pendent.

4.1  The multi dimensional
Erlang loss formula

Let K be the number of traffic types
offered to a trunk group. The CAC may
now generally be formulated in the fol-
lowing way: 

n1v connections of traffic type 1, n2v
connections of traffic type 2, ..., nKv
connections of traffic type K may at
the same time be acceptable on the
ATM link v if the CAC function

F(n1v,n2v,...,nKv) ≤ C

where C is the capacity of the ATM
link (i.e. the maximum permissible
capacity allocation).

So, (n1v,n2v,...,nKv) is a feasible state
(allowable state) for this ATM link if and
only if this is the case. If (n1v,n2v,...,nKv)
is a feasible state for ATM link v,
v = 1,...,V where V is the number of ATM
links in the trunk group, then
(n11,n21,...,nK1,...,n1V,n2V,...,nKV) is a fea-
sible state for the trunk group. We denote
by Φ the set of all feasible states for the
trunk group. Φ is also called the accept-
ance region for the set of occupancy
states.

A trunk group consisting of more than
one ATM link is not a full availability
group in the sense that a connection can
not be divided between links. That is, it
is not enough to know the total number
of connections of each type in the sys-
tem. We have to know the distribution of

the connections among the ATM links in
the group. Blocking performance is then
dependent on the hunting strategies. A
random hunting strategy within the group
will place connections on ATM links
with available capacity in random order.
This may give a bad blocking perform-
ance for high capacity connections
because spare capacity is fragmented be-
tween the links. The same is true for
sequential hunting at variable position. A
connection packing strategy that seeks to
place connections on the most heavily
loaded available ATM link gives a better
blocking performance for high capacity
connections. If we then can assume, as an
approximation, that the trunk group is a
full availability group (complete shar-
ing), the state of the trunk group can be
written (n1,n2,...,nK) where

The dimensioning problem is then
reduced to the problem of calculating the
total bandwidth needed on the ATM
level for this trunk group. The mapping
of this bandwidth onto physical transmis-
sion systems, taking into account that dif-
ferent transmission systems with differ-
ent bandwidths may be used in series and
in parallel, is not considered here. Trans-
mission overhead at the physical layer is
not considered either.

Now assume that the arrival process for
the traffic is either a Bernoulli process, a
Poisson process or a Pascal process. That
is, the arrival intensity for traffic type i is
λi(ni) where ni is the total number of con-
nections of type i in the system and
where:

- λi(ni) = max [0,(Ni - ni)γi] for a
Bernoulli process,

- λi(ni) = λi for a Poisson process, and

- λi(ni) = αi + βi ⋅ ni for a Pascal pro-
cess.

The Bernoulli process corresponds to a
random process with Ni sources for traf-
fic type i. Each of these sources then,
when they are not active, tries to connect
with an intensity γi. These are forecast
intensities. When the number of sources
is high (Ni » ni) we use the Poisson pro-
cess. The Pascal process is normally used
for overflow traffic.

We further assume that the mean value of
the holding time is hi = 1/µi for traffic
type i. If the CAC function F is strictly
monotone in (n1,n2,...,nK), then the state

transition diagram is reversible and the
set Θ of feasible states is coordinate con-
vex. This means that if
(n1,n2,...,ni + 1,...,nK) is a feasible state,
then (n1,n2,...,ni,...,nK) is also a feasible
state, and then state (n1,n2,...,ni + 1,...,nK)
can be reached by an arrival of a type i
connection when the trunk group is in
state (n1,n2,...,ni,...,nK) and the state
(n1,n2,...,ni,...,nK) can be reached by a
termination of a type i connection when
the trunk group is in state
(n1,n2,...,ni + 1,...,nK).

In this case it can be shown (see [1] for
Bernoulli/Poisson processes and [10] for
Pascal processes) that the state probabili-
ties have a product form solution. That
is:

for a feasible state (n1,n2,...,nK) (1)

where

is the normalisation constant and 

is the offered traffic of traffic type i when
j connections of type i are connected to
the system.

This result is valid irrespective of the
holding time distributions of the traffic
types [10], so every traffic type may have
its individual holding time distribution.

(n1,n2,...,nK) is a blocking state for traffic
type i if (n1,n2,...,ni,...,nK) is a feasible
state and (n1,n2,...,ni+1,...,nK) is a non-
feasible state. We denote by Bi the set of
all blocking states for traffic type i. This
set is also called the blocking boundary.
The concept of blocking states is illus-
trated in Figure 2 for a case with 2 traffic
types.

The time blocking for traffic type i is the
proportion of the time the system is
blocked for a new connection of type i.
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This is the same as the probability that
the system is in a blocking state for traf-
fic type i, i.e.:

It can be shown that the relation between
connection blocking and time blocking is
given by:

- Bi(Ni,γi) = Ei(Ni - 1,γi) for a Bernoulli
process

- Bi(λi) = Ei(λi) for a Poisson process,
and

- Bi(αi,βi) = Ei(αi + βi,βi) for a Pascal
process.

On the basis of the forecast traffic for
each traffic type between two network
nodes, we can now use this general model
to calculate the total bandwidth needed
for a trunk group to satisfy the connection
blocking objective for each traffic type.
For direct trunk groups without overflow
traffic we will assume that the arrival pro-
cess is a Poisson process so that the total
offered traffic is independent of the sys-
tem state and the connection blocking and
the time blocking is equal. The formula
can then be simplified, but when K
increases the formula is not so tractable

anyhow because of all the states involved.
Especially we have the problem of calcu-
lating the normalisation constant. Various
methods have been developed to tackle
this problem. They are generally based on
recursions of the Buzen type on the state
probabilities. However, the state descrip-
tion implied in the multi-dimensional
Erlang formula is too detailed and pre-
vents a fast evaluation of the blocking
probabilities.

In order to compute more efficiently the
blocking probabilities, Kaufman [9] and
Roberts [12] introduced an aggregate
state description for the number of occu-
pied channels (i.e. allocated bandwidth).
The one-dimensional recursive algorithm
they derived will be treated in the next
section and is based on the assumption of
a linear capacity allocation (which in
case of ATM systems has to be perform-
ed by the CAC).

More precisely, each traffic type i is
characterised by an effective bandwidth
ci which is supposed to be occupied by
each connection of type i on the link. In
the case of peak rate allocation, ci is
simply the peak rate of the connection. In
the case of Variable Bit Rate services ci
is a value between the mean rate and the
peak rate. If the CDV tolerance is high,
the value may become higher than the
peak rate.

4.2  Survey of models for
dimensioning trunk groups
in case of linear CAC

We will in the following treat the trunk
group as consisting of only one ATM
link whose capacity it is our task to
dimension and we will only treat CAC
functions based on a constant effective
bandwidth for each traffic type. This
means that with effective bandwidth ci
for traffic type i and the ATM link in
state (n1,n2,...,nK), the condition for
accepting a new connection of type i is
that

where C is the capacity of the ATM link
(i.e. the maximum permissible capacity
allocation). In the next chapter we will
extend this model with service protection
methods.

Let us now assume that the values
c1,...,cK have a greatest common divisor
∆c = gcd{c1,...,cK}.

This can then be viewed as a basic band-
width unit and methods developed for multi-
slot networks can be applied. Let further

4.2.1 Roberts and Kaufmann
recursion formula

We define the overall occupancy distri-
bution as

The blocking probability for traffic type i
is then

The following recursion algorithm for
Q(d) was first presented in [12] and [9]:

for d ≤ D where Q(d-di) = 0 if d < di.

This recursion algorithm is also valid if
the effective bandwidths have no greatest
common divisor and the bandwidth
demands are given in Mb/s instead of
basic bandwidth units. But the computa-
tional effort will then be the same as for
the general model and we have gained
nothing. The computational effort will be
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Figure 2  The concept of blocking states for a connection type. Only blocking
states for connections of type 1 is indicated
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much less if a basic bandwidth unit can
be found.

This recursion formula has been extend-
ed to Bernoulli and Pascal arrivals in [2],
but in these cases we only get approxi-
mate values for the connection blocking
probabilities.

4.2.2  Convolution algorithm

This algorithm for calculating the global
state probabilities (1), is recursive in the
number of sources. The algorithm was
first published in [7]. In the paper it is
shown that it is allowed to truncate the
state space at K (K = the number of traf-
fic types) and renormalise the steady-
state probabilities. For Poisson traffic
this method is not so fast as the recursion
formula above. For Bernoulli and Pascal
traffic this method gives exact values, not
only for the time blocking probabilities,
but also for the connection blocking
probabilities.

The algorithm goes in three steps. In the
first step we calculate the state probabili-
ties pi(ni) (ni = 0, ..., ni

max = D/di) for
each traffic type i as if this traffic type
was alone in the system. For this we can
use the product form expression (1) with
K = 1.

In the next step we calculate the global
state probabilities by successive convolu-
tions:

Q1(n1 ⋅ d1) = p1(n1) for n1 = 0,...,n1
max

for d = 0,...,D and i = 2,...,K

The global state probabilities are now
given by Q(d) = QK(d) for d = 0,...,D
after normalising.

The time blocking probability can then
be calculated as above, but for Bernoulli
and Pascal arrivals we need another step
to calculate the connection blocking
probabilities.

In this third step we deconvolute Q(d) by
finding Qi(d) such that

The connection blocking probability for
traffic type i is now given by:

(only the low capacity traffic types are
considered now), and the highest individ-
ual connection blocking probability in
the mixture Emax = max{Ei |i = 1,...,K}.

If dmin = min{d1,...,dK} approximate for-
mulas for these are

For the other class, i.e. suggested for
connections with peak rate/effective
bandwidth between 0.5 Mb/s and 5–10
Mb/s, the requirement for connection
blocking probability is not so strong. For
this class it is suggested to use the same
connection blocking requirement for all
traffic types in the class (trunk reserva-
tion, see below). An approximation for
this blocking probability is given by

Traffic types with higher capacity
requirements will have to be treated
separately, perhaps on a prebooking
basis.

4.2.4  Labourdette & Hart method

This is another approximate method.

Let

the unique positive real root of the poly-
nomial equation

and

for α ≠1. The blocking probability for
traffic type i is then by this approxima-
tion method given by [10]:

143

Bi = 

Due to numerical problems it may be bet-
ter to calculate Qi by convolutions of
homogenous state probabilities pi.

4.2.3  Lindberger method

This is an approximate method.

Let dmax = max{d1,...,dK} and n = D -
dmax. We assume that dmax is much
smaller than n. The blocking states are
now approximated by [11]:

for k = 1,...,dmax, where

is the total bandwidth demand of the
offered traffic,

is the peakedness factor (and a measure
of the mean number of slots for a con-
nection in the mixture (‘equivalent aver-
age call’), see [3]),

and Erl(x,A’) is the Erlang formula (lin-
ear interpolation between integer values
of x).

The validity of this method for ATM
should be tested and perhaps other values
of n’ should be chosen depending on the
traffic mix.

Now the idea is to divide the traffic types
into two classes and to dimension capac-
ity using the model above for each of
these classes separately. The first class is
for low capacity traffic, i.e. suggested for
connections with a highest peak rate /
effective bandwidth in the order of
0.5 Mb/s on a 155 Mb/s ATM link. For
this class the objective is to control the
average connection blocking probability
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Figure 3  Set of feasible states with a completely partitioned trunk
group, case with 2 traffic types

The Lindberger and Labourdette & Hart
methods are meant for network planning
purposes where the calculations must be
iterated a great number of times in the
process of optimising a network. For the
purpose of dimensioning of the trunk
groups between a network node and the
adjacent network nodes the exact meth-
ods can be used.

5  Service protection
methods

A complete sharing strategy will probab-
ly not be an optimal dimensioning strat-
egy, though this depends on the traffic
mix and the required maximum connec-
tion blocking probability for the different
traffic types. The reason for this is that a
complete sharing strategy will result in a
higher connection blocking probability
the higher the bandwidth demands are.
An effect of this will be that requests for
high bandwidth services will be rejected
in heavy traffic periods due to lack of
resources. Under normal conditions the
connection blocking probability may be
satisfactory, but then at the expense of a
low network utilisation.

For trunk groups consisting of more than
one ATM link, this may partly be reme-
died by using routing methods when
hunting for free capacity. Two such rout-
ing methods are

- the concentration method, and
- the separation method.

The concentration method is a sequential
hunting with homing. Since we then
always start the hunting with the same
link, this link will always be heavily
loaded and the last link in the sequence
will be less loaded (depending on the
offered traffic).

When using the separation method we
still do sequential hunting with homing,
but the traffic types are divided in two
classes (the types with the highest bit
rates is one class) with opposite homing
positions.

The advantage of these methods is a
lower connection blocking probability
for traffic types with high capacity
demands. A disadvantage is a higher pro-
cessor load due to more retrials before
success in the hunting process.

Routing methods alone are not the best
way to compensate for the bad effects of
a complete sharing stategy and we have
to use service protection methods for best
network utilisation with given connection
blocking constraints. Methods for pro-

tecting certain services in the connection
establishment phase will normally give a
lower dimensioned capacity for carrying
the offered traffic streams with the con-
straints given by these connection block-
ing objectives. Such methods are describ-
ed below.

5.1  Completely partitioned
trunk groups

This is the straightforward service pro-
tection method in which case the trunk
group is divided in K parts, one for each
traffic type. It is illustrated in Figure 3
for K = 2. The needed capacity is dimen-
sioned for each traffic type separately,
based on offered traffic and connection
blocking objective for this traffic type.
Standard dimensioning methods can be
used as if only this traffic type was offer-
ed to the system. The total dimensioned
capacity will be the sum of the dimen-
sioned capacity for each traffic type.

This method may be used in combination
with one of the methods given below, i.e.
the traffic types may be divided in
classes with complete partitioning of the
trunk group between the classes and use
of one of the methods below inside a
class.

5.2  Traffic type limitation
method

This method is also called the partial
sharing method.

The total number of connections of traf-
fic type i is limited by

for i = 1,...,K, where

The method is illustrated in Figure 4 for
a case with 2 traffic types,

For this method we still get a product
form solution for the state probabilities
and we may also apply a modified ver-
sion of Roberts and Kaufmanns recursion
algorithm for the overall occupancy dis-
tribution:
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d . Q(d) =

for d ≤ D.

Here Q(d - di) = 0 if d < di and Li(ni
max,

d - di) is the probability that ni
max con-

nections of type i are connected to the
system and that d - di slots are occupied
in the system at the same time.

It is better to use the Iversen convolution
algorithm in this case. The two first steps
of this algorithm are then as before, only
with the modification of ni

max in the first
step. We then need deconvolutions in the
third step to calculate the blocking proba-
bility for connections of type i. That is,
we find Qi(d) by:

The blocking probability is then given by

Methods for calculating the minimum
total trunk group capacity to achieve the
connection blocking criteria are given in
[8].

5.3  Trunk reservation method

This method is also called the sum limi-
tation method and the priority reservation
method. It is probably more effective as a
method for reducing the blocking proba-
bility for high capacity connections than
the traffic type limitation method.

In this case we introduce a traffic type
threshold to protect high capacity con-
nections against high connection block-
ing probability. This means that with
equivalent bandwidth ci = di ⋅ ∆c and the
system in state (n1,n2,...,nK), the condi-
tion for accepting a new connection of
type i is that

with Θi ≤ D - di for i = 1,...,K, Θi < D - di
at least for one value of i.

Here Θi is the link allocation threshold
for traffic type i. The product form solu-
tion is not valid in this case. Good
approximate solution can be found by the

following recursion [13]: Approximate
Q(d) by the function Q’(d) given by

where

and

In [4] it is recommended, due to experi-
ence from simulation studies, to replace
this expression by

where

Ei is as before the connection blocking
probability for traffic type i and the com-
putation of the values Ei and µ along
with the recursion algorithm must be iter-
ated until the values converge.
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By letting Θi = D - max{d1,...,dK} the
trunk reservation method gives equal
blocking probability for all traffic types.
More generally, one can tune the para-
meters Θi to obtain preferred connection
blocking probabilities for the individual
traffic types. A method for doing this is
described in [4]. A problem with this
method is instability which may arise in
overload situations. To overcome this it
may be that the link allocation thresholds
Θi, as used by the CAC, must be dynami-
cally changed in such situations.

6  Conclusions
We have discussed an extension of the
Erlang loss formula to an ATM network
with a finite number of connection types
with different capacity demands and with
a general connection acceptance proce-
dure. When we limit the treatment to
cases where the connection acceptance
function is a linear function of the num-
ber of connections of the different con-
nection types, fast algorithms exist for
calculating the connection blocking prob-
abilities. Thus, dimensioning of trunk
groups based on objectives for the con-
nection blocking probabilities, can be
achieved rather straightforward in these
cases. Linear connection acceptance
functions will be dominating in early
ATM networks.

Number of type
2 connections

Number of type
1 connectionsFeasble state

boundary given by
linear CAC

n2
max

n1
max

Figure 4  Traffic type limitation method
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Preliminary studies indicate that traffic
mixes where low capacity traffic com-
petes with high capacity traffic, do not
perform well. Either the connection
blocking will be unacceptably high for
the high capacity traffic or the link utili-
sation will be unacceptably low. Routing
methods alone do not repair this, and we
have to use service protection methods
for best network utilisation with given
grade of service constraints. Also in these
cases the computational effort is small
when dimensioning according to an
equivalent bandwidth allocation model.

When the offered traffic grows, it may be
a good idea to separate the traffic in
classes with dedicated capacity pools in
the trunk group for each class and per-
haps a capacity pool for common over-
flow.

- Traffic with capacity demands of 5 –
10 % of the link capacity and more
may be treated separately, perhaps on a
reservation basis.

- It may be that we should also divide
the rest of the traffic in two classes, i.e.
traffic with capacity demands lower
than for instance 0.5 % of the link
capacity in one class, though this
depends on the traffic volume and the
traffic mix.

The provision of quality of service
classes, best effort services, variable bit
rate services with more complicated (non
linear) allocation schemes and various
ways of bundling virtual channel connec-
tions into virtual path connections, will
complicate the dimensioning task. This is
a challenge for future research activities.
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Abstract
The telecommunications industry is
presently witnessing the broadband
integrated services digital network (B-
ISDN) evolution. B-ISDN, and speci-
fically asynchronous transfer mode
(ATM) technology as the chosen solu-
tion by ITU-T, may be looked back
upon in a few years as being element-
ary and simple. Today this is definitely
not the case. Experience in traffic pro-
files in the various public B-ISDN net-
work topologies is limited. With vari-
ous equipment and private networks
connected to the public network the
complexity will increase many times.
The question asked by many is what
traffic profiles will the future telecom-
munications networks experience.
Some of these foreseen traffical scenar-
ios and the influence these will have on
traffic profiles are presented.

B-ISDN pilot projects are being car-
ried out world-wide. Benchmark tests
and performance evaluations are con-
stantly being made. However likely or
unlikely, various traffic models are
suggested used in these tests. Thoughts
around the validity of these tests are
brought forward.

In order to test the Ericsson ATM
switch, traffical switch performance
tests were carried out. The theory
behind these tests are outlined. Finally,
a comparison of theory and reality
based on practical test experience is
made.

1  Introduction
One of the main problems associated
with the dimensioning and testing of
ATM networks is the fact that the stan-
dards are not yet completed. Experience
gathered through tests will aid the com-
pletion of these standards, and that is
why these performance measurements,
and many other quality of service (QoS)
measurements, are so important. Of
course, before performance measure-
ments can be made, conformance and
interoperability testing must be complet-
ed. Even these tests reveal inconsisten-
cies and misunderstandings of the stan-
dards and equipment being developed.

Figure 1 shows an example of a simple
B-ISDN network. Even with such a
simple network configuration the profiles
of many different traffic sources are dif-
ficult to predict. Bearing in mind that this
is an early configuration, measurements

made today and the traffic profiles ex-
perienced at the measurement points of
interest will be altered as the number of
users, the amount of traffic, and the types
of applications evolve.

1.1  A simple network scenario

Figure 1 gives a simplified view of a pos-
sible network scenario and some of the
measurement points of interest.

Network topologies are one of the main
factors which will influence the traffic
profiles seen at the measurement points
of interest. For example, whether a user
network interface (UNI) is connected to a
local area network (LAN) or is used for a
video on demand (VoD) distribution ser-
vice is of a major consequence to the
traffic profiles.

Standardisation bodies estimate the per-
formance objectives which should be
provided by the network, but the end user
and applications being run will determine
the quality required.

The main objective of the tests outlined
in this article was to estimate the perfor-
mance of the switch under test. Some
tests needed to be repeated many times,
requiring quick and simple test routines,
while others were simplified due to limit-
ations in the test equipment.

1.2  Broadband services

Based on a basic knowledge of the wide
range and variety of broadband services
and applications being defined today, we
realise that future applications may only
be limited by our imagination. These
may exhibit totally different traffic char-
acteristics from those foreseen today.
Bearing this in mind, we also realise the
need to define reference points and stan-
dard test suites for performing QoS eval-
uations. In due time, experience will sup-
ply the information needed to dimension
these networks properly.

1.3  ATM traffic

Various different traffic types have been
specified to date. We have ATM traffic
in its most simple form, Constant Bit
Rate (CBR). The Cell Transfer Delay
(CTD) and Cell Delay Variation (CDV)
of CBR traffic is of course very low (typ-
ically some tens or a few hundreds of
microseconds) and peak rate policing is
an adequate mechanism for controlling
this traffic. Variable Bit Rate (VBR) traf-
fic may exhibit greater CTD and CDV
(in the order of milliseconds) and will in
addition require the use of a sustainable
cell rate policing algorithm and a maxi-
mum burst tolerance. Two types of VBR
traffics are defined; real-time and non
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real-time VBR with the latter exhibiting
less stringent requirements on CTD and
CDV. Available Bit Rate (ABR) traffic
may be seen as being the most extreme
where CTD and CDV are concerned. For
ABR traffic a closed-loop feedback con-
trol system is employed so that traffic
may be sent only when there is band-
width available. ABR traffic makes no
delay guarantees.

ATM Forum is presently considering the
VBR+ service which like ABR employs
a closed-loop feedback control system, in
addition to offering delay and loss guar-
antees. Another traffic type which is in
the process of being drafted by ETSI is
the ATM Block Transfer (ABT). Two
types of ABT traffic are being suggested;
immediate transfer (ABT/IT), and de-
layed transfer (ABT/DT).

1.4  Test traffic for an ATM
network

ATM Forum defines a Quality of Service
(QoS) measurement arrangement as
shown in the figure below. (See [9].) Al-
though ATM Forum states that only the
UNI is of interest when performing these
QoS measurements, the NNI and espe-
cially the ICI are here also considered to
be of interest.

As the tests performed on the Ericsson
ATM switch were out-of-service mea-
surements, no real traffic was present
during the test periods.

The test traffic is used for all measure-
ments, while the controlled traffic is used
either to influence the test traffic or to fill
the available bandwidth found on the
same interface. The sum of the traffic
constitutes the foreground traffic and is
of a deterministic nature.

Background traffic must be of a statistic
nature and of sufficiently high bandwidth
in order to influence the test traffic.

1.5  The test set-up

A view of the test set-up used for all of
the performance measurements can be
seen in Figure 3.

The Ericsson ATM switch was controlled
using a VT100 window on a Sparc sta-
tion. As a synchronisation source, the
switch may either accept a 2 MHz clock,
extract a clock from the incoming STM-1
signal, or run on a built in 155.52 MHz
clock. In order to ensure total system
synchronisation the incoming STM-1
signal was used to lock the switch syn-
chronisation to the foreground traffic
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generator (Hewlett Packard), and the
background traffic generator used an
STM-1 signal from the switch as a syn-
chronisation source.

Test traffic and controlled traffic were
generated using the Hewlett Packard
broadband test equipment which was
chosen for the deterministic foreground
traffic. For generating suitable back-
ground traffic the PARASOL test equip-
ment developed during RACE project
R1083 was used. This equipment can
emulate statistical background traffic
such as Bernoulli traffic as required.

1.6  Traffic profiles

Due to the asynchronous nature of ATM,
all performance parameters in ATM net-
works have load dependent components.
A complete mathematical analysis of
load conditions in an ATM network is
practically impossible at this time. There
are just too many variables, such as the
pseudo random arrival times of ATM
cells, endless variations of network con-
figurations, and all the different error
rates which must be taken into account.

The previous chapter dealt with the vari-
ous traffic types needed when testing an
ATM switching system. No real traffic
was admitted into the system while tests
were ongoing. Instead, test traffic and
controlled traffic were admitted into the
network. The test traffic having passed
through the network was then evaluated.

Background traffic was also allowed to
pass through the network in order to
achieve more realistic traffic load situa-
tions.

Of course, if we idealise our world such
as we so often do, we may make certain
estimations which we may assume to be
realistic. These estimations enable us to
find more or less appropriate models to
be used.

In telephony, Poisson processes are used
to model traffic. Poisson processes are
relatively simple and easy to model, and
the superposition of independent Poisson
processes results in a new Poisson pro-
cess which is the sum of the individual
processes.

In the testing of broadband networks
Bernoulli traffic has been defined by sev-
eral network operators to simulate load
conditions. The Bernoulli traffic used for
testing the Ericsson system is described
in the following chapter.

1.7  Bernoulli traffic

The Bernoulli process, like the Poisson
process, is a renewal process. Being very
simple, it can be explained as the dis-
crete-time analogue of a Poisson process.
If the probability of the arrival of a cell in
any time slot is denoted p, then for k time
slot, the corresponding number of arriv-
als is binomial and may be expressed as:

for values of n from 0 to k.

For more information on Poisson or
Bernoulli events see “The statistical anal-
ysis of series of events” by Cox, P.A.
Lewis [12].

2  Performance
parameters

At the measuring points of interest de-
picted in Figure 1 various cell outcomes
may occur. The cell may be successfully
transferred, it may arrive correctly, but
have an errored information field, it may
not arrive successfully (become lost), or a
misinserted cell may arrive at a measuring
point which is not identified as belonging
to any of the established connections.

Further, a sequence of errored cells, these
being either errored, lost or misinserted,
may be observed in a received cell block.
This is termed a “severely errored cell
block outcome” and the reason for this
measurement is to exclude such occur-
rences from measurements used to evalu-
ate the ATM layer performance. When

the physical layer is functioning cor-
rectly, severely errored cell block occur-
rences should be extremely rare.

From these cell outcome events a number
of cell performance parameters have
been defined; cell error ratio, cell loss
ratio, cell misinsertion rate, cell transfer
delay and cell delay variation. These
parameters are explained in turn in the
following chapters.

The performance parameters explained in
the following chapters are as defined in
the standards and recommendations
referred to (5, 9 and 10), but the methods
for obtaining them are those found by the
author to be most suitable when taking
the various measurement factors into
consideration.

2.1  Cell error ratio

The Cell Error Ratio (CER) is defined as
the ratio between the number of erro-
neous cell information fields to the total
number of cells transmitted in a defined
period of time. Various CER measure-
ment techniques have been looked at.

Traditional methods for calculating bit
error ratios have been to insert a pseudo
random bit sequence (PRBS) into the
information field of the carrying frame or
protocol. Cell losses which may of
course occur during the measurement
period will lead to a multiplication of bit
errors. Instead, ATM adaptation layer
(AAL) protocols were used to determine
the number of bit errors in the ATM cell
information field. Two different AAL
protocols have been looked at.
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2.1.1  Measuring the cell error ratio
using the AAL-3/4 protocol

In order to calculate the CER a test traf-
fic of ATM cells with AAL3/4 protocol
should be generated. An overview of this
protocol structure is shown in Figure 5.
See [6] for more information on the
AAL3/4 protocol.

The AAL-3/4 protocol includes a cyclic
redundancy code (CRC)-10 field which
should detect single bit errors in the entire
ATM cell payload. The error detection is
performed on a cell basis, therefore lost
or misinserted cells should not influence
the number of CRC errors (i.e. the num-
ber of errored cells) detected.

During this measurement period the fol-
lowing primary measurement values
were recorded:

- Selected cell bandwidth (used to derive
the total number of user cells)

- Duration of measurement period

- Number of CRC-10 errors.

The following secondary measurement
values were also recorded for verification
of the functionality:

- Number of corrected headers (single
bit header errors)

- Number of bad headers (multiple bit
header errors of multiple consecutive
single bit header errors)

- Number of lost cells.

By calculating the relationship Number
of CRC10 Errors to Total Number of
User Cells we obtain a figure for the cell
error ratio. If a secondary measurement
value was found to be larger than expect-
ed, then the measurement was deemed
invalid.

2.1.2  Measuring the cell error ratio
using the AAL5 protocol

In order to calculate the cell error ratio a
test traffic of ATM cells with AAL5 pro-
tocol should be generated. An overview
of this protocol structure is shown in Fig-
ure 5.

The AAL5 protocol includes a CRC-32
field which should detect single bit errors
in the entire ATM cell payload. The error
detection is performed on a protocol data
unit (PDU) basis, but by knowing the
PDU length (i.e. the number of ATM
cells used to transport each PDU) we can
here too calculate the cell error ratio. In
addition, if we generate PDUs which are
carried by a single cell (i.e. as shown in
the figure above) then the likelihood of
multiple errors occurring in a single PDU
is reduced.

During this measurement period the fol-
lowing primary measurement values
must be known or recorded:

- Selected Cell bandwidth (used to
derive the total number of cells)

- Duration of measurement period

- Number of CRC-32 errors

- PDU length (number of cells used to
carry each PDU).

The following secondary measurements
values were also recorded for verification
of the functionality:

- Number of corrected headers (single
bit header errors)

- Number of bad headers (multiple bit
header errors of multiple consecutive
single bit header errors)

- Number of lost cells.

By calculating the relationship Number
of CRC32 Errors to Total Number of
Cells and having knowledge about the
length of the segmentation and reas-
sembly (SAR)-PDU we obtain a figure
for the cell error ratio. If a secondary
measurement value was found to be
larger than expected, then the measure-
ment was deemed invalid.

2.2  Cell loss ratio

The cell loss ratio (CLR) is defined as
the ratio between the number of cells lost
to the number of user cells transmitted in
a defined period of time.

At least three possible causes of cell loss
are identified. The cell delineation mech-
anism, which is based on the verification
of the header error control (HEC) field
may correct single bit errors and detect
multiple bit errors. Double bit errors lead
to a cell discarding, while more severe
errors may lead to even worse conditions
such as cell misinsertion. Due to the sta-
tistical nature of ATM traffic, buffer
overflow may also occur. Finally, the
user parameter control (UPC) function
may discard cells if the agreed traffic
contract parameters are violated.

A fourth condition which will cause cell
loss is the occurrence of severely errored
cell blocks, though this condition should
be filtered from any measurement period.
Due to the difficulty in filtering this
occurrence and the fact that these should
occur relatively seldom, measurements
may be necessary to perform several
times if the results indicate that such an
event has taken place.

Normally, severely errored cell blocks
should cause an Out of Cell Delineation
(OCD) event and result in a Loss Of Cell
Delineation (LOC) alarm. By measuring
the total duration in the OCD state during
the measurement period (if such an event
should occur), we may calculate the
number of cells which should have
passed during the OCD state and exclude
these from the measurement results.

Two methods of measuring cell loss are
possible; cell losses detected using the
sequence number, and cell losses detect-
ed using cell blocks. Because this second
method was not supported by the test
equipment obtained, the first method was
chosen. Two different protocols for test-
ing the CLR have been looked at and are
described in the following sections.

2.2.1  Measuring the cell loss ratio
using the AAL-1 protocol

In order to calculate the cell loss rate a
test traffic of ATM cells with AAL-1
protocol should be generated. An
overview of this protocol structure is
shown in Figure 6.

The AAL-1 protocol includes a Sequence
Number (SN) field and a Sequence Num-
ber Protection (SNP) field, thereby pro-
viding a very reliable cell surveillance
mechanism. Lost cells should only
remain undetected when a multiple of
eight cells disappear. Though if a multip-
le of eight cells are lost the switching
system should also report a Loss Of Cell
Delineation and this may constitute a
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severely errored cell block (i.e. should
not be included in the measurement).

During this measurement period the fol-
lowing primary values should be recorded:

- Selected Cell bandwidth

- Duration of Measurement Period

- Number of Sequence Number Errors.

Also the following secondary measure-
ment values should be recorded:

- Number of Corrected Headers

- Number of Bad Headers.

The ratio of Lost Cells to Total Number
of User Cells transmitted then gives us
the Cell Loss Ratio.

2.2.2  Measuring the cell loss ratio
using the AAL-3/4 protocol

The AAL-3/4 protocol may also be used
for this measurement. The AAL3/4 pro-
tocol includes a four bit sequence num-
bering thereby reducing the chances of
having a multiple number of cell losses
occurring undetected (i.e. eight consecu-
tive user cells), but does not include a
protection field as in the AAL-1. There-
fore use of the AAL-1 protocol is seen to
be more reliable.

A schematic view of the AAL-3/4 proto-
col structure may be seen in Figure 5.

During this measurement period the same
values as those used when using the
AAL1 protocol described in chapter 2.2.1
should be recorded.

2.3  Cell misinsertion rate

Cell Misinsertion Rate (CMR) is defined
as the total number of misinserted cells
observed during a specified time interval
divided by the time interval duration.
Here too, severely errored cell blocks and
their duration are to be excluded from the
measurement.

Normally, cell misinsertion is assumed to
be related to the occurrence of multiple
bit errors (more than two) in the ATM
cell header. Single bit errors are usually
corrected and double bit errors are de-
tected, but detection cannot be guaran-
teed with three or more errors in the cell
header. For the cell to be defined as
misinserted, the resulting erroneous
header value must be the same as the
value corresponding to another connec-
tion. Otherwise, depending upon where
the error should occur, the cell will not
be permitted through the switching sys-

tem. A high CMR is considered as being
most critical as it will also influence the
QoS of other users, possibly many other
users. The CMR should therefore be very
low. A value of 10-13 has been suggested
by various service providers.

No support for recording events of cell
misinsertion were found in the test equip-
ment. Therefore the CMR was recorded
by logging the number of unidentifiable
cells registered by the switching system.

2.4  Cell transfer delay

Cell Transfer Delay (CTD) is the time
taken for a cell to be transferred from
source to destination. The CDT may vary
greatly depending on the switch load. An
increasing CTD may be seen as an early
indication of possible cell loss due to
buffer overflow conditions in the network.

In order to test the average cell delay
through the switching system, calibration
of the measurement equipment must first
be performed. The HP broadband test
equipment is calibrated by first measur-
ing the cell delay introduced when the
coaxial cable from the test equipment
(output port) is looped back to the input
port.

The average cell delay registered during
this measurement must then be subtract-
ed from the values obtained during mea-

surements through the switching system.
Because the CTD may vary during load
conditions, this measurement should be
made a number of times with varying
background traffic.

Alternatively, the time stamping function
of the test equipment may be used. The
HP test equipment used, supported the
time stamping of cells.

2.5  Cell delay variation

This chapter discusses issues to do with
the measuring of Cell Delay Variation
(CDV) and the introduction of CDV for
test purposes. Two different parameters
for CDV measurements are defined by
ITU-T; 1-point CDV which is the differ-
ence between the actual time of arrival of
a cell and the expected cell arrival time,
and 2-point CDV which measures the
actual delay variation of a cell stream. 2-
point CDV measurements are performed
using special test cells and can only be
performed out-of-service.

In order to test that the UPC algorithm
does not discard cells which conform to
the traffic contract and has a cell delay
variation below some predetermined
value, at first glance a very difficult mea-
surement is needed, like the one shown
in Figure 7 in which we need to tune
background traffic such that a sufficient
amount of CDV is introduced. Further-
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Figure 8  Deterministic introduction of CDV

Figure 9  Test traffic with deterministic CDV introduced

more, prior to entrance in the analyser we
need the UPC algorithm to test that con-
forming cells are not lost.

This is a very complicated task, and
instead we suggest the following much
simpler alternative outlined in the follow-
ing sections.

It should be noted that the following de-
scription applies to the Ericsson policing
algorithm which in the strict sense is not
a peak cell rate (PCR) scheme, alhough
the algorithm implemented does in fact
satisfy all of the criteria set by the net-
work operators which are using the sys-
tem. If a strict PCR mechanism is to be
tested then the clusters of cells should be
reduced to two.

2.5.1  Testing of CDV for a single
connection

Let the test traffic be deterministic traffic
constructed in the following manner:

Consider initially a CBR cell stream with
interarrival time T between cells (upper

line in 8). Since the CDV tolerance is d,
take now the first cell and delay it by the
allowed amount d. Since cell sequence
integrity must be maintained also the 

next        cells must be delayed, and delay

them just so much that         + 1 cells are 

coming back to back. Let cell no.        + 2

have no delay but at cell no.          + 3 

you start to repeat the whole procedure.

Thereby a periodic sequence (the lower
one at the figure) is generated which can
be programmed into the HP traffic gener-
ator.

In the UPC algorithm of the switching
system the leak rate should be set such

that it exactly decrements a single cell
arrival to zero in T time units. The
threshold value should be put to

2 +          in accordance with the 

argument given in [2].

2.5.2  Testing of CDV at the STM-1
rate

To generate a CDV of 300 µs (which was
the network operator requirement) it has
been explained that bursts of 3 and 3
cells for a single connection must be sent
from the traffic generator.

In order to reduce the time necessary to
perform these tests involving CDV limit-
ations, either a single connection of suffi-
ciently high bandwidth must be involved
in the measurement, or several connec-
tions which together have the desired
bandwidth must be measured upon.

Obviously, there is an upper limit to the
bandwidth of a single connection which
may be measured with the appropriate
CDV introduced. Therefore the latter of
these two measurements is seen to be
simpler to achieve using the available
traffic generator and should reduce the
test period.

A graphical representation of this idea is
presented in Figure 9.

The above traffic can be generated using
a memory based traffic generator such as
the Hewlett Packard Broadband Test
Equipment.

3  Test results
Before the performance measurements
outlined in this report were made, re-
quirements for the various values were
given by some network operators. At
least one network operator presented the
following requirements:

- The CLR should be less than 10–10

measured over a 12 hour period.

- The CER should be less than 5 x 10–10

measured over a 12 hour period.

- The CMR should be less than 10–13.
(For practical reasons it was stated that
only one misinserted cell was allowed
to be recorded during a measurement
period of 12 hours.)

- The average CTD was to be less than
250 usec.

- The CDV was to be less than 300 usec
with a probability of 1 – 10–10.
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3.1  Measured results

Initial tests showed unacceptable values
for many of the above measurements.
After having made some simple measure-
ments with an Ohmmeter, insufficient
grounding of the equipment was found to
be the cause. This greatly increased the
performance, but in order to achieve the
results given above the synchronisation
set-up as explained in section 1.5, “The
test set-up” was necessary.

Due to company policy detailed informa-
tion about the measured values is not
given in this document. What can be said
is that all of the performance require-
ments detailed in the previous chapter
were met.

For many of the measurement intervals
where CLR, CER and CMR were mea-
sured, not a single erroneous event was
recorded.

4  Validity of tests and
test results

All of the tests outlined in the paper were
based on requirements by network opera-
tors. The interfaces used, bandwidth allo-
cated during test periods, duration of test
period, and the desired results were spec-
ified a priori by network operators. How
to obtain the values for each measure-
ment were specified by the test group
where the tests were performed.

Much can be said about the validity of
each test, and there is little doubt that
improvements to the tests outlined are
possible. Test equipment is constantly
becoming more advanced, as is the
equipment it is being designed to test.
These tests were made with the equip-
ment available at the time of testing.

The duration of the measurements is also
a subject for discussion. When attempt-
ing to record rare events such as the
CLR, CER and CMR, months or even
years may be necessary. All we can do in
the time frame available is make a esti-
mate which will be correct with a certain
probability. This issue and some other
areas which may be subject to improve-
ment are outlined in the following sec-
tion.

4.1  Validity of the test set-up

As previously stated, due to several rea-
sons the tests outlined in this report were
to be kept simple. Firstly, limitations in
both the test equipment and the system
under test (for simplicity only three
switch interfaces were used) presented a

finite number of test configuration possi-
bilities.

It was stated that 80 % Bernoulli back-
ground traffic was to be present in the
switch during the measurement periods.
Bernoulli traffic should have been pre-
sent on all switch interfaces simultane-
ously, though whether this would have
had any impact on the measurement
results is doubtful.

Secondly, with the short time available
for performing each test and the need to
perform each test a number of times,
simplicity was essential.

4.2  Validity of long measure-
ments

A very important question which has
arisen during the initial stages of these
tests is; “What measurement duration is
necessary in order to be able to estimate
the frequency of rare events, such as the
CLR, with reasonable accuracy”. Though
requirements on the duration of each test
were given by network operators, the fol-
lowing section outlines some of the
thoughts around this issue.

4.2.1  Rare events and point pro-
cesses

Let us assume that during some (long)
experiment a number of (rare) events are
observed and counted. The process of
events is described by the mathematical
term point process, and a point process
can be described in two ways; either by
the interval representation or by the
counting representation. In the interval
representation, track is kept of all inter-
arrival times, and this gives in some
sense a microscopic and very detailed
view of the process. In the counting rep-
resentation, a measurement interval is
chosen and the number of events in this
interval is studied. This yields in some
sense a more macroscopic view of the
process.

A basic objective of the experiment is to
estimate the rate (or the probability) of
rare events. The chances of doing this is
very dependent on the a priori knowledge
we have of the process.

If the process is known, more can be
said. If the process under study is a Pois-
son process with rate λ, and we take a
measurement interval of length T then
the mean number of events will be λT
and the standard deviation will be √λT.
This implies that with a measurement
period of 100 times the expected time
between events we will be able to say

that the number of events will be be-
tween 80 and 120 with approximately
95 % probability. If the measurement
period is only 4 times the expected time
between events there will be no events at
all with 2 % probability and with 95 %
probability there will be between 1 and 8
events, i.e. we have no accurate estima-
tion of the rate.

If the underlying process is renewal (the
same as Poisson except that the inter-
arrival time between events is arbitrary
and not exponential), then the more vari-
ance the interarrival time distribution
has, the less can be said. For example, if
the variance is 4 times the case for the
Poisson process the measurement period
of 100 expected interarrival times will
give a 95 % confidence interval of 60 to
140 events.

As this small example shows, the vari-
ance of the underlying process plays a
significant role on the time a measure-
ment must run before a given accuracy of
the expected rate of rare events can be
given.

If the process is unknown things are even
worse, because it is very unlikely that the
process of the rare events are known in
advance. The cell loss process in ATM
switch buffers is not well understood and
depends very much on the traffic which
is even less understood.

One way to attack the problem is to run a
number M (at least 10) experiments and
try to arrange the experiments such that
they are independent of each other. If we
let Xi denote the number of events in
experiment i, then we have the following
estimates of the mean and variance

Since the Xi’s are independent we may
approximate their sum by a normal distri-
bution and obtain quantiles from that.

This method of course has the problem
that the variance is also only an estimate,
and for processes with correlation in time
the uncertainty in the variance estimate
may be significant. The interested reader
is recommended to see [12].

4.2.2  Rare events in the test
measurements

As explained previously, the bandwidth
of the test traffic during the CLR, CER
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and CMR measurements was set to 80 %
of the synchronous digital hierarchy
(SDH) payload capacity. This results in
approximately 282,566 cells/second. It is
then simple to calculate that during a 12
hour period approximately 1,220,685
x 1010 cells will pass through the switch
during this time. With a CLR of 10–10

this means roughly that only one cell is
allowed to be lost during each test
period.

Because of this, each test had to be run a
number of times. At least 10 times is sug-
gested here. This will significantly in-
crease the reliability of the performance
measurements made.

5  Future testing
The tests performed on the Ericsson sys-
tem were mainly performed in order to
verify the performance of equipment
being delivered for integration into the
pan-European pilot project. As this was
an ATM network in its first stage of
deployment, the requirements and tests
were maintained at a simplest possible
level. Only a peak rate bandwidth alloca-
tion scheme was implemented and semi-
permanent connections were established.
These semi-permanent connections were
used to offer a Virtual Leased Line
(VLL) service.

During the second stage, equipment will
need to offer a much wider range of ser-
vices. Switched connections must be sup-
ported and several different bandwidth
allocation schemes will be required. This
will necessitate complete compliance with
the ITU-T recommendations I.356, I.371
and I.610 (among others). For example,
compliance with these recommendations
will in the future enable us to perform in-
service performance monitoring.

In-service measurements should give us
much better information about the net-
work performance during real load con-
ditions. These measurements may also be
made without the need for external test
equipment. Measurements may be made
at any time, during any traffic loads and
over any duration of time.

Although these recommendations are not
yet finalised, much is done. Ongoing and
future tests will contribute information
required to complete these recommenda-
tions within the standardisation organisa-
tions.

6  Concluding remarks
This paper has attempted to show that
simple measurements can be made in
order to verify the performance of an
ATM switch or network. Before the test-
ing was started certain requirements
regarding the CLR, CER, CMR, CTD,
and CDV were obtained from network
operators wishing to purchase the Erics-
son equipment.

Various methods of measuring the cell
performance are explained with both the
test set-up, the protocols used and the
parameters necessary to record are given.

The test results are presented and then
their validity has been discussed. When
discussing the validity, focus is placed
upon the fact that rare events are difficult
to measure accurately. Due to this diffi-
culty in measuring rare events, it was
stated that these tests should be perform-
ed a number of times.

In conclusion, the test results indicated
that the switch under test did conform to
the requirements specified.
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Abstract

High-speed networks reinstate the
end-system as the communication path
bottleneck. The Internet TCP/IP pro-
tocol suite is the first higher-level pro-
tocol stack to be used on ATM based
networks. In this paper we present
how the host architecture and host net-
work interface are crucial for memo-
ry-to-memory TCP throughput. In
addition, configurable parameters like
the TCP maximum window size and
the user data size in the write and read
system calls influence the segment flow
and throughput performance. We pre-
sent measurements done between
Sparc2 and Sparc10 based machines
for both generations of ATM-adapters
from FORE Systems. The first genera-
tion adapters are based on pro-
grammed I/O; the second generation
adapters on DMA. To explain the vari-
ations in the throughput characteris-
tics, we put small optimized probes in
the network driver to log the segment
flow on the TCP connections.

1 Introduction

The TCP/IP (Transmission Control Pro-
tocol/Internet Protocol) stack has shown
a great durability. It has been adapted
and widely used over a large variety of
network technologies, ranging from low-
speed point-to-point lines to high-speed
networks like FDDI (Fiber Distributed
Data Interface) and ATM (Asynchronous
Transfer Mode). The latter is based on
transmission of small fixed-size cells and
aims at offering statistical multiplexing
of connections with different traffic char-
acteristics and quality of service require-
ments. For ATM to work as intended, the
network depends on a characterization of
the data flow on the connection. TCP/IP
has no notion of traffic characteristics
and quality-of-service requirements, and
considers the ATM network as high-
bandwidth point-to-point links between
routers and/or end systems. Nevertheless,
TCP/IP is the first protocol to run on top
of ATM.

Several extensions are suggested to make
TCP perform better over networks with a
high bandwidth-delay product [1]. At
present, these extensions are not widely
used. Furthermore, in the measurements
to be presented in this paper, the propa-
gation delay is minimal making the
extensions above of little importance.

The TCP/IP protocol stack, and in partic-
ular its implementations for BSD UNIX

derived operating systems, has continu-
ously been a topic for analyses [2], [3],
[4], [5], [6], [7]. These analyses consider
networks with lower bandwidth or smal-
ler frame transmission units than the cell-
based ATM network can offer through
the ATM adaptation layers, AALs.

This paper contributes to the TCP ana-
lyses along two axes. The first is the
actual throughput results of TCP/IP over
a high-speed local area ATM network for
popular host network interfaces and host
architectures. Measurements are done on
both Sparc2 and Sparc10 based machines
using both generations of ATM network
interfaces from FORE Systems; the pro-
grammed I/O based SBA-100 adapters
with segmentation and reassembly in net-
work driver software, and the more
advanced DMA based SBA-200 adapters
with on-board segmentation and re-
assembly. Both the hardware and soft-
ware components of the network inter-
face, the network adapter and the net-
work driver, respectively, are upgraded
between our different measurements.

The second axis is an analysis of how
and why the hardware and software com-
ponents influence the TCP/IP segment
flow and thereby the measured perform-
ance. The software parameters with the
largest influence are the maximum win-
dow size and the user data size. In gen-
eral, the throughput increases with in-
creasing window and user data sizes up
to certain limits. It is not a monotonous
behavior; the throughput graphs have
their peaks and drops.

TCP is byte-stream oriented [8]. The seg-
mentation of the byte stream depends on
the user data size, the window flow con-
trol, the acknowledgment scheme, an
algorithm (Nagle’s) to avoid the trans-
mission of many small segments, and the
operating system integration of the TCP
implementation. The functionality and
speed of the host and network interface
also influence the performance; more
powerful machines and more advanced
interfaces can affect the timing relation-
ships between data segments and window
updates and acknowledgments.

The rest of this paper is outlined as fol-
lows: The next section describes the
measurement environment and methods.
The third section presents in more detail
the software and hardware factors influ-
encing the performance; the protocol
mechanisms, the system environment
factors, and the host architecture. The
fourth section contains throughput
measurements and segment flow analysis

of our reference architecture, a Sparc2
based machine using the programmed
I/O based SBA-100 interface. The fifth
section presents performance results
when upgrading a software component,
namely the network driver of the network
interface. The sixth section discusses the
results when upgrading the hosts to
Sparc10 based machines. The throughput
results and segment flows using the
SBA-200 adapters in Sparc10 machines
follow in the seventh section. The paper
closes with summary and conclusions.

2 Measurement environ-

ment and methods

The performance measurements in this
paper are based on the standard TCP/IP
protocol stack in SunOS 4.1.x. We used
two Sparc2 based Sun IPX machines and
two Sparc10 based Axil 311/5.1
machines. The I/O bus of both machine
architectures is the Sbus [9] to which the
network adapter is attached. The Sun
machines run SunOS 4.1.1, while the
Axil machines run SunOS 4.1.3. For our
TCP measurements the differences
between the two SunOS versions are
negligible. Access to the TCP protocol is
through the BSD-based socket interface
[11]. The workstations have both ATM
and ethernet network connections. Figure
1 illustrates the measurement environ-
ment and set-up.

2.1 The local ATM network

The workstations are connected to an
ATM switch, ASX-100, from FORE Sys-
tems. The ASX-100 is a 2.5 Gbit/s bus-
based ATM switch with an internal
Sparc2 based switch controller. The
ATM physical interface is a 140 Mbit/s
TAXI interface [12]. The ATM host net-
work interfaces, SBA-100 and SBA-200,
are the first and second generation from
FORE.

The first generation Sbus ATM adapter,
SBA-100 [17], [18], is a simple slave-
only interface based on programmed I/O.
The ATM interface has a 16 kbyte
receive FIFO and a 2 kbyte transmit
FIFO. The SBA-100 network adapter
performs on-board computation of the
cell based AAL3/4 CRC, but the seg-
mentation and reassembly between
frames and cells are done entirely in soft-
ware by the network driver. The SBA-
100 adapters have no hardware support
for AAL5 frame based CRC. Therefore,
using the AAL3/4 adaptation layer gives
the best performance. The SBA-100
adapters were configured to issue an
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AAL3/4 end-of-message interrupt on
incoming packets.

The second generation Sbus adapter,
SBA-200 [18][19], includes an embed-
ded Intel i960 RISC control processor,
and hardware support for both AAL 3/4
and AAL5 CRC calculation. It is an Sbus
master device and uses DMA for data
transfer on both the send and receive
path. The segmentation and reassembly
processing is performed by the control
processor on the adapter using the host
memory for storage of frames. The SBA-
200 adapters have the best performance
when using AAL5, and they were con-
figured to provide an AAL5 end-of-
frame interrupt on incoming packets. The
ATM transmission capacity is not a
bottleneck. Therefore, compared to
AAL3/4 the reduced AAL5 segmentation
and reassembly header overhead should
not be a decisive factor on the measured
throughput. Using AAL3/4, the on-adapt-
er receive control processor turns out to
be a bottleneck for large TCP window
sizes.

2.2 Host architectures

The memory-to-memory measurements
presented in this paper are performed
between two Sparc2 based Sun IPX
machines, and between two Sparc10
based Axil 311/5.1 machines. The work-
stations were not tuned in any way,
except for allowing only a single user
during the measurements. All standard
daemons and other network interfaces
were running as normal. In the rest of
this paper we name the two machine
types Sparc2 and Sparc10.

The MIPS rating (28.5 vs. 135.5) is about
4.5 times higher for the Sparc10 com-

pared to the Sparc2. Apart from the CPU,
the main difference between these
machine architectures is the internal bus
structure. While the CPU in the Sparc2
has direct access to the Sbus, the Sparc10
has separated the memory (Mbus) and
I/O (Sbus) bus. Thus, access to the Sbus
from the CPU must pass through an
Mbus-to-Sbus interface (MSI) which
certainly increases the latency when
accessing the network adapter.

2.3 Measurement methods

We used the ttcp application program to
measure the TCP memory-to-memory
throughput. The ttcp program uses the
write and read system calls to send and
receive data. We modified the ttcp pro-
gram to set the socket options which
influence the maximum TCP window
size on a connection. Each measured
throughput point is the average of 25
runs. Each run transfers 16 Mbyte mem-
ory-to-memory between the sender and
the receiver.

The CPU utilization is measured for dif-
ferent window sizes with the user data
size set to 8192 bytes. The SunOS main-
tenance program vmstat, was run to reg-
ister the average CPU load. For minimal
interference with the throughput mea-
surements, vmstat was run every 10 sec-
onds in parallel with a transfer of 256
Mbyte between the sender and receiver. 

To analyze the segment flow on the
ATM connections, we put small opti-
mized probes in the network driver to log
all packets on the ATM connections of
dedicated runs. One log corresponds to
one run which transfers 16 Mbytes. The
probes parse the TCP/IP packets and reg-
ister events in a large log table during the

data transfer. Included in each event log
is a time stamp, an event code and a
length field. The time stamp is generated
using the SunOS uniqtime() kernel func-
tion which accesses the internal µsec
hardware clock. The length field is used
to log, among other things, the an-
nounced window size, the TCP packet
length, and sequence numbers as indi-
cated by the event code. The contents of
the log table is printed off-line using the
kvm library functions available in SunOS
4.1.x.

The probes were put in the network driv-
er to only log traffic on the ATM net-
work. To minimize the logging overhead
the probes were placed on the machine
with the least CPU utilization. Thus, for
the SBA-100 adapters logging was done
on the send side while logging was done
on the receive side for the SBA-200
adapters. The throughput results with and
without the logging mechanism indicate
the logging overhead to be less than 5%.

The log information is presented in pri-
marily four kinds of graphs. The first
three, covering the whole measurement
period, present the size of transmitted
segments, the number of outstanding
bytes, and the receiver announced win-
dow size. Due to the granularity of the x-
axis, fluctuations along the y-axis show
up as black areas. The fourth kind of
graph uses a finer time resolution and
covers only a small interval of the con-
nection life-time. Two values are dis-
played in the same figure; the announced
window size and the number of outstand-
ing unacknowledged bytes. The trans-
mission of a segment is shown as a verti-
cal increase in the number of outstanding
bytes, while an acknowledgment is dis-
played as a drop.

3 Factors influencing

performance

There are several factors which influence
the segment flow on a TCP connection.
In addition to the protocol itself, the
application interface and the operating
system [10], the CPU and machine archi-
tecture, and the underlying network tech-
nology affect the segment flow. In this
section we describe and quantify some of
these factors.

3.1 Environment and

implementation factors

The interface to the TCP/IP protocol in
BSD-based systems is through the socket
layer [11]. Each socket has a send and a
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receive buffer for outgoing and incoming
data, respectively. The size of the buffers
can be set by the socket options
SO_SNDBUF and SO_RCVBUF. In
SunOS 4.1.x the maximum size of these
buffers is 52428 bytes. The user data size
is the size of the message or user buffer
in the write/read system calls. The seg-
ment size is the user data portion of a
TCP/IP packet.

On transmit, the user data size is the
number of bytes which the write system
call hands over to the socket layer. The
socket layer in SunOS 4.1.x copies maxi-
mum 4096 bytes of the user data into the
socket send buffer before TCP is called.
If the user data size is larger than 4096
bytes, TCP is called more than once
within the write system call. When there
is no room in the socket send buffer, the
application accessing the protocols
through the socket interface does a sleep
to await more space in the socket send
buffer.

On receive, the user data size is the byte
size of the user buffer in which data is to
be received. The read system call copies
bytes from the socket receive buffer and
returns either when the user buffer in the
system call is filled, or when there are no
more bytes in the socket receive buffer.
However, before the system call returns,
the socket layer calls TCP, which checks
if a window update and acknowledgment
should be returned.

Figure 2 presents how the segment flow
may depend on the send user data size.
The segment size is the payload size of
the TCP/IP packet. The figure is based
on logs from Sparc10 machines with
SBA-100/2.2.6 interfaces. For a window
size of 8 kbytes, Figure 2 (a) shows a
snap-shot of the segment flow on a con-
nection with a user data size of 8192
bytes. Figure 2 (b) shows the same, but
with a user data size of 8704 bytes. In
Figure 2 (a), the write system call is
called with a user data size of 8192 bytes.
First, 4096 bytes are copied into the
socket layer. Then, TCP is called and a
4096 byte segment is transmitted on the
network. This is repeated with the next
4096 bytes of the 8192 byte user data
size. In Figure 2 (b) there are 512 bytes
left over after two segments of 4096
bytes have been transmitted. These bytes
are transmitted as a separate 512 byte
TCP segment. The last segment flow is
clearly less efficient, because it does not
fill the window in-between each
acknowledgment, and it has a higher per-
byte overhead.

3.2 TCP protocol factors

TCP is a byte stream oriented protocol,
and does not preserve boundaries be-
tween user data units. TCP uses a sliding
window flow control mechanism. Hence,
the window size is relative to the
acknowledgment sequence number. In
SunOS 4.1.x a window update is sent if
the highest announced window sequence
number edge will slide at least twice the
maximum segment size, MSS, or if the
highest advertised window sequence
number edge will slide at least 35% of
the maximum socket receive buffer [11],
[13]. The available space in the socket
receive buffer reflects the TCP window
which is announced to the peer. The size
of the socket receive buffer is the maxi-
mum window which can be announced.

The TCP maximum segment size, MSS,
depends on the maximum transmission
unit, MTU, of the underlying network
[14]. For our ATM network the MTU is
9188 bytes and TCP computes the MSS
to 9148 bytes (the MTU size less the size
of the TCP/IP header). The slow-start
algorithm [15] is not an issue in our

measurements since the sender and re-
ceiver reside on the same IP subnetwork.
Nagle’s algorithm [16] was introduced as
a solution to the “small-packet problem”
which results in a high segment overhead
if data is transmitted in many small seg-
ments. Sending a new TCP segment
which is smaller than MSS bytes and
smaller than half the announced window
size is inhibited if any previously trans-
mitted bytes are not acknowledged.

The TCP delayed acknowledgment strat-
egy piggybacks acknowledgments on
either data segments or window updates.
In addition, acknowledgments are gener-
ated periodically every 200 ms. An in-
coming acknowledgment releases space
in the socket send buffer. The reception
of an acknowledgment may therefore
trigger transmissions of new segments
based on the current number of bytes in
the socket send buffer.

The timer generated acknowledgment
occurs asynchronously with other con-
nection activities. Therefore, such an
acknowledgment may not adhere to the
window update rules above. As a conse-

157

0

4096

8192

12288

16384

Time [msec]

Window size

Unacknowledged bytes

10 15 20 25 30 35 40
0

4096

8192

12288

16384

Time [msec]

a) 8192 byte user data size

Window size

Unacknowledged bytes

b) 8704 byte user data size

[b
yt

e
]

10 15 20 25 30 35 40

[b
yt

e
]

Figure 2  Segment flow depends on user data size



quence, a timer generated acknowledg-
ment can change the segment flow on the
connection. An example of this effect is
found in Figure 3 (a) which displays a
log (Sparc2, SBA-100/2.2.6) of the size
of the segments on a connection with a
4 kbyte window and a user data size of
4096 bytes. There are three different flow
behaviors on the connection; 4096 byte
segments, fluctuation between 1016 and
3080 byte segments, and fluctuation be-
tween 2028 and 2068 byte segments. Ini-
tially, 4096 byte segments are transmit-
ted. After nearly 4 seconds a timer gener-
ated acknowledgment acknowledges all
outstanding bytes and announces a win-
dow size of 3080 bytes. This acknowl-
edgment is generated before all bytes are
copied out of the socket receive buffer,
and the window is thereby reduced corre-
sponding to the number of bytes still in
the socket receive buffer. This affects the
size of the following segments which
will fluctuate between 1016 and 3080
bytes. Figure 3 (b) presents the segment
flow before and after this timer generated
acknowledgment which acknowledges
4096 bytes and announces a window of
3080 bytes. A similar chain of events
gets the connection into a fluctuation of
transmitting 2028 and 2026 byte seg-
ments. This shows up as the horizontal
line of the last part of the segment size
graph in Figure 3 (a).

3.3 Host architecture and

network adapters

To establish how the difference in the
Sparc2 and the Sparc10 bus architecture
influences the achievable performance
we measured the time for the send and
receive paths for both architectures.
Using the SBA-100 adapters, the mea-
sured driver times are proportional to the
segment size. The receive times of the
SBA-100 adapter include the time it

takes to read the cells from the receive
FIFO on the adapter. The corresponding
send times include the time it takes to
write the cells to the transmit FIFO on
the adapter. Using the SBA-200 adapters
the measurable driver times are more or
less byte independent. Obviously, the
driver times for the DMA-based SBA-
200 adapter do not include the time to
transfer the segment between host me-
mory and the network adapter memory.
(We do not have an Sbus analyzer.) Fig-
ure 4 presents for different segment sizes
for both Sparc2 and Sparc10 the total
send and receive times and the driver
send and receive times as seen from the
host:

- the total send time is the time from the
write call is issued to the driver is fin-
ished processing the outgoing segment,

- the driver send time is the time from
the driver processing starts until it is
finished processing the outgoing seg-
ment.

- the total receive time is the time from
the host starts processing the network
hardware interrupt to the return of the
read system call, and 

- the driver receive time is the time from
the host starts processing the network
hardware interrupt until the packet has
been inserted into the IP input queue.

Each measurement point is the average
of 1000 samples. A client-server program
was written to control the segment flow
through the sending and receiving end
system. The client issues a request which
is answered by a response from the serv-
er. Both the request segment and the
response segment are of the same size.
The reported send and receive times are
taken as the average of the measured
send and receive times at both the client
and the server. To be able to send single

segments of sizes up to MSS bytes, we
removed the 4096-byte copy limit of the
socket layer (Section 3.1).

As expected, the receive operation is the
most time-consuming. The total send and
receive processing times of the Sparc10
are shorter for all segment sizes compar-
ed to the Sparc2. However, using the
SBA-100 adapters, the driver processing
times are in general faster on the Sparc2.
(The only exception is for small seg-
ments.) This is due to the fact that the
Sparc10 CPU does not have direct access
to the Sbus. The latency to access on-
adapter memory is thereby longer. Thus,
a 4.5 times as powerful CPU does not
guarantee higher performance with pro-
grammed I/O adapters. As mentioned
above, the SBA-200 driver processing
times do not include the moving of data
between the host memory and the net-
work adapter. The Sparc10 SBA-200
driver send times are longer than the
driver receive times. For Sparc2 it is the
other way round. On transmit the driver
must dynamically set up a vector of
DMA address-length pairs. On receive,
only a length field and a pointer need to
be updated. The Sparc2 must in addition
do an invalidation of cache lines map-
ping the pages of the receive buffers,
while the Sparc10 runs a single cache
invalidation routine. The Sparc10 SBA-
200 driver send time is slightly longer
than the corresponding Sparc2 times, as
the Sparc10 sets up DVMA mappings for
the buffers to be transmitted.

The send and receive processing times
reflect the average time to process one
single segment. The processing times of
the receive path do not include the time
from the network interface poses an
interrupt until the interrupt is served by
the network driver. Neither do the times
include the acknowledgment generation
and reception. The numbers are therefore
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not fully representative for performance
when the protocol operates like stop-and-
go.

In order to explain the Sparc2 and
Sparc10 relative performance for smaller
window sizes when using SBA-100
adapters, we measured the throughput
with TCP operating as a stop-and-go pro-
tocol for these configurations. This was
achieved by setting the window size
equal to the user data size. The through-
put under such a behavior is shown in
Figure 5 for both host architectures. Up
to a user data size between 2048 and
2560 bytes the slower Sparc2 has a high-
er throughput. This is most likely due to
the longer Sbus access time combined
with the relatively longer interrupt time.

4 Initial throughput

measurements

This section presents the initial through-
put measurements for the reference archi-
tecture, the Sparc2 with the SBA-100
network adapter with the first network
driver version, i.e. version 2.0. Figure 6
(a) presents the measured TCP end-to-
end memory-to-memory throughput for

different user data sizes and different
window sizes. The throughput dependent
on window size for a fixed user data size
of 8192 bytes is presented in Figure 6
(b), and the corresponding CPU utiliza-
tion in Figure 6 (c). Both the user data
size and the window size affect measured
throughput. From the graphs it is clear
that increasing the TCP window size
above 32 kbytes has no increasing effect
on the throughput. On the contrary, such
an increase in window size results in a
significantly varying throughput depend-
ent on user data size. The reason is cell
loss at the receiving host which causes
TCP packet loss and retransmissions of
lost packets.

In general, the receive operation is
known to be more time consuming than
the transmit operation. At the receive
side, there are among other things
demultiplexing and scheduling points
and interrupts which do not occur at the
send side. In addition, reading from
memory is more time consuming than
writing to memory. Clearly, this is evi-
dent from the driver processing times
presented in Figure 4. Furthermore, the
processor (CPU) utilization histograms in

Figure 6 (c) show the receiver to be
heavier loaded than the sender. When the
TCP connection starts losing packets due
to cell loss at the receiver, both the
throughput and CPU utilization are
degraded. TCP employs positive
acknowledgment with go-back-n retrans-
mission. The sender fills the window,
and if every byte is not acknowledged, it
relies on retransmission timers to go off
before it starts sending at the point of the
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first unacknowledged byte. Because TCP
relies on the retransmission timers to
detect packet losses, the end systems will
have idle periods in-between the packet
processing.

The general characteristics of the graphs
in Figure 6 can be summarized as follows

- The maximum performance is about
21 Mbit/s. For an 8192-byte user data
size the measured throughputs depend-
ent on window size are: 12 Mbit/s,
15 Mbit/s, 19 Mbit/s, 19 Mbit/s,
21 Mbit/s, 21 Mbit/s, and 6 Mbit/s.

- Up to a window size of 32–40 kbytes
(dependent on the user data size), the
larger the window size, the higher the
measured throughput. This is as ex-
pected, as an increase in window size
will utilize more of the processing
capacity of the host. 

- Window sizes above 32–40 kbytes
(dependent on the user data size) cause
cell loss and thereby packet loss at the
receiver. This is evident through the
degradation in measured throughput.

- The receiver is heavier loaded than the
sender.

5 Throughput measure-

ments with upgraded

network driver

In this section we discuss the throughput
graphs for the Sparc2 with the SBA-100
network interface, and the FORE net-
work driver version 2.2.6. Thus, a soft-
ware upgrade is the only change com-
pared to the measurements in the previ-
ous section. The main difference between
the two network driver versions is the
access to the transmit and receive FIFO
on the network adapter. The 2.2.6 version
transports data more effectively to and
from the network adapter through using
double load and store instructions to
access the FIFOs. Thus, bus burst trans-
fers of 8 instead of 4 bytes are used to
transfer cells to and from the network
interface.

For different window sizes Figure 7 (a)
presents the measured throughput per-
formance dependent on user data size.
The throughput dependent on window
size for an 8192 byte user data size, and
the corresponding CPU utilization are
shown in Figure 7 (b) and Figure 7 (c),
respectively.

The general characteristics of the graphs
in Figure 7 can be summarized as fol-
lows:

- The maximum performance is approxi-
mately 26 Mbit/s. For an 8192-byte
user data size the measured through-
puts dependent on window size are
approximately: 14 Mbit/s, 18 Mbit/s,
22 Mbit/s, 23 Mbit/s, 26 Mbit/s,
25 Mbit/s, and 25 Mbit/s.

- Due to a more effective communica-
tion between the host and the network
adapter, there is no cell loss at the
receive side which causes dramatic
throughput degradations. Compared to
the 2.0 driver version, the ratios of the
driver segment receive and send times
are smaller for the 2.2.6 version. This
can be computed from the times pre-
sented in Figure 4.

- A window size above 32 kbytes does
not contribute much to increase the
performance. It is now the end system
processing and not the window size
which is the bottleneck.

- Generally, the larger the window size,
the higher the measured throughput.
However, using an arbitrary user data
size, an increase in window size may
not give a performance gain. Depend-
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ent on the window size the user data
size giving peak performance varies.

- The form of the throughput graph
shows that the measured throughput
increases with increasing user data
sizes. Thus, the segment dependent
overhead is reduced when transmitting
fewer segments. After an initial phase,
the measured throughput is more or
less independent of increasing the user
data size. However, for larger window
sizes, the measured throughput de-
creases with larger user data sizes.

- All window sizes have their anomalies,
i.e. peaks and drops, for certain user
data sizes.

- The receiver is heavier loaded than the
sender.

5.1 Throughput dependent on

user data size

From Figure 7 (a) it is evident that the
throughput is not indifferent to the user
data size. For a given number of bytes to
be transferred, the smaller the user data
size of the write system call, the more
system calls need to be performed. This
affects the achievable throughput in two
ways. One is due to the processing
resources to do many system calls, the
other is due to a lower average size of the
protocol segments transmitted on the
connection. Therefore, for small user
data sizes increasing the user data size
will increase the throughput. The in-
crease in throughput flattens when an
increase in user data size does not signifi-
cantly influence the average segment size
of the connection.

For 4k, 8k, and 16k window sizes the
throughput is more or less independent of
large user data sizes. It is the window
size and host processing capacity which
are the decisive factors on the overall
throughput. On the contrary, larger win-
dow sizes experience a light degradation
in throughput. The throughput degrada-
tion is caused by acknowledgments being
returned relatively late. The larger the
receive user buffer, the more bytes from
the socket buffer can be copied before an
acknowledgment is returned. Therefore,
the average time to acknowledge each
byte is a little longer, and the throughput
degrades.

For small and large user data sizes the
throughput may be increased if, inde-
pendent of the send user data size, the
size of the receive user buffer is fixed.
For small user data sizes a larger receive
buffer reduces the number of read system
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calls and thereby processing overhead.
For larger data units a smaller receive
buffer makes the socket layer more often
call TCP to check if a window update
and acknowledgment should be returned.
Thereby, the average time to acknowl-
edge each byte is reduced and the sender
byte transmission rate is increased. The
measurements in Figure 7 (a) are done
with symmetrical send and receive user
buffer sizes. The throughput graph for the
32k window size is repeated in Figure 8.
The throughput fixing the receive user
buffer to 8192 bytes is also presented in
Figure 8. As expected, the throughput is
higher for both small and large user data
sizes. 

5.2 Throughput peaks

Figure 7 reveals parameter settings which
can increase the performance by approxi-
mately 20%, e.g. with a 4 kbyte window
and a 2048 byte user data size, that is, the
point w4k-u2048. Other points experi-
ence a drop in performance. In short, the
peaks and drops are due to the user data
size strongly affecting the segment flows.

With a 4 kbyte window size, a user data
size of 2048 bytes gives the maximum
throughput. This is due to parallelism
between the sender and receiver process-
ing of segments. Another such point is
w8k-u4096. 

Figure 9 and Figure 10 present for a con-
nection life time of w4k-u2048 and w4k-
u4096 (a) the size of the transmitted seg-
ments, (b) the receiver announced win-
dow size, (c) the number of unacknowl-
edged bytes, and (d) a time slice of both
the window size and the unacknowledged
bytes. Studying the segment flows re-
veals that a 2048 byte user data size
causes window updates and acknowledg-
ments to be returned more often. This
reduces the average number of outstand-
ing unacknowledged bytes, and in short,
the data bytes are faster acknowledged.
(Due to the maximum size of the log
table in the driver Figure 9 misses the
last 15% of the segments.)

Comparison of Figure 9 (a) and Figure
10 (a) reveals a clear difference in seg-
ment sizes. It is the segment flow which
directly affects the measured throughput,
as this decides the work load distribution
on the sender and receiver. The segment
flow on w4k-u2048 primarily consists of
2048 byte segments. The segment flow
on w4k-u4096 starts out with 4096 byte
segments. As presented in Figure 3 it is a
timer generated acknowledgment that
changes the segment flow.
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For w4k-u2048 the announced window
size fluctuates between 2 and 4 kbytes,
while the announced window size of w4k-
u4096 primarily is 4 kbytes, Figure 9 (b)
and Figure 10 (b). Lower window size
announcements are due to timer generated
acknowledgments. The number of out-
standing unacknowledged bytes vary on
both connections between 0 and 4096
bytes, Figure 9 (c) and Figure 10 (c).

Figure 9 (d) and Figure 10 (d) present the
number of unacknowledged bytes rela-
tive to the window size for a 15 ms inter-
val of the connection life time. From
these figures it is clear that a window
update and acknowledgment on the aver-
age is returned faster for a 2048 relative
to a 4096 byte user data size. Independ-
ent of the connection life-time, in Figure
9 (d) there are two acknowledgments/
window updates per 4096 bytes sent. The
first acknowledges all 4096 bytes. It
thereby releases space in the send buffer
so that the sender can continue its trans-
mission. The processing at the receiver
and sender overlap on the reception and
the transmission of the 2048-byte seg-
ments. The sender starts processing the
next 2048-byte segment while the receiv-
er processes the previous 2048-byte seg-
ment. In addition to this processing paral-
lelism between the two 2048-byte seg-
ments in-between acknowledgments,
there is an overlap between copying data
out of the socket receive buffer at the
receiver side and copying data into the
socket send buffer at the sender side for
the segments on each side of the
acknowledgments. In Figure 10 (d) a
window update announces a 4 kbyte win-
dow and acknowledges 4096 bytes. Thus,
there is no processing parallelism
between the sender and receiver.

The higher the throughput, the higher the
CPU utilization. The vmstat program
showed that the CPU utilization of w4k-
u2048 was approximately 80% and 100%
for transmit and receive, respectively.
The same numbers for the w4k-u4096
were 55% and 70%.

5.3 Throughput drops

Figure 7 reveals parameter settings with
a sudden drop in measured performance,
e.g. w8k-u7168 and w16k-u3584. The
throughput drop is due to an inefficient
segment flow compared to the neighbor-
ing points. The point w8k-u7168 has a
stop-and-go behavior for the whole con-
nection life-time. In-between acknowl-
edgments a 1024 byte and a 6144 byte
segment are transmitted. Its neighboring

points transmit 8192 bytes in-between
acknowledgments.

Neither the points above nor the point
w16k-u3584 fully utilize the announced
window size. On this connection an aver-
age of about 8 kbytes are transferred in-
between acknowledgments, while its
neighboring points transfer on average
approximately 12 kbytes.

6 Upgrading the host

architecture

In this section we present measurements
between the two Sparc machines using
the SBA-100 adapters with the network
driver version 2.2.6. For different window
sizes Figure 11 (a) presents the measured
throughput performance dependent on
user data size. The throughput dependent
on window size for an 8192 byte user
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data size, and the corresponding CPU uti-
lization are shown in Figure 11 (b) and
Figure 11 (c), respectively.

The discussion of the throughput results
in Figure 11 is related to the results from
the previous section. The experiences on
upgrading the host architecture are:

- Overall, a faster machine improves
throughput performance. However, the

improvement is lower than might be
expected from the host MIPS numbers.
The maximum throughput is approxi-
mately 34 Mbit/s. For an 8192-byte
user data size the measured through-
puts dependent on window size are
approximately: 16 Mbit/s, 22 Mbit/s,
25 Mbit/s, 27 Mbit/s, 28 Mbit/s,
32 Mbit/s, and 33 Mbit/s.

- For small window sizes and small user
data sizes the performance is actually
reduced.

- Within one window size, the “flat” part
of the graph is not as flat anymore.

- The receiver is heavier loaded than the
transmitter. Compared to the S2 SBA-
100/2.2.6 CPU utilization, the differ-
ence between the sender and receiver
load is smaller. This is in correspon-
dence with the ratio of the total seg-
ment receive and send times which is
lower for the Sparc10 compared to the
Sparc2.

6.1 Degradation of throughput

Figure 12 repeats the throughput from
Figure 7 (Sparc2) and Figure 11
(Sparc10) for small user data sizes and 4,
8, and 16 kbyte window sizes. For certain
user data sizes the Sparc10 has lower
performance for a 4 kbyte window. The
lower throughput on the Sparc10 is due
to the small segment sizes. For small seg-
ment sizes the Sparc10 is slower than
Sparc2, see Figure 5.

One example is the user data size equal
to 2048 bytes. The segment flow (see
Figure 9) on the connection is the same
on both machines. Another point is a user
data size of 1024 bytes and a window
size of 4 kbytes. The w4k-u1024 connec-
tions have primarily two different seg-
ment flow behaviors. These are depicted
for Sparc2 and Sparc10 in Figure 13
(a–b). On average, the Sparc10 has fewer
outstanding bytes than the Sparc2 for
both flows. On w4k-u1024 the Sparc10
more often than Sparc2 announces a
reduced window size. The window
reductions are due to the receiver not
coping so well with the sender for small
segments. Relative to their senders, the
Sparc10 receiver is slower than the
Sparc2 receiver. This can be deduced
from the relationship between the total
receive and send processing times in Fig-
ure 4 (a) and (b). 

6.2 Amplification of peaks

For small window sizes, i.e. 4 and 
8 kbytes, the throughput varies as much
as 10% for different user data sizes. Peak
throughput is reached with a user data
size of an integer multiple of 4096 bytes.
This creates a regular flow of 4096 byte
segments on the connections. For other
user data sizes, mismatch between user
data size and window leads to less regu-
lar segment sizes.
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Corresponding peaks do not exist for all
points on the Sparc2 measurements. The
reason is the difference in segment flow
on connections with the same parameter
settings. For example, the segment flow
on a w4k-u4096 connection was present-
ed in Figure 10. Initially, w4k-u4096
connections on Sparc2 and Sparc10 have
exactly the same segment flow. It was
the timer generated acknowledgment
which caused a change in the segment
size giving a segment flow which is less
efficient. This is less probable on the
Sparc10, because the relative time data
bytes are in the socket receive buffer, is
shorter than for the Sparc2. Remember
that for a 4096 byte segment the Sparc10
total receive processing time is lower, but
the receive driver processing time is
higher. In addition, the Sparc10 gains
more relative to Sparc2 when the seg-
ment sizes are large.

6.3 Plateaus in the throughput

graphs

For the largest window size the through-
put starts degrading for large user data
sizes. However, with a 52428 byte win-
dow at certain larger user data sizes there
is a throughput plateau with a throughput
increase of up to 3 Mbit/s before the
throughput once more degrades. The
same behavior can be observed for
Sparc2 machines in Figure 7. However,
the plateau is more visible for the
Sparc10 because this machine utilizes the
largest window size better than the
Sparc2.

At w52-u18432 the throughput increases
by 3 Mbit/s. At this point the user data
size exceeds 35% of the maximum win-
dow size. Hence, according to the win-
dow update rules the receiver needs only
one read system call before a window
update is returned. Acknowledgments for
outstanding bytes will arrive faster and
thus increase the throughput. Figure 14
shows the effect on the segment flow by
increasing the user data size from 16384
to 20480 bytes. The point w52-u16384 is
before the plateau, and the point w52-
u20480 is on the plateau. For w52-
u20480 the receiver acknowledges fewer
bytes at a time. The announced window
size is also lower, because the receiver
does not copy out more than 20480 bytes
before an acknowledgment is returned.
The improvement in throughput disap-
pears when the user data sizes increase
even further. This is due to the degrada-
tion effect explained in Section  5.1. 

7 Upgrading the network

adapter

In this section we present measurements
using the more advanced SBA-200 net-
work interface in the Sparc10 based
machines. The network driver version is
still 2.2.6. The upgrade relieves the host
CPU from writing and reading single
cells to/from the network interface. The
interface towards the adapter is now
frame based, and the adapter uses DMA
to move AAL cell payloads between the
host memory and the adapter itself. Since
the driver processing of a TCP segment
now is nearly byte-independent (see Fig-
ure 4), the number of segments is an
important factor for SBA-200 adapter
performance. In addition, more of the
CPU processing resources can be used on
the TCP/IP segment processing.

For different window sizes Figure 15 (a)
presents the measured throughput per-
formance dependent on user data size.
The throughput dependent on window
size for an 8192 byte user data size, and
the corresponding CPU utilization are
shown in Figure 15 (b) and Figure 15 (c),
respectively.

The main conclusions from upgrading
the network interface are:

- The overall throughput increases dra-
matically. The peak throughput is
approximately 62 Mbit/s. For an 8192-
byte user data size the measured
throughputs dependent on window size
are approximately: 21 Mbit/s, 30
Mbit/s, 37 Mbit/s, 41 Mbit/s,
44 Mbit/s, 55 Mbit/s, and 60 Mbit/s.

- As expected, the throughput is higher
the larger the window size. However,
for small window sizes, the variation
in throughput between different user
data sizes is high.

- For large user data sizes and large win-
dow sizes the throughput does not
degrade.

- The host required network processing
is clearly more time-consuming using
the SBA-100 adapters. Using the SBA-
200 adapters the hosts account primar-
ily for the TCP/IP related overhead.
Thus, the number of segments needed
to transfer a certain amount of data
clearly influences the achievable per-
formance.

- The sender is heavier loaded than the
receiver. This probably reflects the fact
that the total send and receive time are
approximately the same (see Figure 4),
and it is more time consuming for the
sender to process incoming acknowl-
edgments compared to the time it takes
the receiver to generate the acknowl-
edgments.

Figure 15 (a–b) clearly illustrates the fact
that increasing the window size increases
the throughput. For small window sizes,
more bytes transmitted in-between
acknowledgments will give a perform-
ance gain. For larger window sizes, addi-
tional bytes in the socket buffer when the
window update arrives, decides the
throughput. For example, increasing the
window from 32 to 40 kbytes gives a 10
Mbit/s throughput increase. The primary
segment flow for these two window sizes
is two MSSs in-between acknowledg-
ments. With a 32 kbyte window, there is
not room for another 2*MSS bytes in the
socket send buffer. Thus, on reception of
an acknowledgment, one MSS is directly
transmitted. The next MSS cannot be
transmitted before more bytes are copied
into the socket buffer from the user appli-
cation. However, for a 40 kbyte window
there is room for more than 4*MSS
bytes, thus a window update causes two
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MSS segments to be transmitted back-to-
back.

There is also a throughput increase from
a 40k to a 52428 byte window size. This
increase is also caused by the size of the
socket buffers. The segment flow is still
primarily two MSSs in-between
acknowledgments for these window
sizes. Both window sizes have bytes for
two MSS segments ready in the socket
buffer when the acknowledgment arrives.

With a 52428 byte window size, the
sender has buffer space for more than
5*MSS bytes. It sometimes manages to
transmit 3 MSSs before the acknowledg-
ment arrives. In short, the window is bet-
ter utilized on connections with a 52428
byte window size which results in a high-
er throughput.

For large window sizes and large user
data sizes there is no degradation in
throughput as with the SBA-100 adapt-

ers. With the SBA-200 adapter, the re-
ceiver is less loaded than the sender.
Thus, the read system calls return before
the entire user receive buffer is filled.
Thereby, the socket layer more often
calls TCP to check if a window update
should be returned.

7.1 Throughput peak patterns

For small window sizes there are
throughput peaks which are even more
characteristic than peaks observed with
the SBA-100 interfaces on the Sparc10s.
For example, with an 8 kbyte window the
variation can be as high as 10 Mbit/s for
different user data sizes. This is caused
by a mismatch between user data size
and window size which directly affects
the segment flow. Figure 15 shows that
the throughput pattern to some extent
repeats for every 4096 bytes. With the
SBA-200 interface, the high byte-de-
pendent overhead of the segment pro-
cessing is reduced. This implies a relative
increase in the fixed overhead per seg-
ment, and the number of segments will
have a larger impact on throughput per-
formance. Window and user data sizes
that result in the least number of seg-
ments are expected to give the highest
performance. This is reflected in the
throughput peaks for user data sizes of an
integer multiple of 4096 bytes. With the
SBA-100 adapters, the byte dependent
processing was much higher, and the
throughput was therefore less dependent
on the number of transmitted segments.

For large window sizes there are no
throughput peak patterns. For these win-
dow sizes, the number of outstanding
unacknowledged bytes seldom reaches
the window size. The segment flow is
primarily maximum sized segments of
9148 bytes with an acknowledgment
returned for every other segment.

8 Summary and

conclusions

In this paper we have presented TCP/IP
throughput measurements over a local
area ATM network from FORE Systems.
The purpose of these measurements was
to show how and why end-system hard-
ware and software parameters influence
achievable throughput. Both the host
architecture and the host network inter-
face (driver + adapter) as well as soft-
ware configurable parameters such as
window and user data size affect the
measured throughput.
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We used small optimized probes in the
network device driver to log information
about the segment flow on the TCP con-
nection. The probes parsed the TCP/IP
header of outgoing and incoming seg-
ments to log the window size, the seg-
ment lengths, and sequence numbers.

Our reference architecture is two Sparc2
based machines, Sun IPXs, each
equipped with a programmed I/O based
ATM network interface, SBA-100 with
device driver version 2.0 or 2.2.6 using
ATM adaptation layer 3/4. We measured
memory-to-memory throughput as a
function of user data and window size.
From these measurements we conclude:

- The maximum throughput is approxi-
mately 21 Mbit/s when using the 2.0
network driver version. A software
upgrade of the network driver to ver-
sion 2.2.6 gave a maximum throughput
of approximately 26 Mbit/s.

- A window size above 32 kbytes con-
tributes little to an increase in perform-
ance.

- Increasing the window size may not
result in a throughput gain using an
arbitrarily chosen user data size.

- The large ATM MTU results in TCP
computing a large MSS. Because of
the large MSS, for small window sizes
the TCP behavior is stop-and-go with-
in the window size.

Then, we performed the same measure-
ments on a Sparc10 based machine, Axil
311/5.1. The MIPS rating of the Sparc10
is about 4.5 times higher than the Sparc2
MIPS rating. However, due to the
machine architecture, the latency be-
tween the host CPU and the Sbus net-
work adapter is higher on the Sparc10.
We presented measurements of the send
and receive path of the network driver
which support this. For small segment
sizes the total send and receive times are
also higher on the Sparc10. From these
measurements we conclude:

- Maximum throughput is approximately
34 Mbit/s.

- Increasing the window size results in
higher performance.

- Access to the network adapter is a
larger bottleneck than on the Sparc2.

- For small windows and user data sizes
the measured throughput is actually
lower than on Sparc2.

The largest throughput gain is achieved
by upgrading the network adapter to the
SBA-200/2.2.6. The DMA-based SBA-
200 adapter relieves the host from the
time-consuming access to the adapter.
Thus, the host resources can be assigned
to higher-level protocol and application
processing. From these measurements we
conclude:

- Maximum throughput is approximately
62 Mbit/s.

- Increasing the window size clearly
results in higher performance.

- For small windows this configuration
is more vulnerable to an inefficient
segment flow, because byte dependent
overhead is relatively much lower
compared to the fixed segment-
dependent overhead.

- Variation in throughput within one
window size is the highest for small
window sizes. Since primarily maxi-
mum sized segments are transmitted
with large windows, the higher the
window size, the lower the probability
of an inefficient segment flow.
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Abstract

This paper investigates an implement-
ed preventive traffic control frame-
work for ATM which is based on a
Usage Parameter Control (UPC) func-
tion and a Connection Admission Con-
trol (CAC) function. First the results
of experiments with the implemented
dual leaky bucket mechanism as UPC
function are presented. Both traffic
generators and real ATM traffic
sources are used. Then the CAC func-
tion is studied by multiplexing homo-
geneous and heterogeneous traffic
mixes. Experimental results are com-
pared with analytical calculations and
simulations. Finally, the robustness of
the co-operating UPC and CAC func-
tions is studied, which is part of on-
going work. It is concluded that the
traffic control framework operates as
expected, and that it is possible to
guarantee network performance objec-
tives for the admitted connections,
while taking advantage of the multi-
plexing of connections with variable
cell rates.

1  Introduction

Asynchronous Transfer Mode (ATM) is
currently used in many testbeds and field
trials all over the world. A lot of activi-
ties are going on to gain experience with
real ATM traffic to settle yet unsolved
topics. Efficient traffic and congestion
control is required for ATM networks in
order to support the wide variety of Qual-
ity of Service (QoS) demands for the
evolving broadband services and applica-
tions. In this area further progress and
experience are needed.

Many traffic experiments are carried out
on the EXPLOIT Testbed (ETB) which
was developed under the RACE Pro-
gramme and are located in Basel,
Switzerland (8). The aim of these experi-
ments is to validate theoretical work and
to gain experience on traffic performance
in an ATM network. Main parts of the
ETB have been developed in the previ-
ous RACE I project 1022, ‘Technology
for ATD’. This former testbed has been
extended by interworking equipment
allowing the interconnection with other

RACE (e.g. BRAVE, TRIBUNE) and
non-RACE (e.g. BASKOM, BATMAN,
MEGACOM) broadband pilots through-
out Europe. Figure 1 shows a schematic
block diagram of the ETB configuration.
It consists of four main subsystems,
namely the switching systems LaTEX
(Local and Transit Exchange) and ALEX
(Alcatel Local Exchange), the RUM
(Remote Unit Multiplexer), and the R-
NT2 (Residential Network Termination
Type 2). Many different terminals (N-
ISDN, CBO-TV, VBR-MM, PC-bank
note application, HQ-Audio) are connect-
ed to these subsystems via appropriate
Terminal Adapters (TA). Three different
types of ATM test equipment are avail-
able for traffic generation and analysis:
the Alcatel 8643 ATGA, the Alcatel
8640 Test System and the Wandel &
Goltermann ATM-100. They may be
connected to the different subsystems in
the ETB. The operation of each subsys-
tem as well as of the whole testbed can
be controlled by workstations.

A preventive traffic control framework
consisting of a Usage Parameter Control

Investigations on Usage Parameter Control and

Connection Admission Control in the EXPLOIT testbed
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(UPC) function and a Connection Admis-
sion Control (CAC) function has been
standardised for ATM by the ITU-T (4)
and is mainly adopted by the ATM
Forum (1). The control functions are
based on a description of the traffic char-
acteristics of each connection by a set of
traffic parameters, for which the Peak
Cell Rate (PCR) and the Sustainable Cell
Rate (SCR) have been standardised.

The UPC function is required at the
access point to the network to ensure that
the traffic streams entering the network
are within their traffic contracts. The
UPC function should detect non-con-
forming ATM cells and take appropriate
actions to minimise the potentially nega-
tive effects of malicious or unintended
excess traffic. The continuous-state leaky
bucket is one version of the reference
algorithm which determines whether a
cell is conforming with the traffic con-
tract or not. The Peak Cell Rate of an
ATM connection is defined as the inverse
of the minimum inter-arrival time
between two ATM cells (at the physical
layer service access point). Necessary tol-
erances in the PCR control to cope with
Cell Delay Variation (CDV) have been
introduced by specifying a maximum
acceptable CDV, denoted as CDV toler-
ance τ. The Generic Cell Rate Algorithm
(GCRA) specified by the ATM Forum (1)
leads to the same definition of confor-
mance. This algorithm is also used to
control the SCR by applying different
parameters. The source may send contin-
uously at the sustainable cell rate, how-
ever bursts may be sent at the peak cell
rate instead. The Burst Tolerance (BT)
parameter in the SCR control limits the
Maximum Burst Size (MBS) which is
defined by the maximum number of cells
that may pass the UPC at PCR. The inten-
tion is to obtain statistical multiplexing
gain, when SCR is less than PCR, by
admitting more connections than when
only PCR is used for resource allocation.

The CAC function is invoked for each
connection request to check whether the
new connection may be established be-
tween source and destination without
degrading the network performance of
any connection sharing the same network
resources. The CAC function should be
robust with respect to unexpected traffic
fluctuations and conservative with
respect to the admissible load.

In recent years various traffic control
schemes have been studied analytically
and by simulation, but a final validation
can only be given by experiments and

measurements within a
real ATM network.
Especially the control
of real applications and
services with yet
unknown traffic char-
acteristics is of interest.
The ETB offers a great
opportunity to solve some open problems
by performing experiments in an environ-
ment as close to real life as possible.

This paper is organised as follows: Sec-
tion 2 presents the results on the UPC
function, for which deterministic, non-
deterministic as well as real ATM traffic
from a digital video connection have
been used. Section 3 is devoted to the
CAC function. Experimental results on
multiplexing of homogeneous traffic
mixes together with the admission
boundaries for heterogeneous traffic
mixes are reported. The measurements
are compared with simulations and ana-
lytical results. Section 4 addresses the
robustness of the total framework of the
co-operating UPC and CAC functions.
Here, initial results of experiments are
presented where influences of burst level
violations of the traffic contract have
been studied. Finally, Section 5 presents
conclusions and an outlook on future
work.

2  Experiments on Usage

Parameter Control

The objective of the UPC experiments is
to verify that the implementation of the
UPC function performs its task accurate-
ly and with sufficient flexibility to cope
with real applications. As a first step we
want to show that the UPC implementa-
tion discards cells which do not obey the
traffic contract. This is checked in Sub-
section 2.1 for the PCR with a determin-
istic source with a constant cell rate.
Enforcement of the SCR is verified in
Subsection 2.2 with two types of non-
deterministic ON/OFF sources. Finally,
we show in Subsection 2.3 that suitable
traffic contract parameters can be found
for a digital video source as an example
of a real traffic application.

Figure 2 shows the set-up for the UPC
experiments. The traffic source under
study is multiplexed with background
traffic in order to impose additional
CDV. By changing the load or the profile
of the background traffic it is possible to
study the influence on the foreground
traffic. After leaving the multiplexer, the
traffic enters the UPC function, where
only compliant cells are passed on to the
analyser.

2.1  Enforcement of the Peak

Cell Rate

The traffic contract for the control of the
PCR comprises both the contracted PCR
and the CDV tolerance τ. In practice,
every cell stream suffers from some
CDV caused by multiplexing of cell
streams or by the use of a slotted trans-
mission medium. Some early experi-
ments have clearly shown the influence
of these causes on the CDV (2), (9). Fur-
thermore, the influences of the traffic
load of the multiplexer and of the profile
of the background traffic were shown.
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We have gained experience on how to set
the CDV tolerance for complying sources
with these experiments.

The discard behaviour of the implement-
ed UPC function is studied by measuring
the UPC throughput as a function of the
PCR of the offered traffic, keeping the
contracted PCR fixed at a gross 2.44
Mbit/s. The measurements were repeated
for three values of the CDV tolerance,
chosen to be 0, 8 and 64 slots on a
155.52 Mbit/s link. It is clear from Fig-
ures 3 and 4 that the throughput depends

both on the offered PCR and on the CDV
tolerance. As long as the actual PCR
does not exceed the contracted PCR, all
cells pass the UPC. A source which is
sending traffic with a PCR just above the
contracted rate, can have less cells passed
than a source which is violating the traf-
fic contract by a factor of two (or more).
This is shown more clearly in Figure 4
which covers the region of small contract
violations. The dips in the throughput
curve vanish when the CDV tolerance is
increased to the contracted inter arrival
time (cf. τ = 64). All these results are as
expected from theoretical considerations.

2.2  Enforcement of the

Sustainable Cell Rate

For sources sending with variable rates
we may enforce both the PCR and the
SCR to be able to achieve statistical mul-
tiplexing gain. This is realised using a
Dual Leaky Bucket (DLB) mechanism
with two leaky buckets in parallel. The
traffic contract for SCR comprises both
the contracted SCR and the burst toler-
ance τs, which allows bursts at cell rates
above the SCR. With some initial experi-
ments SCR control was validated with
periodic deterministic cell sequences (2),
(9). Here we present the results for SCR
control of non-deterministic traffic gen-
erated by an ON/OFF source with two
states. If the source is in the ON state it
sends at a constant cell rate and no cells
are sent if the source is in the OFF state.
The sojourn time distributions of both
states can be negative exponential or
Erlang-k. The various parameters of the
three different types of ON/OFF traffic
sources used in this paper are summa-
rised in Table 1.

In a first step we focus on establishing
values for the SCR and for the burst tol-
erance such that for a complying source
not too many cells are discarded. We
have measured the Cell Discard Ratio
(CDR) as a function of the SCR for four
values of the burst tolerance. In Figures 5
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Figure 6  CDR for traffic type 2

Traffic Cell Rates Gross Bit Rates Avg. Burst Size State Burstiness
Type [cells per slot] [Mbit/s] [cells] Sojourn Time

Distribution
Peak Mean Peak Mean

1 1/5 1/25 31.10 6.22 1467.2 neg.-exp. 5

2 1/80 1/160 1.94 0.97 229.25 neg.-exp 2

3 1/20 1/400 7.78 0.39 183.4 Erlang-10 20

Table 1  Characteristic parameters of the ON/OFF traffic types

and 6 the SCR has been normalised by
the Mean Cell Rate (MCR) of the source.
The burst tolerance is expressed as the
Maximum Burst Size (MBS) in terms of
the Average Burst Size (ABS). The
curves reveal that the CDR decreases
approximately exponentially when the
SCR is increased and MBS is kept con-
stant. The slope of the curves and the
CDR value where the SCR equals the
MCR is determined by the MBS para-
meter. Furthermore, the various curves
show that even with a relatively high
SCR and a large burst tolerance the dis-
card ratio does not drop down to accept-
able values, which are considered to be
in the range of 10-10. The measurement
results are as expected from a fluid flow
approximation (11). Additional experi-
ments (10) confirm that the dimensioning
of SCR and burst tolerance can be more
tight to the average parameter values of
the source if the state sojourn times are
not taken from a negative exponential
distribution, which suffers from a fat tail.
This can be interpreted as a requirement
for applications to limit the burst size if
statistical multiplexing gain is to be
achieved.

2.3  Digital video as a real appli-

cation

Besides artificial traffic generated by
ATM traffic generators we also experi-
mented with real traffic from the various
terminal equipment and applications
available at the ETB. As an example we
present here the results on enforcing the
PCR of digital video traffic. Forward
Error Correction (FEC) combined with
bit or byte interleaving is applied to the
digitised video signal, before it is insert-
ed into ATM cells using AAL1 (3). This
results in an ATM physical rate of
41.366 Mbit/s. In Figure 7 the CDR at
the UPC is plotted as a function of the
CDV tolerance τ. Each curve corre-
sponds with a value of the contracted
PCR, which is expressed in terms of the
PCR of the source. Whenever the actual
PCR exceeds the contracted PCR (i.e.
p < 1), changing the CDV tolerance has
only little influence on the CDR, see the
upper right part of Figure 7. Once the
CDV tolerance is larger than the inverse
of the contracted PCR, the UPC discards
exactly the excess amount of traffic. If
the actual PCR of the source is below the
contracted PCR (see the lower left part of
Figure 7), discards are only caused by
cell clumping. Increasing the CDV toler-
ance drastically reduces the CDR to an
acceptable level.
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Figure 9  CLR at the multiplexer, type 1

Figure 10  CLR at the multiplexer, type 2

multiplexer under test. Since the number
of currently available real sources and
applications in the ETB is limited, we
have used ATM test equipment for the
generation of statistical traffic with vari-
ous profiles. Multiplexing has been per-
formed at an output link where a buffer
size of 48 cells and an output capacity of
155.52 Mbit/s are available. The CLR
has been measured for the aggregate traf-
fic. This is taken into account for the
convolution algorithm by applying the
global information loss criterion (6) for
the calculation of the expected overall
cell loss probability.

3.1  Homogeneous

traffic mix

First the case of a homoge-
neous traffic mix is con-
sidered where all sources
have identical characteris-
tics. The same ON/OFF
sources as for the UPC experiments have
been used (see Table 1). Figures 9 and 10
show the measured cell loss ratio as a
function of the number of multiplexed
sources. Simulation results with 95 %
confidence intervals and analytical
results from the convolution algorithm
are included in the figures. When com-
paring measurement, simulation and con-
volution results, the convolution gives
the largest cell loss ratio, while the mea-
surement shows the smallest loss values.
This is expected, since the convolution is
based on a bufferless model of the multi-
plexer such that buffering of cells at the
burst level is neglected. The very good
coincidence of measurement and simula-
tion is remarkable. The admissible num-
ber of sources for a given CLR objective
can be easily obtained from the figures.
For traffic type 1 almost no multiplexing
gain is achievable while the lower peak
cell rate of traffic type 2 allows a reason-
able gain.

3.2  Heterogeneous traffic mix

Now sources from both traffic types are
multiplexed and the resulting CLR is
measured. The following definition has
been used to determine the set of admis-
sion boundary points: for each boundary
point adding only one further source of
any traffic type would already increase
the resulting CLR above the objective.
Figures 11 and 12 show the measured
admission boundaries for CLR objectives
of 10-4 and 10-6, together with analytic
results for the convolution algorithm and
PCR allocation. The results reveal that
multiplexing gain can only be achieved
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Figure 8  Configuration for the CAC experiments

Figure 7 CDR for video traffic

While enforcing the PCR, the resulting
picture quality was assessed by a small
group of people in terms of flicker, loss
of picture, etc. We discovered that be-
sides the value of the cell loss ratio, also
the structure of the cell loss process (e.g.
correlated cell losses) has a strong influ-
ence on the picture quality. However, the
current definition of network perform-
ance in (5) does not include parameters
to describe this structure of the cell loss
process.

3  Experiments on Connec-

tion Admission Control

The aim of the CAC experiments is to
investigate the ability of different CAC
algorithms to maintain network perform-
ance objectives while exploiting the
achievable multiplexing gain as much as
possible. We focus on the Cell Loss
Ratio (CLR) (defined in (5)) as network
performance parameter in our studies.
Our performance study of various CAC
algorithms is not restricted to the two-
level CAC implementation in the ETB
(see (7) for a description).

In a first step we measure the CLR at a
multiplexer which is fed by several traf-
fic sources. By varying the number and
the type of the sources we can determine
the admissible number of sources for a
given CLR objective. The set of these
points is referred to as the admission
boundary. Once we have a measured
admission boundary it can be compared
with the corresponding boundaries ob-
tained when applying a certain CAC
mechanism. If the CAC boundary is
above the measured boundary, the in-
vestigated CAC performs a too optimistic
bandwidth allocation and is not able to
maintain network performance objec-
tives. On the other hand, if the CAC
boundary is below the measured bound-
ary the available resources may not be
optimally used by the CAC mechanism.
We have selected CAC algorithms based
on a bufferless model of the multiplexer,
since the small buffers in the ETB
switches can only absorb cell level con-
gestion. In this paper we only consider
the well-known convolution approach.
Results for other mechanisms can be
found in a more detailed report (10).

Figure 8 depicts the configuration. The
cells generated by N sources are all mul-
tiplexed in the multiplexer under test, but
first the cell streams pass another multi-
plexing network where the characteristics
can be modified. It is ensured that cells
are only lost by buffer overflow at the
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when a significant portion of the traffic
consists of type 2 sources. It is also evi-
dent that a smaller CLR objective
reduces the achievable multiplexing gain.
The comparison of the convolution
boundaries with the boundary points
found by measurement confirms the abil-
ity of the CAC scheme to maintain CLR
objectives while allowing to exploit a
significant part of the achievable multi-
plexing gain. It must be noted, however,
that the source characteristics were not
yet changed to stress the multiplexer,
which is investigated in the next section.

4  Experiments on robust-

ness of the UPC and

CAC framework

While UPC and CAC functions have
been studied separately in the previous
sections, we now focus on their co-opera-
tion. The aim is to identify whether this
traffic control framework is able to main-
tain network performance guarantees

under various network conditions and
load scenarios.

The experiment configuration is almost
the same as for the CAC experiments
(see Figure 8). The major difference is
that all traffic now passes the UPC func-
tion before being multiplexed. For each
source a traffic contract based on its sta-
tistical parameters is established and
enforced during the measurement. The
number of established connections is
determined by the CAC function apply-
ing the convolution algorithm. The con-
volution is based on the two UPC param-
eters, PCR and SCR, and not on the sta-
tistical parameters of the sources. While
for the PCR there is no difference
between these two methods describing a
source, the SCR is always larger than the
Mean Cell Rate (MCR). The ratio
SCR/MCR depends on the characteristics
of the source and can be rather large. The
used configuration allows to measure the
cell loss ratios at both the UPC (called
Cell Discard Ratio, CDR) and at the mul-
tiplexer (Cell Multiplexing loss Ratio,
CMR). The CDR and the CMR can be
combined to obtain the overall Cell Loss
Ratio (CLR) for each traffic source. We
investigate traffic mixes on the admission
boundary such that the highest possible
values for the CMR may be achieved,
since the CMR increases monotonously
with the number of multiplexed sources.

The robustness of the traffic control
framework is now investigated by intro-
ducing different kinds of changes in the
characteristics of a major part of the
sources. However, the remaining sources
will not be changed to be able to see if
their perceived network performance
parameters are influenced by the other
traffic.

In a first series of measurements we have
investigated the robustness with respect
to changes in the mean cell rate. For
these experiments we have used sources
according to traffic type 3 (see Table 1).
These sources still have an ON/OFF
characteristic but state sojourn times are
distributed according to an Erlang-10 dis-
tribution in order to be able to fix the
SCR closer to the MCR. The UPC
parameters in the traffic contract have
been chosen such that we can expect a
CDR smaller than 10-5 for a compliant
source (i.e. source with parameters
according to Table 1). We call a source
non-compliant if the mean cell rate is
increased either by decreasing the OFF-
state duration or by increasing the ON-
state duration. Approximately 1/3 of the

Figure 11  Boundaries for CLR = 10-4

Figure 12  Boundaries for CLR = 10-6
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sources have been chosen as well-behav-
ing, and the rest equally split as misbe-
having in the two different ways. For the
CAC a CMR target value of 10-4 has
been taken.

The results of this experiment are depict-
ed in Figures 13 and 14. Each figure
shows the various loss ratios as a func-
tion of the mean cell rate of the non-com-
pliant sources normalised to the SCR
contained in the traffic contract. Figure
13 clearly shows that compliant sources
are protected since the overall loss ratio
expressed by CLR remains rather un-
changed for these sources, even if the
mean of the non-compliant sources is
nearly doubled. In all cases the value of
CLR is below the target value of 10-4.
However, sources violating the traffic
contract suffer from cell discards at the
UPC (see Figure 14). Both figures also
reflect the fact that the overall loss ratio
at the multiplexer is hardly influenced at
all by traffic contract violations since the
excess traffic is already discarded at the
UPC. Furthermore, since these discards
at the UPC seem to smooth the output
traffic before this is multiplexed, the
CMR does not increase even if the aggre-
gate load of the multiplexer increases by
approximately the factor SCR/MCR for
the case with the highest mean rates,
where MCR refers to the rate of the com-
pliant sources.

In another series of experiments the traf-
fic characteristics of the sources are mod-
ified by cell level changes to investigate
the impacts on the network performance.
The CDV tolerance τ in the PCR control
is increased, thereby allowing an increas-
ing number of back-to-back cells to pass
the UPC and enter the multiplexer. With
these experiments we study the sensitiv-
ity of the network performance with
respect to sources sending clumps of
back-to-back cells. This sensitivity may
be crucial because the values for the
CDV tolerance τ are not used by the in-
vestigated CAC algorithms. Bounds on
acceptable values for τ may be needed to
ensure the robustness of the framework.
Some initial results were already obtain-
ed, but further investigations in this area
are necessary before conclusions can be
drawn.

5  Conclusions and future

work

Experimental results obtained in the
EXPLOIT Testbed on Usage Parameter
Control (UPC) and Connection Admis-
sion Control (CAC) have been presented
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and compared with analytical calcula-
tions and simulations.

With the UPC experiments the imple-
mented Dual Leaky Bucket (DLB) mech-
anism was validated to operate correctly
by enforcing both the Peak Cell Rate
(PCR) and the Sustainable Cell Rate
(SCR). As expected, the SCR and the
Maximum Burst Size (MBS) cannot
always be set very tight to the average
source characteristics, since that would
cause an unacceptable high cell discard
ratio for complying sources with expo-
nential sojourn time distribution. Tighter
values may be chosen if the probability
of long bursts is reduced. When design-
ing protocols to communicate over ATM
networks such properties should be taken
into account.

The performance of several CAC algo-
rithms has been evaluated. The ability of
these CAC mechanisms to control the net-
work performance (cell loss ratio) was
investigated by multiplexing both homoge-
neous and heterogeneous traffic mixes
with various non-deterministic ON/OFF
sources. The convolution algorithm always
performs a conservative allocation of
resources, but the admitted number of
sources is rather close to the maximum
possible, given the small buffer sizes
implemented in the switches of the testbed.

The robustness of the co-operating UPC
and CAC functions has been partly
examined. In the cases considered so far,
the well-behaving sources are protected
even if approximately 2/3 of the sources
are misbehaving by increasing their mean
load.

In the near future our investigations will
include other types of violating sources
and more real sources having variable
cell rate characteristics, like multi media
applications or traffic originating from
LAN environments. Furthermore, the
excellent interconnection possibilities of
the EXPLOIT Testbed will be utilised to
validate the traffic control framework
with long distance connections using the
ATM Pilot network.
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High level requirements for an ATM traffic load generator

- The traffic load should stem from a large number of independent sources (at least
1000), each with its unique virtual circuit (VC), payload, etc.

- The models of the sources should be physically interpretable, reflect both the infor-
mation transfer caused by the application/service, and the protocols and equipment
of the end systems. The model(s) should be adaptable to a wide range of source
types, e.g. speech, variable bitrate coded video, various kinds of data traffic, and
new and yet unknown services/equipment.

- The generated traffic must reproduce the short and long term properties of real traf-
fic, i.e. the range from microseconds to hours.

- It should be possible to define load scenarios with a mix of traffic from many differ-
ent types of sources with different and time-varying traffic interests.

- A nearly infinite number of independent and reproducible generations of each sce-
nario should be possible.

- The underlying traffic model(s) should enable a compact and efficient hardware
implementation.
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Abstract

The only way to validate the perform-
ance of an ATM based network is
extensive traffic measurements. Obvi-
ously, if such measurements shall be
meaningful, they must be carried out
under a load with characteristics simi-
lar to that of real traffic. The network
performance measures obtained, e.g.
cell loss, delay and jitter, will depend
heavily on the load put on the system.
The paper starts with a brief discus-
sion of this issue. Next, an introduction
to modelling of ATM traffic sources is
given. Various approaches to traffic
generation is outlined, before the mod-
elling framework on which the STG is
based, is presented. The STG (Synthe-
sised Traffic Generator) is an ATM
traffic generator, which is designed to
generate a traffic load as realistic as
possible, and thereby enable trustwor-
thy ATM system measurements. The
source type models include the
behaviour of physical sources and the
formation of ATM cell streams done
by the terminal equipment. How such
source type models may be established
is discussed and exemplified. In the
STG, time varying traffic mixes
towards various destinations may be
defined. These are denoted load sce-
narios. One STG can generate the mul-
tiplexed traffic stemming from up to
2047 independent sources. A nearly
infinite number of independent and
reproducible cell load sequences, with
the same statistical properties, may be
generated for each scenario. The paper
concludes with a sketch of how the
STG functionality may be extended.

1  Introduction

Today, there are few who doubt that the
coming generation of high capacity net-
works and switching systems, both in the
public and private domain, will be based
on the ATM (Asynchronous Transfer
Mode) principle. In the public domain
switches from various manufacturers are
tested in trial networks and “ATM solu-
tions” are heavily marketed for local area
networks. However, ATM is new and
unproven – also with respect to traffic
engineering. The capacity (bandwidth)
on demand idea underlying ATM poses a
wide range of challenges. The character-
istics of the load put on the systems are
partly unknown and new call handling
and switching techniques are introduced.
At the same time very strict requirements
are put on network performance/quality

of service parameters like cell loss fre-
quencies and cell delays. In spite of the
enormous effort put into traffic research
related to ATM during the last years, our
possibilities to perform a thorough vali-
dation of the traffic carrying capabilities
of these new systems is restricted. 

- A sufficiently detailed mathematical
analysis under realistic assumptions is
impossible, even for small systems.

- Full scale simulations are too demand-
ing with respect to computer time. This
is, to a large extent, caused by the
enormous number of cells that pass
through the system relative to the num-
ber of events occurring during the
same time. Work is going on toward
special “speed-up techniques”, see [1].
However, this evaluation technology is
not yet mature.

- Measurements and experimentation
then remain as our prime means to
gain confidence in this new and not yet
fully proven transfer technology.
Types of measurements that will be
carried out are for instance:

⋅ Validation of equipment, like the
cell carrying capability of a switch,
the jitter it introduces in a cell
stream, its fairness with respect to
service impairments caused to vari-
ous connections, etc.

⋅ Design decisions and trade-offs, like
determining the appropriate size of
packets on various protocol levels,
the (possible) forward error correc-
tion (FEC) needed for some real
time services, etc.

⋅ QoS cross-influence between ser-
vices (source-types). For instance, is
there a difference in the service
impairments when a high quality
video connection competes in the
network with mainly data connec-
tions, constant bitrate connections
(CBR) or other video connections
when the average load is the same.

⋅ Investigation of acceptable loading
under various traffic mixes to vali-
date connection acceptance control
(CAC) functionality.

When carrying out measurements, it is
necessary to be able to register for
instance the delay of various information
units (cells, transport packets, video
frames, etc.) through the network as well
as the cell loss associated with the same
units. Note, however, that the traffic load
put on the system is the most important
constituent with respect to the results
obtained. The best approach is of course
to put controlled, real traffic on the sys-
tem. This, however, is not feasible. Real
traffic can not be kept sufficiently stable
and be varied with respect to load and
mix to obtain controlled and accurate
results. A realistic loading of a system
requires an array of independent genera-
tors, each producing the traffic stemming
from a large number of independent
sources. In addition to established
sources/services, it should be possible to
load ATM systems with traffic from
foreseen, but not yet available services,
and traffic corresponding to various
choices with respect to service specifica-
tions and terminal equipment design.

Synthetic load generation for ATM traffic measurements

B Y  B J A R N E  E  H E L V I K
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This in order to test the effect of these on
the network performance and the QoS
before decisions are made. Hence, in
order to perform traffic measurements of
ATM systems, it is necessary to be able
to generate an artificial traffic load which
has characteristics which are close to real
(current and expected) traffic. For details,
see the separate box High level require-
ments for an ATM traffic load generator.

The recognition of the above facts
triggered our work on source modelling
and traffic generation. Traffic generation
must be based on one or more models of
the source. Classes of models and gener-
ation principles are discussed in the next
section, together with the composite
source model (CSM) on which the syn-
thesised traffic generator (STG) is based.
This generator, which currently is the
most advanced ATM traffic generator
available, is presented in Section 4.
Before that, Section 3 gives a brief intro-
duction to how source type models may
be defined in the composite source model
framework. An outlook and some con-
cluding remarks end the paper.

2  Models for load

generation

2.1  Source type modelling

Before proceeding to modelling of
sources for load generation, a brief
overview of different types of source
models is necessary. The subsections
below are neither claimed to be a com-
plete review of the state of the art, nor
perfect in their classification.

2.1.1  State based models

The most common approach to ATM
source type modelling is to assume that
there is some sort of finite state machine
(FSM) behaviour determining the be-
haviour of the source. For some types of
sources, for instance for speech encoded
with silence detection, this is a correct
assumption. For other source types, for
instance variable bitrate coded (VBR)
video, it is an artefact used to approxi-
mate an infinite state behaviour of the
source. This will be dealt with in
Section 3.

There are two different approaches in
state based modelling. Either the cell
generation process is modelled by a finite
state machine directly, or the cell genera-
tion process is modulated by a finite state
machine.

Modulation of the cell process

This approach reflects the multilevel
modelling which will be discussed later
in this section. The basic idea is that a
finite state machine modulates the ex-
pected rate (mean value) of an under-
lying process. This is demonstrated by a
very simple example in Figure 2.1.

The state machine is usually assumed to
have the Markov or semi-Markov prop-
erty, i.e. its sojourn times in the states
and the transitions to the next states are
completely independent of its previous
behaviour. The source type models of
this class differ in the  following aspects:

Sojourn time distribution; determines the
duration of the levels in the modulated
flow. The sojourn times are in most mod-
els negative exponentially distributed
which makes the state machine a discrete
state continuous time Markov model. It is
also proposed to use general distribu-
tions, which makes it a semi-Markov
model. As a trade-off between modelling
power/accuracy and mathematical
tractability, phase type distributions are
suited. See [2] for an introduction. This
type of sojourn time is used in the source
type model used in the STG, cf. Section
2.4.1. The different types are illustrated
in Figure 2.2.
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Figure 2.1  Illustration of a simple modulating finite state machine

Figure 2.2  Sketch of different types of sojourn time distributions
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The type of the modulated process;
which are commonly one of the follow-
ing three:

- Poisson. The modulated process is
often assumed to be Poissonian1. This
is done primarily for mathematical
tractability without any basis in the
behaviour or real source. When the
state sojourn times are negative
exponentially distributed, this kind of
stochastic process is referred to as a
Markov Modulated Poisson Process,
MMPP. For processes with restriction
on the size or structure of the state
space, other acronyms  may be
encountered. For instance is the two
state case often referred to as a
switched Poisson process, SPP, which
will be returned to below.

- Deterministic, which is usually syn-
onymous with a constant cell inter-
arrival, is a process which in many
ways better reflects the lower level of
an ATM source. This source type is
less mathematically tractable than the
Poisson process, but is often used for
simulation, see for instance [3].

- Fluid flow. In this kind of model, the
“flow” of cells from the source is
approximated by a continuous fluid
which enters the system, i.e. the dis-
tinct cells are not studied in the model.
This type of models are aimed at math-
ematical analysis of systems, see [4]
and [5] for examples.

The typical behaviour of these are illus-
trated in Figure 2.3.

Structural aspects of the model. The last
attribute in which this kind of source type
models differ is the size and the structure
of the state space. Restrictions are often
introduced to limit the number of param-
eters and to increase mathematical tract-
ability. For instance, the two state
switched Poisson process (SSP) has been
used to fit the average, the variance and
the long and short term behaviour of a
measured process, see for instance [6].
Another popular two state model is the
simple ON-OFF model, where no cells
are formed in the off-state.

The activity of a source is often modelled
as a chain, i.e. a one dimensional struc-
ture where the next state entered always
is neighbour to the current. A model of
this kind is the multi-mini-source model
which is shown in Figure 2.4. This
source may be regarded as a multiplex of
M independent ON-OFF sources with
average on and off duration of l/α and
1/β respectively, and with a cell rate of λ
when on. In spite of its simplicity this
model has been shown to reflect some of

the characteristics of a variable bitrate
coded video scene reasonably well [7].

This model is unable to reflect the peri-
odicities due to frame, line and cell simi-
larities seen in the output from a variable
bitrate coded video sources. As a result
of these periodicities, S-Q Li and co-
workers have in some recent papers
approached the ATM traffic analysis
from a spectral point of view, i.e. in the
frequency domain [8, 9 and 10]. In this
work they have also devised a procedure
for deriving continuous time Markov
modulated model with certain spectral
characteristics (location and width of
peaks), named the circulant chain [9].
This is a symmetric circular model where
only the generated cell rate differs from
state to state. The model in Figure 2.1 is
an example of a very simple circulant.

Modelling the cell process directly

In this approach the cell level is modelled
directly. This is most commonly done by
a discrete time discrete state Markov
model. One time step is equal to one cell
period. The Bernoulli process is the
simplest of these. In the Bernoulli pro-

1 Cells are generated independently of
all previous cells at a constant rate
determined by the modulator.
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cess a cell is arriving (being generated) in
a cell slot with constant probability p.
Cell arrivals/generations are independent
of previous cell arrivals/generations. This
corresponds to geometrically, identical
and independently distributed cell inter-
arrivals with mean of 1/p cell periods.
This model is popular due to its mathe-
matical tractability and is widely used.
There is, however, no physically based
motivation for why a cell stream should
have this characteristic. A somewhat
more sophisticated model is shown in
Figure 2.5. It generates geometrically,
identically and independently distributed
burst of consecutive cells with mean 1/q
and similar gaps with mean 1/p. Also this
model is rather vaguely motivated and
cannot be used to properly characterise
ATM source types. It is seen that it de-
generates to the Bernoulli process when
1 - q = p.

A class of processes with far better capa-
bilities to model the characteristics of
ATM traffic is the DMAP (Discrete-Time
Markovian Arrival Process), introduced
by Blondia [11]. However, since both cell
and burst level behaviour of the source
(see Section 2.3) is captured in a single
level model, the number of states will
become immensely large for source with
a non-trivial behaviour at both layers.

A special class of source models which
also should be mentioned is the deter-
ministic source models, i.e. the cell from
a source has always the same interarrival
distance. See Figure 2.3.b. This class is
used to model constant bitrate (CBR)
sources, and it is the phases between the
cell arrivals from the different sources
which determine buffering delays and
possible cell losses in the system. See for
instance [12].

2.1.2  Time series

Models based on time series have been
given most attention in the modelling of
variable bitrate coded video sources. The
information flow [bits/time unit] from a
source may be modelled as a time series,
where, for instance, the expected number
of bits in a video frame is determined by
the number of bits in the previous
frames. As an example regard the follow-
ing VBR video model from [13] where
Tn is the number of bits per frame in the
n’th frame and

Tn = Max(0, Xn + Yn + Zn) (1)

where

Xn = c1Xn-1 + An
(Long term correlation)

Yn = c2Yn-1 + Bn
(Short term correlation)

Zn = KnCn
(Scene changes)

The quantities An, Bn and Cn are inde-
pendently and normally distributed ran-
dom variables with different mean and
variances, c1 and c2 are constants deter-
mining the long and short term correla-
tion of the video signal and Kn is a ran-
dom variable modelling the occurrence
of scene changes which results in a tem-
porarily very large bitrate. Another simp-
le video frame oriented model, bridging
the gap between the state oriented mod-
els outlined in Section 2.1.1 and the time
series models, is the discrete auto-
regressive (DAR) model [14].

The above mentioned models assume
that the cells generated from one frame
are evenly distributed over the frame
period and that all frames are coded simi-
larly. Time series models including line-
and frame-recorrelation from an immedi-
ate transmission of cells are proposed
[15], as well as a model taking into
account the lower information rate of the
intermediate frames in MPEG encoded
video [16]. 

2.1.3  Self similar stochastic

processes

Rather recently, analyses of measure-
ments of data traffic indicate that this
type of traffic has self similar stochastic
properties. By this is meant that the
statistics of the process, e.g. the variance
and autocorrelation, are the same, irre-
spective of the time scale regarded. The
traffic process (packets per time unit)
looks similar whether it is regarded per
second, minute, hour, or day as illustrat-
ed in Figure 2.6. For details see [17, 18]
or [19.]

Our current hypothesis is that this effect
may also be captured by the multilevel
activity modelling outlined in Sec-
tion 2.3. Simulation and analytical stud-
ies carried out seem to confirm this hypo-
thesis.

2.2  Three approaches to ATM

load generation

Three conceptually very different app-
roaches to the generation of ATM traffic
for measurement and simulation may be
identified. These are dealt with in the fol-
lowing subsections.

2.2.1  Replay of a cell sequence

This is a storage based generation, where
a pre-recorded or predefined cell se-
quence is (repeatedly) reproduced during
a measurement. Due to its determinism
and simplicity, this approach is suited for
initial functional testing. It is, however,
unsuitable for validation of traffic han-
dling capabilities since limited length cell
sequences will be available with a
reasonable memory. (A complete
155 Mbit/s ATM cell stream requires
19 Mbytes/s.)

2.2.2  Generation according to 

a class of stochastic

processes

This may be regarded as a black box
approach. A cell stream is generated
according to “some” class of stochastic
process, for instance a renewal process or
(multiple) on-off sources. The parameters
of the stochastic process are chosen to fit
some of the statistics of a source or a
multiplex of sources.

In this case it is possible to generate long
independent sequences, but it still
remains open how well real traffic is rep-
resented. The quality of the traffic gener-
ated will depend on how well the chosen
class of statistics fit the actual process. If

Packets/hour

Hours

Seconds

Packets/second

Figure 2.6  Illustration of a self similar
stochastic process
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a real source is available, some of the
statistics of this source may be fitted, for
instance mean, variation and auto-
correlation after a certain lag. There is,
however, no guarantee that these are the
most salient statistics with respect to traf-
fic handling. Experimental evidence indi-
cates the opposite [20]. If a real source
from which statistics may be obtained is
not available, this approach becomes
inapplicable.

Traffic generation according to this prin-
ciple tends to be based on simplistic
models, e.g. a Bernoulli process where
cells are generated with a constant proba-
bility p.

2.2.3  Physically based source

models

This approach is also based on stochastic
processes, but in this case the detailed
behaviour of the source is attempted
reproduced. It may be regarded as a

white box approach where the inner
workings of the physical source and end
system are modelled together with user
behaviour and other elements forming
the cell stream. Our work is based on this
approach. The next section discusses
types of activity in a source and in Sec-
tion 2.4 it is shown how these activities
may be captured in a model. Section 3
discusses how this general model may be
parameterised to generate realistic traffic
seemingly stemming from many sources
of different types.

In addition to be able to generate traffic
similar to that from established sources/
services, it should be noted, that by this
approach it is possible to load ATM sys-
tems with 

- traffic from foreseen not yet available
services, and

- traffic corresponding to various choices
with respect to service specifications
and terminal equipment design.

This enables testing of the effect of new
services, draft protocol specifications and
design decisions before these are made
final.

2.3  Activities in a source

The cell stream from an ATM source is
determined by a number of factors.
Among these are:

- The human(s) initiating and control-
ling the communication process, or
eventually defining criteria and proce-
dures for when and how it shall take
place.

- The information to be transferred. This
may in itself be time varying, e.g. a
variable bitrate coded video signal.

- The speed of the equipment used in the
communication, e.g. disks, transmis-
sion lines and processors.

- The protocols on various levels form-
ing the cell stream.

- The ATM network by its influence on
the end-to-end (protocol) activity.

This is illustrated in Figure 2.7, where
the so-called activity levels are introduc-
ed. These are discussed below. See Fig-
ure 2.8 for an illustration. The model ele-
ments used in the composite source
model to capture these activities are indi-
cated as well. These will be described in
Section 2.4.

Connection level, describing connects
and disconnects of the virtual circuit.
Typical time constants are in the order of
100 s. This level is related to the com-
mand function associated by the physical
source. When to communicate (the time
when a call is established) is in the STG
modelled by the load profile, see Sec-
tion 2.5. Where to communicate (call
destination) is modelled by the cell
header (VCI, VPI, destination).

Dialogue level, describing the alterna-
tions between the A and B party in a con-
nection. Typical time constants are in the
order of 10 s.

Burst level, describing the behaviour of
the active party. The activities on this
level are primarily governed by the phys-
ical source. Time constants are in the
order of 100 ms. The dialogue- and burst
levels are modelled by a finite state
machine. See Section 2.4.1.

Cell level, describing the actual cell gen-
eration. This level is primarily governed
by the terminal and/or end system. Time
constants are in the order of 0.01 ms. The
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cell level is encompassed in the Compos-
ite Source Model by a repetitive cell pat-
tern associated with each state. See Sec-
tion 2.4.2.

2.4  The composite source

model

As indicated in the section above, the
activities of a source type are modelled
by state diagrams and generation pat-
terns. A more thorough presentation and
discussion of the model is found in [21].
The properties of this model is studied
in [22].

In the first subsection the source types
are modelled. A source type may be
regarded as the application of a specific
service, e.g. voice telephony or file trans-
fer. In Section 2.4.4 it is shown how a
number of individual and independent
sources with a behaviour defined by each
of the source types may be included in a
composite source model.

Before proceeding to the description of
the composite source model, note that the
above discussion may be summarised by
the requirements for the model listed in
the box High level requirements for an
ATM traffic load generator.

2.4.1  State models

The activities on the dialogue- and burst
levels are mostly driven by human activ-
ity, events in the environment of the sys-
tem, composition of a number of events
influencing the communication, etc. This
forms a stochastic process. Hence, the
dialogue and burst levels of a source type
are modelled by a finite state machine
(state model). Its behaviour is that of a
finite state continuous time Markov pro-
cess [23]. In its simplest form, each
activity is represented by a single state,
giving a negative exponentially dis-
tributed sojourn time of this activity.
However, the sojourn time of an activity
cannot always be properly modelled by a
negative exponential distribution.
Furthermore, it cannot always be mod-
elled as independent of the previous
state/activity. To handle non-negative

exponential distributions, such activities
are modelled by groups of states, which
may have Coxian, Erlang, hyper-expo-
nential or general phase type distributed
sojourn times [2]. Dependencies may be
introduced by letting the entry probabili-
ties of a group be dependent on the previ-
ous state. See Figure 2.9 for an example.
In the figure the “large task” has a non-
exponential sojourn time when it starts
after the source has been idle. Entered
from above, it has a negative exponential
sojourn time distribution.

Formally, the activity on the burst and
dialogue level of source type k is mod-
elled by a Markov process with transition
matrix Ω(k). Since it is more descriptive
we have used the transition probabilities
pij

(k) and the state sojourn times Ti
(k) in

the model definitions, i.e.

(2)

2.4.2  Patterns

Cell generation patterns model the cell
stream resulting from the information
transfer associated with each state. This
stream is formed by the terminal and/or
end system. Note that the parts of the
system performing these tasks are rather
deterministic “machinery”. Hence, deter-
ministic models of this activity suffice.

Each state has a pattern λ associated with
it, see Figure 2.9. The pattern is a binary
vector where 1 corresponds to the gener-
ation of a cell and 0 a cell length gap. As
a trade off between modelling power and
implementation we let this pattern be of
constant length L and cells are generated
cyclically according to this pattern as
long as the source is in the corresponding
state. Figure 2.13 gives an illustration of
two patterns.

Constant length patterns give a reason-
able model of the behaviour of the termi-
nal and end system since this usually has

a repetitive behaviour. In the generator
we have two kinds of patterns:

- ordinary, with a length 1024 LB
4096 cells with a default value 2048. A
pattern of the default length with one
cell roughly corresponds to a payload
transfer rate of 64 kbit/s on a
155 Mbit/s link. Most source types and
states may be modelled with ordinary
patterns

- long patterns, with a length n ⋅ LB n =
2, 3, ..., 32. These are used to model
longer cycles, for instance video
frames.

2.4.3  A simple source type model

example

To illustrate the model elements intro-
duced above, a simple example is regard-
ed. In Figure 2.11 a human user interacts
with a high performance computer via an
ATM network. For every user action, the
computer transfers in average 40.8 kilo-
bytes. For simplicity assume that the
number of bytes in each transfer is nega-
tive exponentially distributed. The link
rate is 150 Mbit/s and the effective rate
out of the computer during a burst is
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1.52 Mbit/s. The data is transferred as
512 byte blocks, split into 12 cells, which
are sent back to back.

The think and turn around time of the
user is measured with results as shown in
the figure. Two modes of the user may be
identified, typing and thinking, represent-
ed by the upper and lower branch in Fig-
ure 2.11.b respectively. The number of
states and the parameters of the user-sub-
model may be determined from the mea-
sured data for instance by a non-linear
fit.

2.4.4  Composition

Up till now we have dealt with the
modelling of a single source type. To
meet the requirements for a useful gener-
ator, it is necessary to generate traffic
from a number of sources which may be
of different types. In the rest of this sub-
section, it is outlined how this is done.

Say we have K different source types
with m(1), ..., m(k), ..., m(K) sources of the
different types. Of the k’th type, let mi

(k)

denote the number of sources in state i at
time t. Since the composition of Markov
processes also is a Markov process, the
set of {mi

(k)(t)}∀(k,i) constitutes the glob-
al state of the dialogue and burst level
part of the model.

The transition matrix for the composition
of sources can be obtained by Kroeneck-
er addition of the transition matrixes of
the m(1), ..., m(k), ..., m(K) sources. The
matrix become extremely large. A simple
example for illustration is shown in Fig-
ure 2.12. The state space of three two
state speech sources and one three state
date source yields a 24 state global state
space. The largest burst level state space
which may be defined for the STG has
104315 states.

However, by the principle used for gen-
eration, it is not necessary to expand this
state space. The state space is traversed
according to a set of rules given by the
source type definitions and the number of
sources of the different types. The selec-
tion of the next global event, state change
and time when it occurs, is governed by
the probabilities shown in Table 2.1.

The discussion of the state space above
relates only to the burst level state space.
In addition, a burst level state may be
entered at an arbitrary time relative to the
cyclic pattern described in Section 2.4.2.
Hence, we must add these patterns to-
gether with a correct phase in order to
produce the multiplexed output from the
composition of the m(1), ..., m(k), ..., m(K)
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Table 2.1  Parameters governing the next transition of the composite model

The time until next state change is negative
exponentially distributed with parameter

The next type k and state i combination to be affected
by a state change is given by the probability

The specific source among these which is changing
state is given by the probability

The next state j of this source is given by the probability
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sources. The number of such multiplexes
is obviously much larger than the number
of burst level states.

The composite cell pattern transmitted
from a multiplex of sources is denoted
the periodic cell transmission pattern
(PCTP). It is, with two modifications, the
sum of the patterns of all the sources
added together. When a source is added
the identity (e.g. VCI) of the source is
included. The modifications are:

- The start of the pattern is aligned with
the position in the PCTP which de-
termines the cell generated when the
source entered its current state.

- If a cell from a pattern is attempted
added into an already occupied posi-
tion in the PCTP, it is shifted ahead to
the first vacant position in the PCTP.

On

Off

Off

High Low

Speech 3

Data 1

Source types Sources Composite model state space

A B C

1 2 3

1 23

S(τ-)

λ
(k)
j

S(τ+)

(τ) mod L

Periodic cell transmission pattern (PCTP) before the state change

PCTP after the state change

Phase difference between the generation cycles and the event time

Cell generation pattern from source type k in state j

Figure 2.12  Illustration of expansion of the global burst level state space for a very
small scenario

Figure 2.13  Example of the periodic cell transmission pattern (PCTP) immediately before and after a source changes state. Cells
from the actual source are denoted A, B, C, before and 1, 2, 3 after

Table 2.2  Example of a scenario set-up table

Source Id Fore- Source Destin. Cell Cell Load Profile
ground type tag header payload

001–100 Phone A ‘Range of ‘Name’ Jumpy
Names’

200 Y HDTV A ‘Name’ ‘Name’ Const.

300–350 File B ‘Name’ ‘Range of Step
transfer Names’

t

t

t

#

#

#



182

This procedure is illustrated in Fig-
ure 2.13. For a formal description is
referred to [21], where also a comparison
of this multiplex scheme and a FIFO
multiplex is given. If the PCTP at time t
is regarded as a vector S(t), cells are
transmitted cyclically from this pattern,
i.e. at time t a cell from source StmodL(t)
is transmitted. Under a typical load con-
dition, the PCTP (S(t)) will change sev-
eral times during a cycle of length L.

2.5  Scenarios

The sources of the various types sending
traffic toward the destinations in the net-
work are defined in a scenario. A set-up
is exemplified in Table 2.2. Most of the
entries are self-explanatory. Foreground
sources are sources on which it is per-

formed end-to-end measurements by the
ATM 100 system, presented in Sec-
tion 4.1.1. The destination tag is an indi-
cator derived from the VCI/VPI in the
cell header which highlights the terminal
– or a point within the target system, the
traffic is routed to. The load profiles need
a further explanation. The load profiles
model the connection levels as indicated
in Figure 2.8. During generation they de-
fine the relative number of sources which
are active at the various times. By active
is meant that they are generating cells.
See Figure 2.14 for an example on how
six profiles govern the traffic load during
a measurement.

In Figure 2.15 all the elements introduc-
ed above which constitute a scenario are
illustrated. The “other parameters” are

measurement period, random number
seeds, initialisation, which generator to
run it on, etc.

3  Defining source type

models

The identification of the various activity
levels was discussed in Section 2.3.
When a specific source is going to be
modelled, it is usually obvious which
activities should be modelled at the vari-
ous levels. However, there may be cases
where a type of activity may for instance
either be modelled on the cell level or on
the burst level. This section will give
some guidelines and discuss more spe-
cific approaches to establishing source
models. Since the dialogue and burst
level are modelled by the same mecha-
nism, no separation is made between
them. Using Figure 2.7 as a basis we add
some detail to obtain a rough outline of
which elements of the source should be
modelled by state machines and which
should be modelled by patterns. An
example is shown in Figure 3.1. A sum-
mary box for this section is found below,
headed “How to use the Composite
Source Model to describe source types”.
Source type modelling along these lines
is also discussed in [24].

3.1  Burst and dialogue level

modelling

The most important elements constituting
the burst and dialogue level activity are

- user behaviour

- slow network interactions, and

- variation in the information source (for
instance variable bitrate coded video).

When finite state machines are used as
means for modelling, sources where the
activities can be represented with distinct
system states are more straightforward
modelled than sources where (part of) the
activity is continuously varying. These
two cases are discussed in the separate
subsections below.

3.1.1  Distinct system states

At any time the source, or end-system,
performs one out of a finite number of
different activities. These should be iden-
tified and characterised by system states.
Thereafter, the duration of these states
should be obtained as well as the transi-
tion frequency between them. It should
be checked if there are any dependencies
between the various transitions, between
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the various sojourn times, and between
transitions and sojourn times. If such
dependencies are found and considered
important, they should be accounted for
by splitting system states into more gen-
erator states, using phase type distribu-
tions etc. as indicated in Section 2.4.1
above. Similarly, non-negative sojourn
times of system states should be mod-
elled by phase type distributions. This is
most easily illustrated by examples.

Example;

Speech with silence detection

During a speech conversation, one party
is either speaking or listening. The speak-
ing party can either form sound or be
pausing. In addition, we may have occur-
rences of interruptions and double talk.
Furthermore, the behaviour of the parties
may be dependent on who spoke last, etc.
This is studied thoroughly in the classical
paper of Paul T. Brady [25]. His six state
model is reproduced in Figure 3.2.a.
Brady found that the sojourn time of the
states could (with a reasonable accuracy)
be approximated by a negative exponen-
tial distribution.

Regard a speech encoding scheme where
the sending of samples stops during
pauses. In this case, we may regard the
source as having two main states (Talk-
ing and Silent) where each of them may
be split into three sub-states as shown in
Figure 3.2.a. If these sub-states have neg-
ative exponentially distributed sojourn
times, they may be modelled as phases.
Brady found that the unconditional talk-
ing and silent periods were roughly nega-
tive exponentially distributed. This leads
us to a simpler model shown in Figure
3.2.b. This simpler model is often used
for mathematical analysis. See for
instance [26] and [27]. Note that by
going from the model of Figure 3.2.a to
the simpler of Figure 3.2.b we lose model
accuracy with respect to

- the sojourn time distribution of talking
and silent periods, and

- dependencies between the two kinds of
activities caused by interruptions etc.

Example;

Interactive data transfer

This example is already presented as the
simple source type in Section 2.4.3. Fig-
ure 2.11 shows how the duration of the
system state “Turn around and user think
time” is modelled by several states. Due
to lack of a more detailed information
from the measurements, it is assumed
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that these times are identically and inde-
pendently distributed. If this later turns
out not be the case, the model has to be
refined.

Example;

Bulk data transfer towards a slow

receiver

In the last example we regard a bulk data
transfer, for instance an FTP file transfer,
see Figure 3.3.a for an illustration. To
demonstrate some of the modelling con-
cepts, it is assumed that a window based
flow control is used. In a bulk data trans-
fer, for instance with FTP, the receiving
computer, workstation or the local net-
work on the receiving side may not be
capable of consuming the data at sender
speed. Hence, the window becomes full
and sending is deferred. The sender must
wait for acknowledgement or a wider
window.

Measurements of bulk data transfers
show that there is an extremely large
variability in the size of the data items
transferred [28]. This leads us to the sys-
tem state model shown in Figure 3.3.b. In
the system state In-between items, the
activity is under user control. To keep the
example simple, this part of the model
has not been detailed. When a transfer is
started, a Send first segment/short file
system state is entered. This may be left
either because it was a small data item
which is transferred without filling the
window, or because the window becomes
full. In the latter case, the transfer has to
be halted while the sender waits for
acknowledgement, or, alternatively, a
wider window is negotiated. The mean
sojourn time in this system state is given
by the turnaround time for that connec-
tion, which may be predicted given a
specific installation and implementation.
After reception of acknowledgement the
sender resumes the transfer. The Send
rest of item system state models the pro-
cess after acknowledgement is received.
The source stays in this state until it has
to wait for acknowledgement again or the
transfer is finished. This state is separat-
ed from the Send first segment state since
it has a different sojourn time.
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Figure 3.3.b shows a model outline for a
slow receiver. For a slow sender the
transfer will never have to stop and wait,
and the transfer may be modelled by the
first two system states.

Figure 3.3.c shows how the system states
are detailed to fit the item size distribu-
tion by a phase type distribution. Empiri-
cal data from [28] shows that FTP-item
distribution does not follow a negative
exponential distribution. It is therefore
necessary to refine the Send … system
states to fit the empirical data. A closer
examination of the distribution revealed
that approximating it with a five branch
hyperexponential distribution gave an
acceptable fit, however, with deviations
from the empirical data for the protocol
specific “outliers” like items 512 bytes
long.

The transfer of items “belonging” to the
two branches of the hyperexponential
distribution representing the largest items
are chopped into smaller segments by the
Window full state. For the simplicity of
the example it is assumed that an
acknowledgement is received after a neg-
ative exponentially distributed time with
mean λ-1 and that the transfer time of a
segment is negative exponentially dis-
tributed with mean µ-1. These distribu-
tions may easily be replaced by more
realistic Erlang distributions. Note also
that the “chopping” due to waits for
acknowledgement, the two branches
must be kept separate.

3.1.2  Continuously varying activity

level

Some source types do not have distinct
system states. An example of such a
source type is variable bitrate coded
video. The procedure below indicates
how such a source may be approximated
by a state model by making the process
discrete. The procedure processes an
available sample output from the source.
A video source model with good per-
formance, defined according to a proce-
dure similar to the one below, is reported
in [29].

Smoothing

First, regard the information/bit-stream
from the source as a continuous process.
If it is not already smooth, the process
should be smoothed, for instance over a
moving window of a duration similar to
the typical time constant reflecting the
burst level, e.g. 20 – 200 ms. Such a
smooth stream is depicted in
Figure 3.4.a.

Level identification

The next step is to identify any levels in
the information rate from the source.
Such levels are recognised in Fig-
ure 3.4.a. An aid in identifying these lev-
els is to plot the frequency of the various
information rates. This is illustrated in
Figure 3.4.b, where recognised levels are
seen as peaks.

In cases where the source does not ex-
hibit levels and corresponding frequency
peaks, the range of the rate should be
split into appropriate levels. The higher
the number of levels, the higher the
potential modelling accuracy.

Each information generation level corre-
sponds to one state in the source type de-
finition. This is illustrated in Figure 3.4.c.
The detailed behaviour of the source
when it is in a certain state (within a
level) is encompassed in the pattern of
this state as discussed in the next section.

Intralevel transition statistics

The relative numbers of jumps between
the various levels correspond to the state
transition probabilities. When a level is
only passed, i.e. the duration of the level
is significantly shorter than the average,
the level should be omitted. For instance
in Figure 3.4.a we take the following
jumps/transitions into account: B → C →
D → C → A → B → C, and the estimate
of the transition probability from B to A
based on this small sample becomes

Correspondingly, the transition probabil-
ity from B to C is one. A real estimation
requires a far larger number of transi-
tions.
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Level duration

The state sojourn time corresponds to the
time the source stays within one level.
See Figure 3.4.a for an example of one
observation of a sojourn time, TB. Hence,
from the sample output of the source, the
distribution of the state sojourn times
may be estimated, i.e.

If the sojourn time distribution is suffi-
ciently close to a negative exponential
distribution, i.e.

the level may be modelled by a single
phase state. What is accepted as “suffi-
ciently close”, depends on modelling
accuracy and the constraints put by the
STG hardware, for instance the number
states available in a scenario discussed in
Section 4.2.2. If the sojourn time distri-
bution differs significantly from a nega-
tive exponential distribution, we may
split the state into a number of phases
similar to the examples in Section 3.1.1
above.

Following this procedure, a Markov
model representing the burst level of the
source without distinct states is establish-
ed.

It should also be checked for dependen-
cies between the sojourn times on the
various levels and the next level/state. If,
for instance, there is a positive correla-
tion between long sojourn times in state
C and transitions into state D (and be-
tween shorter sojourn times and transi-
tions into B and A), we may include this

into the phase type model. See Figure 3.5
for an example. In this case, transitions to
A and B will take place after the sojourn
time of the first phase (negative exponen-
tially distributed) and transition into D
after the sojourn times of both phases
(generalised Erlang-two distributed).
Other combinations of sojourn times –
transition dependencies may of course
also be constructed.

Validation

A check of whether reasonable sojourn
times and transition probabilities are
obtained or not, may be obtained by

- computing the steady state probabili-
ties

- dividing them by the width of the
respective levels, cf. Figure 3.4.b, and

- comparing the result to the level fre-
quency plots.

In the above procedure, it is implicitly
assumed that the level/state changing
procedure of the source type has a 
(semi-) Markov property. This may be
validated by a direct testing of the prop-
erties of the embedded discrete time
chain [30].

The long term dependencies may also be
validated by a comparison between the
autocorrelation of samples from a source
of this type, and the autocorrelation of
the source type model. (Note that the cell
level should be smoothed.) See [22] for a
computational procedure.

3.2  Cell level modelling

The most important factors determining
the cell level behaviour of a source are:

- the processing, data retrieval and trans-
fer speed of the end user equipment

- the lower layer protocols, their mecha-
nisms and implementation

- contention in user equipment and cust-
omer premises network, e.g. a CSMA/
CD based LAN, and

- possible traffic forming mechanisms,
see [31] for a discussion.

Based on the experiences from the cell
level modelling so far, a framework for
building cell patterns will be outlined in
this section. Focus will be on the major
influences from the various protocols in
the protocol hierarchy as well as the
other facts mentioned above. For some
source types, not utilising all protocol
levels only parts of the discussion apply.
An example is variable bitrate video
transfer presented directly to the AAL.
However, the basic approach should
apply. The parameters may be obtained
by deduction from system and protocol
descriptions, from measurements of sys-
tems and protocols if these are available,
or by a combination of these approaches.

A cell pattern consists of a set of
minibursts, or subpatterns. These are
usually, but not necessarily, regular.
Minibursts arise from higher level proto-
col data units which propagate down
through the protocol levels and result in a
short burst of cells. Figure 3.6 shows a
generic regular cell pattern with its
descriptive parameters, a 4-tuple {IC, IB,
LB, LP}. In the following we focus on the
different parameters in the tuple, except
for the length of the pattern, LP, which is
chosen to fit the regularity described by
the other parameters as well as the design
of the STG, cf, Section 4.2.3.

3.2.1  Peak cell rate

The peak cell rate is the inverse of the
minimum inter-cell distance, i.e.
1/Min(IC). The inter-cell distance or cell
spacing depends primarily on the imple-
mentation of AAL (ATM Adaption
Layer). Two extremes may be identified:

- Maximum stretching, as described in
[31]. This implies that cells are spaced
as evenly as possible. The allowable
spacing will depend on the real time
requirement of the source/user. Usually,
these are so slack that cells may be
evenly spaced over an entire pattern,

A

C

A B

D
Lp - length of cell pattern

IB - miniburst

interdistance

LB - length of miniburst

VB - volume of miniburst

IC - cell interdistanceFigure 3.5  State C is split into two
phases to include sojourn time transition
dependencies Figure 3.6  Parameterized framework for building cell level models based on patterns

P {TB ≤ t} =
#(TB ≤ t)

#(TB)

P {TB ≤ t} ≈ 1 − e
−

t

E(TB)



which typically lasts for 5 ms. This,
however, requires a co-operative flow
control between various protocol layers.

- No spacing. When a PDU (Protocol
Data Unit) arrives at the AAL, the
entire PDU is sent continuously, i.e.
cells are transmitted back-to-back.
This will cause compact peaks
(minibursts) in the cell pattern, shown
in Figure 3.6.

The latter obviously results in a much
worse traffic for the network to handle.
During the establishment of a connection
a maximum allowable peak rate is nego-
tiated between the network and the user.
This will usually correspond to some-
thing in-between the two extremes
above. This negotiated rate rp will deter-
mine the intercell distance

IC = rP
-1

Note that this must be the case for all the
patterns related to a source, irrespective
of the corresponding average load of the
pattern, as long as there is no mechanism
to inform the AAL whether the source is
in a “peak state” or not.

Depending on the “regularity” of the
equipment there may be slight variations
of the value of IC during a miniburst and
pattern.

3.2.2  Miniburst volume

The number of filled cells in a miniburst
is obtained by considering the following
items:

- The minimum Protocol Data Unit
(PDU) size the traffic is split into,
VPDU. For instance, keeping Figure 3.1
in mind, the FTP traffic over TCP/IP,
CSMA/CD (Ethernet) and Frame
Relay have a minimum PDU size of
1500 information bytes + 26 header
bytes given by the CSMA/CD frames.

- The segmentation and reassembling
strategy at each level in the hierarchy.
For instance, are small PDUs re-
assembled to larger PDUs at any level?
Still keeping Figure 3.1 in mind,
Frame Relay has a maximum segment-
ation size of 1600 bytes. Whether two
packets (PDUs) of e.g. 600 bytes are
reassembled to one Frame Relay PDU
or not, is a question of implementation
and may therefore not be generally
stated.

The VB may vary within a cell pattern.

3.2.3  Minibursts interdistance

The minibursts interdistance, IB, i.e. the
number of cell periods or duration be-
tween start of minibursts depends on a
number of factors, as well. While the
minibursts volume is primarily depend-
ent on the behaviour of the protocols
involved, the miniburst interdistance is
primarily dependent on the rate of infor-
mation transfer and the speed of the pro-
tocol execution.

- The rate of information which shall be
transferred. If, in a certain state, ai bit
per second is going to be transferred, it
is seen that this must correspond to the
ratio between miniburst volume and
inter-miniburst distance for the pattern
of this state, i.e.

- The service rates of levels in the proto-
col hierarchy which the PDU passes on
its way from the application to the end
level, may influence the inter-miniburst
distance. The service rate will be deter-
mined by equipment speed, protocol
implementation, transmission speed in
a CPN (Customer Premises Network)
and similar. The minimum/ slowest of
these will be the dominate factor in
determining IB. Note that this factor

may determine the information transfer
rate, ai, as well. For instance, in a con-
figuration like the one in Figure 3.1,
the raw transmission rate of an Ethernet
is 10 Mbit/s which may be the limiting
factor for some services.

- In addition, contention in a CPN, e.g.
collisions in a CSMA/CD based LAN,
may cause variations in the inter-
miniburst distance and reduce the max-
imum effective service rate. For
instance, the back-off retransmission
strategy in Ethernet may introduce
variation between Protocol Data Units.
In this context, however, this is signifi-
cant only for a heavily loaded network
with a high probability of collision. In
general, contention in a CPN may be
modelled by a variable inter-miniburst
distance IB within a cell pattern where
the degree of contention is reflected in
Var(IB) and Max(IB) - Min(IB).

4  The synthesised traffic

generator

In the above sections, the more theoreti-
cal and principal aspects of generation of
load for ATM measurement have been
dealt with. In this section a generator sys-
tem based on this principle will be pre-
sented. In Section 4.1 its design is out-
lined and in Section 4.2 the capabilities
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How to use the Composite Source Model 

to describe source types

- Fitting to measured user behaviour State models

Section 3.1.1 and Section 2.4.3

- Varying information transfer rate or activity level State models

⋅ distinct states Section 3.1.1

⋅ continuous Section 3.1.2

- Modelling measured data transfer volumes and anticipated State models
end-to-end protocol behaviour

Section 3.1.1, third example

- Packet formation, segmentation and reassembly Patterns

⋅ protocol stack

⋅ intermediate LAN

Section 3.2.2

- End-system and CPN performance and contention Patterns

Section 3.2.3

- AAL protocol behaviour – cell spacing Patterns

Section 3.2.1

ai =
E(VB)

E(IB)



are summarised, before potential extend-
ed functionality is presented in Sec-
tion 4.3.

4.1  Design

4.1.1  The measurement system

The work on the STG was started during
the RACE project PARASOL (R 1083).

PARASOL was established to define
measurement and validation methods for
ATM systems and to develop prototype
equipment. At the end of the project,
beginning of 1993, a complete modular
measurement system was available. For a
more detailed presentation of PARASOL
see [32] and [33].

After the conclusion of the PARASOL
project, its prime contractor Wandel und
Golterman (D) started work on turning
the prototype into an industrial pilot
series named ATM 100. This effort
included a complete redesign and re-
development of the measurement control
system. Telenor Research and DELAB
have carried out this work related to the
STG as a part of an agreement between
NTR and W&G. This enhanced system is
now running in a number of sites.

An overview of this system is given in
Figure 4.1. It consists of three parts. The
generator which produces load, includ-
ing test cells, towards the system under
test (SUT), the analyser which analyses
the test cells from the SUT and the con-
trol workstation which is used for setting
up the instrument, control during mea-
surements and for presentation of the
results. These three parts may reside in
the same physical cabinet, or they can be
distributed over a wide area, e.g. to
measure the traffic flow through a net-
work. In addition, the X-window based
MMI allows remote operation of the con-
trol system.

The measurement system is based on
modules with different functionality, as
indicated in the figure. Each module per-
forms a specific task. For instance,
important modules of the analyser are

- the module which traces a subset of the
connections or a complete cell-stream,
and

- the module which performs a real time
analysis of properties of the cell stream
and presents them on the MMI.

This modularity makes ATM 100 a
flexible tool, which is easily reconfigured
to perform a wide range of measure-
ments, like bulk load generation as in
Figure 4.1, and real time analysis of live
traffic2. In the following it will be con-
centrated on the STG.
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Figure 4.1  The ATM 100 measurement system with multiple STGs in a bulk load con-
figuration

Figure 4.2  STG system block diagram

2 For further information about the
ATM 100 measurement system, we
refer to Wandel und Golterman.



4.1.2  The STG overview

The purpose of the STG is to generate
traffic with properties similar to a multi-
plex of independent sources where each
source has a behaviour close to real
source. The software and hardware ele-
ments that constitute the STG sub-system
are shown in Figure 4.2.

The software runs on a SUN SPARC
under SOLARIS 2.3. It includes an Open
Windows based man machine interface
(MMI), several graphical editors, the
STG Module Handler performing the
necessary checking and compilation of
source types and scenarios and the STG
specific drivers. The system also contains
the STG database which includes various
set-ups, scenarios, source-type defini-
tions, etc.

4.1.3  The STG hardware

The hardware is made as a two slot C-
size VXI module. It consists of 12
FPGAs (field programmable gate arrays),
each in the range 10,000–20,000 gates
and 10 Mbit of RAM. One of the slots
serves as the VME/VXI interface, which
handles the communication with the rest
of the instrument. The other slot is the
STG kernel and handles the composite
source model. The functionality is
arranged as shown in Figure 4.3.

In the block to the left, the next time and
old/new state are found for the next state
change, cf. (3) and (4) of Table 2.1.
These are transferred to the next block,
and the block is ready for the next opera-
tion. The FIND SOURCE block finds the
source for the state change, cf. (5) and
(6), and finds the pattern associated with
the new state. These data are sent down
to the UPDATE PATTERN block to-
gether with the time when the pattern
should be updated. The FIND SOURCE
block also handles the activations/deacti-
vations sent by the software, and the long
patterns. Long patterns are handled as a
set of normal patterns resulting in a “state
change” for each new part of the long
pattern.

The UPDATE PATTERN block updates
up to 8 state changes in parallel, at the
time requested. The old patterns are
removed from the PCTP (periodic cell
transmission pattern) and the new ones
added, see Figure 2.13. 

Every 2.7 microsecond a source_id is
read out from the PCTP and sent to the
ASSEMBLE CELL block. This block
uses the source_id from the PCTP as a
pointer to a cell with header and payload,

and sends this cell out to the next module
in the test tool. A cell may be transform-
ed into a test cell (foreground traffic)
before it ends up in the output module
(OM).

The two blocks to the left in Figure 4.3,
which handle the stochastic parts of the
model, use four Tausworthe pseudo-ran-
dom generators with primitive trinomials
between 25 and 34 bit [34, 35]. The
sequence lengths of each random genera-
tor are mutually prime. To ensure no
correlation between the numbers, the
generators are clocked as many time as
their length between each time a number
is used.

The activation and deactivation are used
to emulate the connection level. The soft-
ware sends activation and deactivation
messages to the hardware at the time
these should take place according to the
load profiles. There will be one profile
for each pair of source type and destina-
tion in the network, see Table 2.2 for an
example. In a profile the number of
sources for this pair will vary according
to the graph. When the level changes, the
software selects which sources to acti-
vate/deactivate. Since the properties of
all the source of the same type toward the
same destination are identical, an arbi-
trary selection of these may be chosen.
The software handles simultaneously all
profiles for all source types toward all
destinations, cf. Figure 2.14. When a pro-
file changes, the activation/deactivation
which corresponds to the change will be
sent to the hardware. The changes are
effectuated in the hardware as soon as
possible, which is maximum eight activa-
tions or deactivations per 0.1 ms and, on
the average, seven at nominal load.

4.1.4  The STG software

The software is written in C. The volume
of the executable is about 12.5 Mbytes
and on-line help, database, etc. occupy a
similar volume. An outline of the various
software elements is presented in Fig-
ure 4.2.

The Scenario editor is in many ways the
core of the STG software. For each
measurement, a scenario is defined. In
this editor the number of sources, source
types, destinations, cell headers/payloads
and load profiles are put together, see
Table 2.2. It also checks the parameters
and calculates values, like average and
maximum load, average rate of state and
pattern changes. Graphs like the expected
load as a function of time and type/desti-
nation are also calculated and presented
to the user, see Figure 2.14.

Load profiles for activation – deactiva-
tion, i.e. handling the connection level,
are defined in the Profile editor as a
graph of how many sources that are
active at any measurement instant. The
graphs are similar to those indicated in
Table 2.2.

The hardware is initialised and controlled
through the STG module handler. When a
measurement shall be carried out it calcu-
lates the necessary parameters to set the
STG in a steady state for the actual load
scenario, transforms the scenario defini-
tion to the format required by the STG
and downloads the data to the hardware.

The Source type editor allows an effi-
cient definition of state diagrams with a
“bubble” for each state containing name,
sojourn time and a pattern_id, arrows
between the states hold the next state
probabilities, i.e. similar to what is indi-
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Figure 4.3  The STG hardware block diagram
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Figure 4.4  Excerpt from the ATM 100 on-line manual “Synthesized Traffic Generator Module; 9.2.5 Direct selection of the editors”



cated in Figure 2.9. After a check the dia-
gram may also be toggled to show the
load contribution of the states, phase type
distributed pattern holding times, and, for
model debugging purposes, whether the
state is absorbing, transient, included in a
disconnected chain, etc.

The Pattern editor defines graphically
the pattern as a bitmap on the lowest
level. The bitmap looks similar to the cell
level in Figure 2.13. To define a pattern
bit by bit is a demanding task. Hence, the
editor has functionality for generation of
patterns and subpattern automatically
according to various intercell distribu-
tions, as well as copy, paste, paste repeat-
edly, etc. of subpatterns. It is possible to
zoom in and out for the required accu-
racy and overview.

To give an impression of the man
machine interface (MMI) of these edi-
tors, an excerpt from the ATM 100 on-
line manual is given in Figure 4.4.

When a load scenario is executed, the
Run time control performs activation –
deactivation according to the defined
load profiles. A graph similar to Fig-
ure 2.14 is presented on the user interface
with a vertical bar indicating where the
generator is in the profile.

The execution of a predefined profile
may be interrupted at any time, and the
Manual load control is switched on. This
control enables the operator to activate or
deactivate arbitrary sources, to increase
or decrease the load from a specific
source type or toward a specific destina-
tion or a combination of these by pushing
“knobs” or by giving a numeric value of
the desired load.

All of these functional modules use a
common database containing definitions
and libraries. For instance, if an interest-
ing load mix is found during manual con-
trol, the mix may by entered the database
as a scenario.

4.2  Generator capabilities

Although technology and cost constraints
restrict the capabilities of the STG and
design trade-offs have to be made, the
current version of the STG is expected to
cope with most of the user requirements.
This section summarises the capabilities
of the STG.

4.2.1  Number of different sources

One module is capable of generating traf-
fic from up to 2047 independent sources.
For comparison, if 64 kbit/s CBR sources

occupy all the link capacity, a 100 % util-
isation for this purpose would require
2175 sources. Taking into account that
many ATM sources will require more
than 64 kbit/s, it is believed that 2047
sources more than cover the need for de-
scribing the load on one link. For ex-
treme requirement more sources can be
provided by merging traffic from two or
more adjacent STGs in a mainframe.

4.2.2  Source type complexity in a

scenario

A source type characterises sources with
identical statistical behaviour, see Sec-
tion 2.4. The STG can handle 128 states,
which may be used for ten source types,
each comprising 12–13 states. This was
regarded as sufficient. The user is not
restricted in the utilisation of the avail-
able states, but may define anything be-
tween the extremes a single source type
of 128 states or 128 types each having
one state.

4.2.3  Pattern lengths and long

patterns

The traffic stemming from one source in
an active state is contained in a pattern,
cf. Figure 2.10. As default the length of
this pattern is 2048 cell slots. This corre-
sponds to a minimum payload rate of 69
kbit/s. If one anticipates that a narrow
band constant bitrate (CBR) service, like
conventional PCM telephony, should
constitute a significant part of the traffic
in the ATM network it becomes import-
ant to generate this type exactly. This can
be accomplished by setting the pattern to
the length of 2193 cell slots. The pattern
length may be varied between 1024 and
4096 cells.

Some source types may have specific cell
transmission sequences exceeding the
maximum pattern length. An example of
such a source is a variable bitrate (VBR)
video codec and transfer system exhibit-
ing a frame periodic behaviour. The STG
is provided with long patterns to allow
the user to model such events. A long
pattern is simply a concatenation of be-
tween 2 and 30 ordinary patterns thus
covering a cell sequence lasting for up to
0.168 s3. 

4.2.4  Sojourn times and activity

rate

The ratio between maximum and mini-
mum mean sojourn times of the states of
source types in a specific scenario is lim-
ited by the number of digits in various
variables in the hardware arithmetic of the
STG. It will also depend on the number of
sources specified by the user. A scale fac-
tor ranging from 0 to 15 allows the range
of the sojourn time to be altered as shown
in Table 4.1. The time between events at
burst and dialogue level has a granularity
of 2.7 µs and can be up to 3.5 hours irre-
spective of the scenario size. To avoid
overload of the hardware by excessive
source activity, the minimum mean state
sojourn time is set to 100 µs.

4.2.5  Random number generation

For verification purposes, it is mandatory
to load the system under test with non
periodic and non repetitive traffic. The
variates used in the STG, cf. Table 2.1,
are generated by feedback shift registers
[34]. The periods for these are 233 - 1,
234 - 1, 225 - 1 and 231 - 1, which are rel-
ative prime numbers. The number of
shifts between draws are 33, 34, 25 and
31, respectively, and they are not divi-
sible by the cycle length. Thus the num-
ber of state changes (variate sets) before
the sets of numbers from the four genera-
tors will be repeated, equals the product
of the individual generator periods. If the
nominal value of one state change per 0.1
ms is observed, the STG will produce
non repetitive traffic for 33 × 1024 years.
The traffic will then be repeated only if
all states contain exactly the same num-
ber of sources as when the STG was
started, which is most unlikely.

By reading the content of the shift regist-
ers at the end of a measurement block,
and using these as generator seeds for the
next experiment, the user has a guarantee
of independent measurement blocks.
Note also that the STG may be initialised
to a global state drawn from its steady
state distribution at the beginning of each
experiment.

191

Number of Lowest range [0] Highest range [15]

sources min. max. min. max.

1 100 µs 22 s 88 ms 205 hours

2000 100 µs 11 ms 88 ms 6 min

Table 4.1  Ranges of the mean sojourn times of the states
of source types dependent on scale factor [x] and number
of sources in a scenario

3 It should also be mentioned that the
STG may serve as a deterministic pat-
tern generator with a period equal to
that of the maximum long pattern.
Thereby the STG also offers the fea-
tures of debugging tools like memory
based traffic generators.



4.2.6  Load extremes

By specifying patterns where all cells are
assigned, a 100 % load is obtainable.
This is of interest as a debugging feature.
For traffic experiments, the maximum
load is defined by the user, and may
exceed 100 % and cause internal cell
losses. The superposition of the traffic
from the individual sources in a scenario,
Section 2.4, may be regarded as a multi-
plexer with a limited buffer size. Cell
losses, internal to the generator, have no
effect on measurement accuracy, as
sequence numbering and time stamping
etc. is done in the subsequent test cell
module. The internal loss is logged and
reported at the MMI.

The lowest periodic traffic the user can
specify is about three cells per second.
This is attained by the use of maximum
long patterns and a one state source. Non
periodic traffic has no practical lower
bound – one cell per fortnight without
activation and deactivation.

4.2.7  Activation and deactivation

In the hardware an activation or a deacti-
vation of a source represents a workload
similar to a state change. The instantan-
eous capacity is one activation – deacti-
vation per 12.5 µs. Requests exceeding
the instantaneous value will be buffered
and the generation of traffic will deviate
slightly from what the user has specified.

Due to the operating system, no hard real
time requirement can be met for the acti-

vation – deactivation. An activation –
deactivation operation takes place within
0–250 ms. The delay is very close to the
lower bound when the system is lightly
loaded. During manual load control, this
inaccuracy is less than the timing preci-
sion of the operator. A change from 0 to
2047 active sources can be undertaken
within a couple of seconds. This is
beyond the expected rate of load change
at the connection level.

4.3  Extended functionality

The sections above have described the
current functionality of the STG. This
was defined a number of years ago, and
advances within the ATM standardisa-
tion and measurement technology invite
additional functionality. The rest of the
section describes such functionality.
Some of it is a rather simple task to
implement, other parts are quite demand-
ing, and advanced functionality is still at
the research stage.

4.3.1  Connection level

The STG was designed before any sig-
nalling standard for ATM systems had
emerged. Hence, it lacks the possibility
to signal with the target system over the
ATM link. In the future, the ease-of-use
of the generator will increase with the
capability of signalling.

If such signalling is going to be imple-
mented, it invites a more advanced con-
nection level. A statistically defined
activity on this level, modelling the con-
nects and disconnects of the sources, may
be introduced. Furthermore, measure-
ments may be performed on the connect
– disconnect activity to determine
performance measures like set-up delay,
rejection probability, etc.

4.3.2  Basic functionality

A memory traffic generator, see Sec-
tion 2.2.1, can be made as a sub-set of
the STG functionality. This will give the
user a possibility to configure some of
the STGs as a memory based generator
with a defined sequence, nearly without
any additional hardware. A simultaneous
STG and memory based generation is
also feasible.

The STG may be used to introduce delay
and cell loss impairments caused by a
finite or infinite buffer in a live cell
stream. Hence, an STG may be used to
simulate the effect of a connection, e.g. a
video transmission, caused by interfering
traffic in the network. The interfering

traffic is defined in the STG. A feasibil-
ity study shows that this functionality is
less hardware demanding/costly than the
current generation functionality.

Since the STG originally was designed as
a module in the PARASOL measurement
system very little measurement function-
ality is included. This may, however, be
done at a moderate cost. Such func-
tionality comprises:

- Sequence numbering of outgoing cells.
This may be done for all VCI/VPIs, or
for explicitly defined VCI/VPIs.

- Timestamping of outgoing cells.

- Cell payload integrity control by CRC
or other schemes.

4.3.3  Advanced functionality

Cell losses should be extremely rare
events in ATM systems. An end-to-end
loss rate of 10-9 is a typical objective. In
spite of this, cell losses represent severe
service degradations, and measurements
of cell losses are important to validate
system performance. However, even real
time measurements in this range take
from days to months. Hence, if QoS
requirement in this range shall be investi-
gated, speed up techniques are necessary.
Another paper in this issue is devoted to
this topic [1]. Ongoing research on intro-
ducing such techniques in an STG based
measurement set-up is reported in [36].
There are, however, still stones to be
turned before such techniques are gener-
ally applicable.

In the current version of the STG, all the
cells from a source are identical. The
user may, however, be interested in
measuring specific events related to the
source, e.g. start and/or stop of higher
level data units. For instance:

- Start and stop of an application packet
or a transport layer packet

- Start of frame in a video connection.

During the modelling process, such
events may be recognised while defining
a pattern, cf. Section 3.2. The pattern
may be extended to a larger alphabet than
{0,1} and these events may be given a
unique symbol in the pattern and the cor-
respondingly generated cell tagged
accordingly. This will enable delay and
loss measurements associated with these
higher level data units.

Currently all sources in a scenario have a
steady state behaviour. In the STG, the
sources may be initialised according to
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Figure 4.5  Example of state model with
a set of initial transient states

Set-up sequence

Steady state



the steady state distribution. Sources are
activated in one of these states. Introduc-
ing a more advanced connection level as
described in Section 4.3.1, it may, how-
ever, be of interest to let activated sourc-
es run through a separate series of states,
e.g. to mimic a unique set-up behaviour
of the source. This is illustrated in
Figure 4.5.

5  Concluding remarks

This paper has hopefully conveyed 

- why measurements under realistic load
conditions are necessary to be confi-
dent in ATM systems, and, in this con-
text, the importance of generation of a
realistic load

- the state of the art in ATM source type
modelling

- which of the activities of the user, the
information source, the network and
the end-user equipment that determine
the final ATM traffic stream

- how the above activities may be cap-
tured in the Composite Source Model

- the principles behind the Synthetic
Traffic Generator, its design and capa-
bilities

- necessary and/or possible improve-
ments foreseen.

A range of source type models are under
definition according to the principles and
methodology described above. The Syn-
thetic Traffic Generator is now being
used for traffic measurements and experi-
ments at a number of sites. Among them
are the RACE 2 project  EXPLOIT, Telia
Research, Telenor Research & Develop-
ment and DELAB. The equipment is also
made available for participants in the
ACTS programme through the national
host in Norway, Telenor AS.
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Abstract

Due to increased complexity and
extreme quality of service require-
ments, traditional means for perform-
ance evaluation of telecom networks
do not always suffice. The most flexible
approach has been, and still is, simula-
tion, which is the main focus of this
paper. However, severe problems
regarding efficiency exist, e.g. evalua-
tion of ATM cell loss rate in range of
< 10-9 which is very computer inten-
sive and hardly feasible within reason-
able time with direct simulation. This
calls for new and more efficient simu-
lation techniques. An overview of some
speed-up approaches is given.

The paper also includes a simple quan-
titative comparison study of three
novel techniques; importance sampling,
RESTART and transition splitting. As
an example of practical use, a tech-
nique combining three speed-up
approaches is described at the end of
this paper. It is prepared for both sim-
ulation and real-time measurements.

1  Introduction

During recent years we have experienced
a rapid evolution of telecom networks
with increasingly heavy requirements to
the quality of service (QoS). Addition-
ally, the network/system increases in size
and complexity, and the technical evolu-
tion moves the bounds for operational
speed increasingly higher.

The increase in the QoS requirements is a
natural consequence of the central role
that telecom systems play in today’s
society. A drastic decrease in the system
availability or service quality may have
serious or catastrophic consequences for
a large number of people. A well known
example is the AT&T network break-
down in 1990 where a large part of the
subscribers in New York was out of ser-
vice for nearly 9 hours [1].

The telecom market is now opening for
competition on several areas. The cus-
tomers will be more restrictive to their
choice of suppliers, and in some cases
require a guarantee of QoS level.

The great challenge in evaluation of
these systems is not only the QoS re-
quirements but also the network perform-
ance combined with the increasing sys-
tem complexity, with a distributed nature
and a considerable tight logical coupling.

Traditionally, three main approaches to
evaluation applies. First, the analytic
model approach which can be very effi-
cient, but it requires a high level of
abstraction, considerable effort and
skills, and good system knowledge to
make a tractable and realistic model. The
complexity of telecom systems makes
this a formidable and in many cases
unattainable task without unrealistic
assumptions.

Second, the simulation model approach is
more flexible than analytic models in the
sense that arbitrary level of details are
allowed. Computations (simulations) are
though normally more demanding, and in
systems with heavy QoS requirements
and high network performance, the situa-
tion is even worse. We have to run
through an enormous number of events
before we get any observation of interest
to the performance measure, and an even
larger number to obtain confident and
stable estimates. The service degradation
(e.g. lost traffic or system failure) is the
rare event in this context.

The third and direct approach is mea-
surement on a network/system. This re-
quires that the system (or at least a proto-
type) exists, which is a considerable cost
and may put strong limitations on the
flexibility of setting up the experiment.
In a controlled laboratory environment
the same limitations does not exists. For
example, the B-lab at the Telenor R&D
[2] has a test environment where various
equipment for the forthcoming ATM
technology (Asynchronous Transfer
Mode) can be offered synthetic traffic.
The traffic generator is the Synthesized
Traffic Generator (STG) which is a part
of the measurement system developed
during the RACE project PARASOL
(R1083) [3].

As mentioned, the problem due to rare
events in the simulation approach is also
a problem in an measurement context,
even though the number of events pr.
time unit in a measurement is larger than
in a simulation experiment. As an examp-
le, consider the often stated requirement
in ATM switching systems of cell loss
ratio in the range 10-9 – 10-11. In depend-
ability evaluation the corresponding prob-
lem is unavailability requirements of typi-
cally less than 10-6. It is well known that
to validate such figures, extremely long
measurement or simulation periods are
required. The average time necessary to
observe 20 cell losses in traffic offered a
150 Mbit per second link with a load of
0.65 is about 24 hours – 100 days. Losses

tend to occur in bursts, which requires
even longer periods for good estimates,
and measurement on a single connection
makes it even worse. Measurements of
other rare events in ATM systems, e.g.
the tail of delay and cell jitter distribu-
tions, or rare events related to depend-
ability (e.g. TMN or IN) poses the same
problem as measuring cell losses.

Hence, the “rare events” represent a seri-
ous problem for the dimensioning and
evaluation which are of utmost import-
ance to ensure QoS and to avoid expens-
ive overdimensioning. The dimension-
ing/evaluation run the danger of produc-
ing results too late for any practical pur-
pose at an indefensible high cost or pro-
duce inaccurate/unreliable results. How-
ever, even though the traditional app-
roaches do not apply, there exist a variety
of improvements to the simulation app-
roach that aim at reducing the time con-
sumption required for a simulation ex-
periment to obtain accuracy of results.
Any method which reduces the simula-
tion run time is referred to as a speed-up
simulation technique.

This paper discusses work reported in the
literature on speed-up techniques over
the past few years. After a general intro-
duction in Section 2, an overview is
found in Section 3-5. A trivial example is
also introduced to illustrate and compare
the most efficient methods for our pur-
pose. Section 6 presents a framework for
measurement of ATM equipment where
a combination of speed-up techniques are
applied.

2  General on speed-up

techniques

A simulation experiment rely on a mini-
mum number of observations, Nmin, to
obtain sufficiently accurate estimates.
With restrictions on the maximum mea-
surement period, tmax (e.g. due to cost
constraints), it turns out that there are
experiments that are not frugal according
to cost/benefit considerations. In Figure 1
this is illustrated, where the shaded area
is the frugal one. Hence, a wide variety
of techniques for speeding up simulations
are reported in the literature, see e.g.
[4,5] for surveys. The following sections
give a brief overview along three differ-
ent approaches: distributed and parallel
simulation, hybrid techniques, and statis-
tical variance reduction techniques. The
first approach exploits computational
parallelism to reduce the “experimental”
period by increasing the number of cal-
culations per second. Figure 1 shows
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how this change in “event rate” can make
the simulation experiment a frugal one.
The savings in the total measurement
period are indicated by the thick shaded
dashed line. The latter two approaches
are aiming at reducing the number of
events necessary to obtain sufficient esti-
mates, i.e. increase the shaded area. This
change in lower bounds on number of
events may cause a drastic increase in
efficiency, see Figure 1 for an example.

The following subsections present some
examples of each of the approaches, and
their respectively applicability and limit-
ations are discussed. Figure 2 gives a
schematic overview of the speed-up tech-
niques that will be discussed in proceed-
ing sections. It is important to notice that
the techniques are not all mutual exclu-
sive but may be combined to increase the
speed-up gain, see e.g. the measurement
technique described in Section 6.

3  Distributed and parallel

simulation

The obvious way of speeding up a simu-
lation is to increase the computational
power, i.e. increase the number of events
pr. second. This may be done either by
using a fast platform such as the CRAY,
apply special purpose HW simulation
(TASK AC316 in ACTS: “High-speed
Networks”), or distribute the simulation
experiment on several
processors/machines. Unfortunately, this
is often rather expensive and, as may be
viewed in Figure 1, not always sufficient
to obtain accurate results.

Nevertheless, this section comments on
two related approaches that aims at re-
ducing the amount of real calendar time
needed to conduct the experiment, both
by distributing the computational burden
on several processors. Combined with
e.g. variance reduction techniques, see
Section 5, you have a powerful simula-
tion.

Distributed and parallel simulation is a
field of large interest which have an
annual workshop “Parallel and Distribut-
ed Simulation (PADS)”.

3.1  Multiprocessor simulation

In this approach, the simulation model is
partitioned into processes, each mod-
elling a physical process of the real sys-
tem, e.g. a node in a local area network.
In a multiprocessor environment (either a
multiprocessor machine or network of
workstations), each of this processes is
executed in parallel on a separate proces-

sor. The processes are not independent (if
so it is trivial) and hence the interactions
must be dealt with. An interaction where
both parties must be present at the same
place at the same time is a so called ren-
dezvous synchronisation. These interac-
tions prevents a K speed-up factor in a K-
processor environment because a process

must at some occasions stop and wait for
input from another process and cannot
proceed correctly without it.

Three different approaches to handle
interactions are reported in the literature
[4]. They handle the synchronisation
conflict differently, e.g. how to react
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when reaching an event in a simulation
subprocess where an arrival of a message
is expected but not yet arrived.

First, the optimistic strategy assumes
asynchronous processes where no syn-
chronisation conflicts, e.g. assuming that
no message will be sent that ought to be
consumed by the current process and the
process continues. If future events re-
veals a conflict, the process must be
rolled back to an event previously to the
conflict, and the sequence of events must
be re-simulated. This strategy is imple-
mented by using the Time Warp mecha-
nism [6] or Uniformation [7]. The major
difference is that Time Warp records all
events between the synchronisations, and
rolls back to the event previous to the
conflict, while Uniformation only records
the synchronisation events.

Second, a conservative (or pessimistic)
strategy will always wait until a message
is available or should have been sent in
potential synchronisation conflicts. If no
conflict was present, the delay was un-
necessary and a waste of time. In [8] this
strategy is applied on simulation of the
Signalling system no 7, showing increas-
ed speed-up factor as the link utilisation
increases, see Figure 3. But, the synchro-
nisation overhead will at low utilisation
become so high that the distributed simu-
lation will be slower than a single proces-
sor run. 

As opposed to the event-driven approach
from the first and second strategy, a third
strategy based on time-driven approach is
proposed [9]. The global simulation
clock is incremented at fixed time inter-
vals rather than on each event. In syn-
chronised network this has shown a sig-
nificant speed-up in the simulation.

3.2  Parallel simulation replica

As an alternative to use more than one
processor on each simulation run, we
might as well divide our experiment into
K subsections, and run each subsection
on K different processors (e.g. work-
station) [4,10,11]. This will give a speed-
up factor of K.

This is as a much simpler and effective
approach than the multiprocessor simula-
tion. The main motivation is that in each
simulation experiments you need more
than one independent observation period,
e.g. using the sectioning method and
starting K separate subsections, or in
regenerative simulation divide the N
regeneration periods into K subset of N/K
periods each. You simply make K replica

of the simulation (with different seed to
the random generator) instead of running
a sequence of K multiprocessor simula-
tion where the latter have a speed-up fac-
tor less than K.

Not only is this a more simple approach
than the previous, it is also less expens-
ive because we may apply general pur-
pose computers, e.g. heterogeneous
workstations in a network, instead of
costly special purpose hardware.

4  Hybrid techniques

A hybrid simulation technique is gener-
ally a technique that combines the flexi-
bility of simulation with the computa-
tional efficiency of analytic models.
Hybrid techniques have reported substan-
tial computational saving applied on
communication networks [5]. The effect
is best when a few elements of a network
structure must be simulated a number of
times.

In this section I will take a closer look on
two model dependent approaches that
applies to hybrid technique.

4.1  Decomposition

Hybrid technique applies to hierarchical
decomposition where the system model
can be divided into submodels. It is most
powerful when the submodels are analyt-
ically tractable. The speed-up effect is
both due to the effectiveness of analytic
solution, and the fact that submodels
have to be calculated only once. Hence,
even if no analytic solution exists, you
still get a speed-up effect.

Both spacial and time domain decompo-
sition can be done. As an example on the
latter, consider the ATM end-to-end sim-
ulator developed at SINTEF DELAB
[12]. This operates on models with large
differences in the time scales on different
levels, e.g. burst level (100 ms) and cell
level (0.01 ms) which means that a large
number of cells is sent between each
change at burst level. In the simulator it
is recently introduced a decomposition
speed-up approach where the cell level is
simulated until a stationary state is reach-
ed. After a change at the burst level (e.g.
an increase in the number of sources
sending a stream of cells) a period of
unstable situation is observed, called a
transient where e.g. the number of buf-
fered cells increases, and this transient
can not be neglected [13]. Hence, the
end-to-end simulator simulates this tran-
sient period, and then skip the stationary
period after a good estimate of the per-

formance in the stationary situation is
obtained [14]. Skipping the stationary
period may induce considerable compu-
tational savings, e.g. for a simple 3-queue
example in end-to-end simulator the sim-
ulation speed-up factor was in order of
10. 

Time scale decomposition is also applied
in combination with the time warp strate-
gy to induce parallelism [15]. Time scale
instead of spatial decomposition is
assumed to reduce the overhead, i.e.
fewer roll-backs and re-simulations, see
Section 3.1.

Application of decomposition is very
specific to the system under study, and
requires detailed system expertise.
Restrictive assumptions that reduce the
simulation model flexibility must be put
on the models to allow decomposition
into interactive submodels.

4.2  Conditional expectation

In decomposition an engineering app-
roach is taken, and the model is broken
into functional blocks. As opposed to
this, a mathematical approach is taken in
conditional expectation, where an ana-
lytic model is the starting point and the
remaining quantities that have no ana-
lytic solution are obtained by simulation.
Consider e.g. a simple system consisting
of 2 servers, where the probabilities of
having 1 respectively 2 servers active
have an analytic solution. The system
response given that 1 and 2 server(s) is
active can not be found analytically, and
hence must be obtained by simulation.
Finally, the mean system response is
obtained by combining the probabilities
of having 1 and 2 servers, and the simu-
lated responses from the respective cases.

Both decomposition and conditional
expectation are model dependent. A dis-
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advantage is that it is generally very dif-
ficult to identify the conditioning quan-
tity with an expectation that can be found
analytically.

5  Statistical variance

reduction

Another approach to speed-up simulation
is to use some statistical property of the
model to gain variance reduction. These
“family” of techniques exploit some sta-
tistical properties to reduce the uncertain-
ty in the output estimates and hence
lessen the variance. This section presents
a handful of variance reduction tech-
niques that are reported in the literature
more or less applicable to communica-
tion network simulations; antithetic
sampling, common random numbers,
control variables, stratified sampling,
importance sampling, and RESTART.
All, except the latter, are described in
[16]. The RESTART method [17,18] is
specifically developed for solving rare
events in queuing systems like in ATM.
The first three belong to a class of meth-
ods which exploits dependencies be-
tween observations to minimise the vari-
ance, while the latter three provoke
events of interest by manipulating the
underlying process in some way.

First, to give an indication of the effect-
iveness of the various methods, a simple
reference example is introduced. A com-
parison study of the provoking event
methods is conducted and reported at the
end of this section.

5.1  Reference system

A very simple example is introduced to
give a relative comparison of the speed-
up techniques, and compare them to a
direct (“brute-force”) simulation where
none of the novel statistical variance
reduction techniques are applied. The
reference system has a well known and

simple solution, see e.g. [19], and the
simulation study in this article is of illus-
tration purpose only.

It can be interpreted in either of the two
following ways:

(i) Queuing system (M/M/1/N-1)

The failures are considered as stem-
ming from a Poisson-process with a
rate of λ, and the repair times are
exponentially distributed with mean
µ-1.

A model of these reference systems is
described by a state diagram, see Figure
4. A state is either (i) the number of cus-
tomers in the system, or (ii) the number
of failed components. The arrows be-
tween the states show the possible transi-
tions, with the rate indicated at the top of
each arrow.

The performance measure is either (i) the
probability of having a full system (N
simultaneous customers), or (ii) the prob-
ability of N failed components. In either
case this is equal to the probability of
being in state N and in both cases this
probability in question is extremely low.

In Table 1 you find the parameter set-
tings for the 3 cases used in this section,
including key results such as the proba-
bility of full system, P(N).

5.2  Variance minimising

All variance reduction techniques in this
subsection are based on the idea of
exploiting dependencies between observ-
ations to reduce the resulting variance.

5.2.1  Correlated samples

Two simple approaches try to obtain cor-
relation between the samples by offering
complementary input streams to the same
model, or the same stream to alternative
models. Both antithetic sampling and
common random numbers are easy in
use, e.g. antithetic sampling is a built-in
construct in the DEMOS class [20,21]
over SIMULA [22]. Both are exploiting
the fact that the variance to a sum of
random variables are reduced if they are
pairwise negatively correlated.

5.2.1.1  Antithetic sampling

Antithetic sampling performs two com-
plementary input samples to get two neg-
atively correlated outputs.
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N-1 queueing size

µ-1λ

1 2 3 N

The queuing system have a buffer size
of N - 1, which means that up to N cus-
tomers can be in the system at the
same time. The performance measure
of interest is the probability of having
a full system (i.e. N simultaneous cus-
tomers). If this probability is very
small, it causes problems in evaluation
by direct simulation.

If the system is restricted to Poisson
arrivals with rate λ and service time
following a exponential distribution
with mean µ-1, an analytic solution can
easily be obtained.

(ii) Highly dependable 1-of-N system

Case N λλ µµ cycle timea P(N)b

I 4 0.05 1 21.053 2.9688 x 10-7

II 6 0.05 1 21.053 7.4219 x 10-10

III 85 0.8 1 6.25 9.2634 x 10-10

Table 1  Parameters and key results for the 3 example
cases

a The time from leaving state 0 until next time state 0 is
left.

b Probability of observing the system in state N.

Consider a system of N components
where only 1 is active at the time. If
this component fails, the system
switches over to a non-failed or repair-
ed component, as illustrated in the fig-
ure above. Only the active component
is sustainable to failure, and only one
component can be repaired at the time.
The system fails when all components
have failed. The probability of a sys-
tem failure is very low, and causes the
same simulation problems as in (i).

0 1 2

λ

N

λ λ λ

µ µ µ µ

Figure 4  State diagram description of the model of the reference system



To get a picture of how this works con-
sider a series of tosses of a coin where
we are interested in the number of heads
in 100 experiments. The input to this
experiment is a series of numbers drawn
from a uniform distribution between 0
and 1. The output is either head or tail.
We assume that the output is head if the
input value is below a certain value de-
noted p1 (if we have a fair coin this value
is 0.50). The antithetic input is construct-
ed by inverting the value of the original
input, e.g. if the original value is 0.32 the
antithetic value is 1 - 0.32 = 0.68. This
antithetic value is now tested against p. If
we have a fair coin, i.e. p is 0.5, the
results in the antithetic case will always
be the opposite as in the original case, i.e.
a head turn to a coin and vice versa.
Hence, the variance reduction is infinite
for p = 0.5 because the correlation coeffi-
cient between the original and antithetic
output streams are -1 and the variance is
then 0. Figure 5 shows a plot of the ratio
between the variance of independent
tosses versus antithetic samples. As men-
tioned, at the probability p = 0.5 the theo-
retical variance of antithetic samples is 0.
Note that the speed-up effect decreases
rapidly on both sides of p = 0.5.

The consequence to the reference examp-
le that was introduced in Section 5.1, is
that we interchange the 01-variates that
determine the sequence of arrivals and
services, or failures and repairs. Unfortu-
nately, the correlation coefficient be-
tween two antithetic samples in this case
is not equal to -1 if the upward and
downward transition rates are different,
e.g. the arrival- and service-rates in the
M/M/1 queuing example.

Table 2 illustrates the effect of antithetic
sampling compare to an experiment of
replicated simulation blocks not intro-
ducing any correlation. Due to the effect
illustrated in Figure 5, the speed-up is
reduced as the ratio between upward (λ)
and downward (µ) transition rates de-
creases. Balanced transition rates, i.e.
λ/µ = 1, corresponds to p = 0.5.

Antithetic sampling is very easy to use,
and in e.g. the SIMULA class DEMOS it
is a built-in construct which makes it
even more simple. The results in Table 2
were generated by a simple DEMOS-pro-
gram.

In general, we would not have the strong
correlation between output and input

which makes it possible to obtain com-
plementary samples. It is also very diffi-
cult to keep two sequence of events syn-
chronised, e.g. as in the case where a
head is switched to tail. Lack of synchro-
nisation may produce positive correla-
tion, which means that we get an in-
crease in the variance instead of a reduc-
tion.

Hence, antithetic sampling must be han-
dled with care, and is not recommended
in large, complex systems such as net-
work of queues where e.g. the end-to-end
delay is of interest.

5.2.1.2  Common random numbers

In many ways this is similar to antithetic
sampling. This method is very useful when
comparing two (nearly) similar models,
e.g. M/M/12 and M/D/1 system where the
only difference is that the first has expo-
nentially distributed server times while the
latter is deterministic. They are offered
common random numbers, which is the
same random numbers sequence. The idea
is to produce (nearly) the same sequence
of events (e.g. upward- and downward
transitions). The comparative performance
measure, e.g. the difference in probability
of full system, will have reduced variance,
if they stay synchronised.

Common random numbers are as easy to
use as the antithetic sampling, but at the
same time it suffers from the same limit-
ations. You still have the problem of
maintaining synchronisation between two
parallel simulation experiments, and vari-
ance reduction is relying on the depend-
ence between input and output sampling.
Hence, the conclusion from Section
5.2.1.1 goes for common random num-
bers as well.

5.2.2  Control variable

The control variables goes back to a old
idea in statistics [16]. Consider the case
where you have a set of pairwise obser-
vations of the random variables X and C.
You know something about C, e.g. the
expectation E(C), and you want to esti-
mate something about X, e.g. the E(X).
The question is how to exploit the fact
that you know E(C)? If X and C are
dependent then the answer is control
variables.

The basic idea is to use the known value
E(C) as an “anchor” with a rubber chain
to pull the expectation of X towards its
true value. This has the effect of reducing
the variance of the observations.

In its most simple form, called simple
control variable, we just take the mean
difference between the observed values
of X and C and claim that it should be
equal to the difference between the
expected values of X and C. Rewritten
we have the following simple expression
for an estimator of E(X):
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1 The p-value is the probability of head. 2 Kendall’s notation.

Table 2  Effect of antithetic sampling: Comparison of estimated mean and standard deviation for anti-
thetic sampling versus a number of replications from a direct simulation. The offered load is varied
from 0.9 to 0.05

antithetic sampling replication

λλ//µµ N exact

mean standard mean standard
deviation deviation

0.9 4 0.126 1.826 x 10-3 0.125 4.837 x 10-3 0.126

0.5 4 1.578 x 10-2 5.349 x 10-4 1.571 x 10-2 1.273 x 10-3 1.587 x 10-2

0.1 4 9.308 x 10-6 1.053 x 10-5 6.730 x 10-6 1.160 x 10-5 9.000 x 10-6

0.05 4 1.359 x 10-7 3.843 x 10-7 1.359 x 10-7 5.434 x 10-7 2.969 x 10-7

P̂(N )P̂(N )

100

80

60

40

20

0
0.3 0.4 0.5 0.6 0.7

Figure 5  Antithetic sampling: speed-up for 100 tosses of
a coin with varying probability of head, p



(5.1)

where β is -1 in the simple case where X
and C are positively correlated and in the
same order of magnitude. If not, then β
can be picked according to some opti-
mum criteria, see [16] for details on what
is called regression-adjusted control.

It is useful to distinguish between inter-
nal and external controls:

(i) Internal control

The random variable C with the known
expectation occurs in the same compu-
tation/simulation as X, e.g. C is the
average queuing delay and X is the
probability of full system.

(ii) External control

The random variable C with the known
expectation occurs in a separate com-
putation/simulation in addition to the
one where X is recorded. For example,
if we are interested in estimating X
which is the probability of full system
in a G/G/13-queue, we can claim that it
may be correlated to the probability of
full system in a M/M/14-queue, and let
C be this quantity. 

External control has the disadvantage
that extra computations are necessary to
obtain the control. A general disadvant-
age with control variables is that it is
very difficult to find a proper control
variable.

5.3  Rare event provoking

All three methods in these first subsec-
tions are means for controlling the vari-
ability of a set of observations. It gives us
no means for manipulating the processes
generating the observations, e.g. to in-
crease the sampling of the rare sequences
of event that are of vital importance to
the performance measure such as proba-
bility of full system in orders less than
e.g. 10-9. The next three subsections will
present techniques that do.

5.3.1  Stratified sampling

Probably the most frequent use of strati-
fied sampling is in a Gallup poll. The
population is divided into strata in

accordance to some descriptives such as
sex, age, position, education, geographi-
cal address, etc. To get a proper impres-
sion of the public opinion, a fair sample
from each strata must be drawn.

Applied in network performance evalua-
tion, stratified sampling is best explained
through an example, details of the meth-
od can for instance be found in Chapter
11.5 in [16]. Consider the reference
example M/M/1 from Section 5.1, only
this time with k servers, i.e. an M/M/k-
system. The number of servers vary ran-
domly following a known distribution,
i.e. we know the probability of having k
servers. Assume that we want to estimate
a quantity X that is positively correlated
to the number of servers K, which is the
intermediary variable. We get a reduc-
tion in the variance of X if we partition
(stratifies) the total calculation into strata
according to the possible outcome of the
intermediary variables, and then estimate
X for a given stratum (e.g. a fixed num-
ber of servers active).

For example, let k vary from 1 to 4 and
suppose we want to estimate the proba-
bility of waiting time larger than 5 min-
utes (which is most likely to occur when
only one server is active). We partition
the number of simulation replica into 4
strata, and see to that most of the simula-
tion effort are concentrated on the strata
containing 1 and 2 servers.

The example illustrates the main problem
with stratified sampling, namely how to
divide the simulation replica into strata,
and how to define the optimal number of
simulation replica in each stratum, and
finally how to calculate the strata proba-
bilities.

Recently, it is published a variant of
stratified sampling, called transition
splitting [23]. This technique is extreme-
ly efficient on models as the reference
example, because it uses all available
exact knowledge and leaves very little to
be simulated. In the M/M/1 case the
quantity of interest is known, and there-
fore the results of Section 5.4 should be
very flattering and in favour of transition
splitting. The basic idea is simply to
assume that in every simulation replica
(using regenerative simulation, see e.g.
[24]) he starts with a sequence of upward
transitions from empty until a full system
is reached, and then simulate the
sequence of events (transitions) from this
point and back to an empty system again.
The sequence of upward transitions until
full system without returning to an empty
system first, is the only stratum in this

simple example. The probability of this
stratum can in this simple case be calcu-
lated exact, e.g. by first step analysis
[25]. Details on transition splitting can
found in [23].

Generally, it is very hard to find a way to
do this transition splitting and to define
the strata involved. Additionally, it is not
a trivial matter to calculate the probabil-
ity of each stratum. In fact, in our refer-
ence example it is more demanding to
calculate the stratum probability than to
find the exact state probabilities.

5.3.2  Importance sampling

Importance sampling (IS) is a technique
for variance reduction in computer simu-
lation where the sampling of the outcome
is made in proportion with its relative
importance on the result. For a general
introduction see for instance [16] Chapter
11.

Importance sampling was originally pro-
posed as a method for Monte Carlo inte-
gration5, see e.g. [26]. Later, the method
has been applied to several areas. The
relevant applications in this paper is
assessments within the dependability
[27,28] and teletraffic area [29,30,31]. In
[32] IS is proposed as a method to pro-
voke cell losses by a synthetic traffic
generator like the STG developed at the
PARASOL project. The method should
be applicable to both real measurement
on ATM equipment as well as simula-
tion, see Section 6 and [33].

The basic idea of importance sampling is
to change the underlying stochastic pro-
cess in a way that makes the rare events
of interest (i.e. that is important to the
performance quantity of interest) to
appear more frequently. The observations
made under these conditions must of
course be corrected in a way that makes
them look like being generated by the
original process and produce unbiased
estimates.

By considering the reference example
once more, we soon get an idea of how
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5 Make large number of “shots” at a
value domain and count the number of
“hits” in the region bounded by the
function to be integrated. The ratio of
hits to shots is the integration of the
bounded region. This is a helpful meth-
od in cases where an analytic or
numerical solution is difficult or
impossible, e.g. due to discontinuity.

3 General arrivals and server distribu-
tions.

4 Poisson arrival and neg.exp. service
time distributions, easy computational,
see reference example.

X̃ = X + β(C − E(C))



this method works. Remember that the
problem of simulating a system contain-
ing rare events is that we get a large
number of simulation cycles that e.g.
does not visit state N. The reason is simp-
ly that after leaving state 0 you will most
likely return to this state (from state 1) if
the difference between the upward and
downward transition probabilities are
large (in favour of a downward transi-
tion). If we manipulate the transition
probabilities we can get another
behaviour. Increasing the upward relative
to downward transition probabilities we
increase the frequency of cycles which
are visiting state N (the state of interest,
e.g. defect or full system probability)
before returning to the starting state 0.
Hence, the number of simulation cycles
needed for observing a full system are
reduced. However, these observations are
not stemming from the original process
and will therefore give biased estimates.
Therefore, we have to rescale our observ-
ations by the likelihood ratio, which is
the accumulated ratio between the transi-
tion probabilities of the recorded path in
the original and the new processes. Dur-
ing the simulation cycle we have to
record this ratio in addition to the quan-
tity of interest. In Figure 6 you find an
illustration of 4 simulation cycles of the
reference example with only N = 2. 

The results produced by application of
importance sampling is reported to be
very sensitive to how much the under-
lying distribution is changed [11,34], e.g.
the transition probabilities. To the auth-
or’s knowledge, optimal biasing only
exist for very limited “classes” of sys-
tems, such as the reference system. For
one-dimensional models like the refer-
ence example, you find in the literature
application of either

- balanced biasing, i.e. the transition
probabilities are similar and equal to
0.5, or 

- reversed biasing, i.e. upward and
downward probabilities are inter-
changed.

In the reference example, the latter is the
optimal biasing [29,35].

In dependability simulation the change in
parameters is concerning an increase in
the probabilities of failure, basically not
very far from the ideas behind traditional
accelerated lifetime testing of HW com-
ponents, see e.g. [36]. In the literature we
find a number of approaches where IS is
applied, and studies are done to try to
find an optimal, or at least a “good” way

of changing the parameters, such as fail-
ure path estimation [34], minimise
empirical variance [37], balanced failure
biasing [38], failure distance approach
where the parameters are optimised dur-
ing simulations [39].

Similarly, in a teletraffic performance
study of e.g. the cell loss rate in an ATM
queue, the parameter change is due to an
increase in the offered load to the queue.6
Generally, of course we have the same
problems in teletraffic as in dependability
of finding an optimal change in para-
meters. But, in the specific case of our
reference example, Parekh and Walrand
[29] reported that reversed biasing is an
optimal biasing where Rare event theory

is the theoretical fundament [35]. The
results from Section 5.4 show an signifi-
cant increase in the speed-up gain using
reversed instead of balanced biasing.

5.3.3  RESTART

Another importance sampling concept is
the RESTART (REpetitive Simulation
Trials After Reaching Thresholds), first
introduced at ITC’13 by Villén-Altami-
rano [17]. The basic idea is to sample the
rare event from a reduced state space
where this event is less rare. The proba-
bility of this reduced state space is then
estimated by direct simulation, and by
Bayes formulae the final estimate is
established.

Consider the model of our reference
example, the rare events are visits to the
state of full system of system failure
(state N) before returning to the initial
state 0. This means that during a direct
simulation experiment, a typical
sequence of event is visits to states near
the state 0 (the regenerative state). The
RESTART reasons as follows: Say that
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6 Note that the theory of IS restricts us
to either increase the load per custom-
er, not the number of customers, or
increase the mean service time per
server, not to decrease the number of
servers.
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p01=1 p12=0.1

p10=0.9 p21=1

0 1 2

p*01=1 p*12=0.5

p*10=0.5 p*21=1

Original system Biased (stressed) system
{using balanced biasing}

Figure 6  Simulation cycles with importance sampling
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2
RESTART subchain, starting from the
intermediate point (here: state 2)

Figure 7  The RESTART method on the reference example



we first estimate the probability of being
in state I, which is visited significantly
more often than state N. After an accu-
rate estimate for state I is obtained, we
change the regenerative point of our sim-
ulation experiment to state I (and allow
no visits to states < I). Then we get an
enormous increase in the number of vis-
its to states far away from state 0, which
(hopefully) includes state N. Visits to
state N is more likely when starting from
state I than from state 0. Figure 7 illus-
trates how the Markov chain of my refer-
ence example is divided into two sub-
chains at the intermediate state I.

To find an optimal intermediate state
(state I) and an optimal number of cycles
in either subchain, the use of limited rel-
ative error (LRE) to control the variabil-
ity is proposed [40].

The RESTART inventors have expanded
their method to a multi-level RESTART
[18] by introducing more than one inter-
mediate point, i.e. more than one sub-
chain.

5.4  Comparison of rare event

provoking techniques

5.4.1  Results

The simulation results of all 3 cases of
Section 5.1 are given in Table 3 to 5 in
this section. The results are from one
(long) simulation experiment consisting
of a (large) number of regenerative
cycles.

The columns in the table have the follow-
ing interpretation:

- The intermediate point in which
RESTART splits the state space in
two, is denoted I, and the theoretically
optimal value according to LRE [40],
is Iopt. I is the intermediate state and
the starting state in the RESTART
cycles. 

- The mean value of the observator, i.e.
the estimated probability of being in 
state N, is denoted

- The standard deviation to this esti-
mate, is denoted S.

- The CPU time consumption is in sec-
onds, normalised to a SUN 4 sparc sta-
tion ELC.

- The efficiency measure is given as the
product of standard deviation (S) and
the CPU time consumption.

- Speed-up factors are the ratio between
the efficiency measure of direct simu-
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Table 3  Case 1: N = 4, λ/µ = 0.05 

Method meana Sb CPU- efficiency speed-up
[10-7] [10-7] sec measurec, factord

(ELC) mi [10-7]

Direct simulatione 11.31 5.984 106.2 635.5 1.0

RESTARTf Iopt -1 = 1 2.180 1.329 62.5 83.1 7.7

Iopt = 2 3.418 0.804 67.4 54.2 11.7

Transition splittingf 2.974 0.00660 35.5 0.23 2,712.3

ISf balanced 2.983 0.07396 29.0 2.1 296.3

reversed 2.967 0.00825 46.2 0.38 1,667.3

a Exact value 2.968750046 x 10-7

b Standard deviation of the mean estimator
c S*CPU

d Ratio relative to the direct simulation
e No. of regeneration cycles = 200,000 - 7
f No. of regeneration cycles = 20,000

a Exact value 7.421875000 x 10-10

b Standard deviation of the mean estimator
c S*CPU

d Ratio relative to the direct simulation
e No. of regeneration cycles = 100,000,000
f No. of regeneration cycles = 20,000

Table 4  Case 2: N = 6, λ/µ = 0.05 

Method meana Sb CPU- efficiency speed-up
[10-10] [10-10] sec measurec, factord

(ELC) mi [10-10]

Direct simulatione 9.048 6.398 52853.1 338,154 1.0

RESTARTf Iopt - 2 = 1 6.064 2.101 25142.8 52,825 6.4

Iopt - 1 = 2 4.844 2.424 1327.5 3,218 105.1

Iopt = 3 11.554 3.165 1077.0 3,409 99.2

Iopt + 1 = 4 6.888 2.258 25546.7 57,685 5.9

Transition splittingf 7.403 0.0163 47.4 0.8 437,672.0

ISf balanced 7.173 46.29 37.5 1,736 194.8

reversed 7.398 2.875 64.0 184 1,837.8

Table 5  Case 3: N = 85, λ/µ = 0.8 

Method meana Sb CPU- efficiency speed-up
[10-10] [10-10] sec measurec, factord

(ELC) mi [10-10]

Direct simulatione <no obs> - 426261.1 - -

RESTARTf Iopt - 1 = 41 2.794 3.645 654.5 2,385.7 1.0

Iopt = 42 2.482 3.358 729.2 2,448.7 1.1

Iopt + 1 = 43 1.427 1.917 697.3 1,336.7 3.4

Iopt + 2 = 44 1.025 1.484 766.8 1,137.9 2.1

Iopt + 3 =45 1.304 1.870 876.6 1,639.2 1.5

Transition splittingf 9.298 0.062 3238.8 200.8 11.9

ISf balanced 11.45 3.137 395.9 1,241.9 1.9

reversed 9.181 0.192 1209.3 232.2 10.3

a Exact value 9.263367173 x 10-10

b Standard deviation of the mean estimator
c S*CPU

d Ratio relative to RESTART with I = 41
e No. of regeneration cycles = 200,000,000
f No. of regeneration cycles = 20,000

p̂N .



lation and each method. If no observa-
tion are made using direct simulation,
the least efficient method is used as the
reference level, see Table 5.

The tables include a large number of
interesting results, where the main ob-
servations are:

- All methods give significant improve-
ment in the computer efficiency com-
pared to direct simulation.

- Transition splitting outranks
RESTART and IS in all cases.

- RESTART improves its relative gain
to the other methods when the λ/µ
ratio and the number of states N in the
example are increased.

- The simulation trials with RESTART
did not result in optimal gain, measur-
ed as the product of empirical mean
standard deviation and the CPU time
consumption, in the optimal intermedi-
ate according to the limited relative
error (LRE) method described in [40].

- The optimal biasing strategy, reversed
biasing, for importance sampling in
our system example, gave significant
increase over the often applied balanc-
ed biasing, see e.g. [27].

The relative comparison of the empirical
optimal RESTART, transition splitting
(TS), importance sampling with reversed
(IS.rev) and balanced (IS.bal) biasing are
found in Tables 6 to 8.

5.4.2  Observations

Several interesting observations were
made from the results in Tables 3 to 8.
First of all it is important to observe that
all three techniques gave stable and un-
biased results with significant speed-ups
over direct simulation, see [11] for
details. In fact, direct simulation is not
applicable and it is necessary to invest in
an accelerated simulation technique.

From the results it seems obvious that
transition splitting (TS) should be chosen
because it outranks both RESTART and
importance sampling (IS). But, bear in
mind that the system example is a rather
simple one, which is analytically tract-
able. The TS heavily depend on the abili-
ty to calculate the strata probability. A
change in our example, e.g. introducing n
different types of customers instead of a
single one, makes it no longer tractable.
The same happens when the arrival pro-
cesses is changed to non-Poisson.
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Table 6  All-to-all comparison of Case 1 (N = 4, λ/µ = 0.05)

RE.optimal

TS

IS.bal

IS.rev

RE.optimala TS

231.3

1

9.2

1.6

IS.bal

25.3

0.11

1

0.18

IS.rev

142.2

0.61

5.6

1

1

4.3 x 10-3

4.0 x 10-2

7.0 x 10-3

Compare

a The optimal intermediate point is observed to be Iopt = 2

R
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e 
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Table 7  All-to-all comparison of Case 2 (N = 6, λ/µ = 0.05)

RE.optimal

TS

IS.bal

IS.rev

RE.optimala TS

4,165

1

2,247

238

IS.bal

1.9

4.5 x 10-4

1

0.11

IS.rev

17.5

4.2 x 10-3

9.4

1

1

2.4 x 10-4

0.54

5.7 x 10-2

Compare

a The optimal intermediate point is observed to be Iopt = 2
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Table 8  All-to-all comparison of Case 3 (N = 85, λ/µ = 0.8)

RE.optimal

TS

IS.bal

IS.rev

RE.optimala TS

5.67

1

6.18

1.16

IS.bal

0.92

0.16

1

0.19

IS.rev

4.90

0.86

5.35

1

1

0.18

1.09

0.20

Compare

a The optimal intermediate point is observed to be Iopt = 44
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Figure 8  Illustration of how sensitive the estimates are of changing the
bias-parameter, figure adopted from [1]



Turning to importance sampling (IS)
with optimal parameters this seams rather
promising. However, although an opti-
mal parameterisation exists in our simple
system, this is generally not the case. In
fact, if we make the same changes as
above, we no longer have a known opti-
mal parameterisation. Nevertheless, even
without optimal parameters, IS will pro-
voke rare events rather efficient, but must
be handled with care.

Using IS with biasing far from optimal,
may produce very wrong estimates, see
Figure 8 adopted from [41]. A practical
approach to avoid the most drastic effect
is reported in [37] where a number of
experiments with different biasing
parameters are run, and the optimal
parameter is found as the one minimising
the variance of the likelihood ratio. The
results from the comparison study show a
difference in gain of 5-10 between the
reversed (optimal) and balanced strategy.

The third method, RESTART is not as
effective as optimal IS and TS when the
l/m ratio is low because the intermediate
point might be a rare event as well. The
difference is less when the ratio become
higher. The multi-level RESTART pro-
posed in [18] is expected to improve this
because several intermediate points will
be used. However, the effect will probab-
ly be most viable where the number of
states is large, such as N = 85.

RESTART will also experience signifi-
cant problems in the multi-dimensional
state space, this time with defining the
intermediate points, i.e. how to reduce
the state space to make rare events less
rare.
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All three methods will experience prob-
lems in the multidimensional state space.
In all methods the main reason is that we
no longer have an easy way of determin-
ing the most likely paths (trajectories) in
the state space that lead to our rare events
of interest.

It is finally worth noting that the three
methods are not mutual exclusive. IS
may easily be applied both in combina-
tion of RESTART and transition split-
ting. How to combine RESTART and
transition splitting is not obvious. We
have also gained experience by the use of
importance sampling in combination
with control variables in a proposed
measurement technique for experiments
or simulations. This method is described
in the following section.

6  Generator based

importance sampling

This section presents a generation and
measurement technique as an example of
practical application of some of the
speed-up techniques from previous sec-
tions. An abstraction of the problem at
hand is shown in Figure 10. The initial
objectives was to define a technique that
reduced the required measurement period
significantly, gave stable and unbiased
estimates of rare events like cell losses,
and required no control over the internal
state of the target system. The latter is of
utmost importance when it comes to
measurement on physical equipment.
However, it is anticipated that it is pos-
sible to detect the first of one or more
cell losses.

The proposed technique that meet these
objectives [33] will be outlined in this
section. It is based on the Composite
Source Model which is developed for
load generation during controlled traffic
measurements with realistic load scenar-
ios [42]. Traffic generation according to
this model has been successfully imple-
mented in the Synthesized Traffic Gener-
ator (STG) [3]. The technique may there-
fore be implemented in the successors of
the STG with moderate changes of the
generation hardware to perform measure-
ments on physical systems. It is currently
implemented in the DELAB end-to-end
traffic simulator [12].

6.1  Approach

The measurement technique consists
mainly of three parts. Firstly, the rare
event of interest must be provoked by
pushing the system into a region where
these are more likely to occur. Secondly,
the entire measurement period must be
defined and divided into independent
parts to produce a large number of inde-
pendent observations for the purpose of
statistics. Finally, anchoring the observa-
tions and introduce variance reduction
are possible by use of internal control
variable that can be defined when cell
loss is the rare event of interest. The sim-
ulation experiments are conducted in par-
allel on several workstation in network as
described in Section 3.2.

So far the work on measurement tech-
nique have been devoted to observation
of cell losses [33,43] and the presentation
in this section will therefore also use cell
loss ratio as measurement objective.

6.1.1  Importance sampling

To push the system into a cell loss region
we manipulate the load parameters and
apply the importance sampling tech-
nique, see Section 5.3.2.
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Figure 9  The biasing strategy

Figure 10  Measurement scenario for
application of importance sampling in
ATM systems



Keep in mind that one of the objectives
was to define a measurement technique
which have no control of the internal
state of the target system. Hence, the
importance sampling must be applied to
the traffic generation process alone.

The biasing is a change in the traffic gen-
erator parameters. The biasing strategy
switch back and forth between original
and biased parameters during an experi-
ment according to the aggregated load
profile and a feedback from the target
system telling that a cell loss is observed.
In Figure 9, you find a typical load pro-
file for the aggregated load from all
active sources in the traffic generator
process.

The on-off biasing strategy is as follows:

Turn on stressing. When the (aggregat-
ed) load level exceeds a certain reference
level, x, we change the load parameters,
i.e. probability of a source becoming
active is increased and so is the mean
duration of an active source.

Turn off stressing. Three different crite-
ria are defined to turn off stressing
(switch back to the original load para-
meters):

- cell loss observed: we have reached
our objective.

- load is below reference level: our
strive to push the system towards a cell
loss region was not successful.

- likelihood ratios exceeds limits: if the
ratio between the original and stressed
transition probabilities become to
small (or to large) it is an indication of
that the current sample is not among
the most likely of the unlikely rare
event samples.

6.1.2  Load cycles

The next important task is to divide the
experiment into independent measure-
ment periods.

The first and obvious choice is to
start a number of experiments of
fixed duration, called blocked mea-
sures. But, it turns out that the obser-
vation are extremely sensitive to this
fixed block duration; too long period
produces unstable results, and too
short periods return too few observa-
tions (different from 0). No obvious
way of defining the optimal length
was identified.

We know that regenerative simula-
tion (as applied in the reference
example) has been successfully com-

bined with importance sampling for
dependability studies, [27, 28]. But, once
again remember that we have no control
of the internal state of the system, hence
no global regeneration point may be
found. Regeneration points may be iden-
tified in the generator. However, under
realistic load conditions they occur so
rarely that they are of no practical use.

Instead of trying to identify regenerative
points in the entire system we will
observe the aggregated load profile and

define a regenerative load point at every
instance where the load profile exceeds a
certain reference level. A load cycle is
then the time between two subsequent
upward transitions through the reference
level. Figure 11 illustrate how a load pro-
file is divided into load cycles separated
by I0

(i).

These load cycles are our measurement
period. The reference level is chosen as
the same level as the where the biasing is
turned on and off, but it need not be.
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Table 9  Results from simulation experiments with and without control variables;
Number of on-off sources 32 (distributed on 4 generators)
Load generated in on-state is 0.04
Source type transition rates are ωup = 1.5 10-4 and ωdown = 2.0 10-4 [cell periods]
(Table entries give mean and [95 % confidence intervals])

Casea No control variable [10-7] With control variable [10-7]

Switched on at x = 0.72 5.092 [3.901, 6.283] 4.498 [4.427, 4.569]

a A fluid flow approximation of expected cell loss rate is 4.171 x 10-7 [44, 45], the true value is expected
to be slightly larger due to cell contention contributions
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6.1.3  Control variables

The number of offered cells exceeding
the capacity, denoted Cm in Figure 11, is
correlated to the number of lost cells
which may be recorded in the same simu-
lation experiment and the expectation can
be analytically obtained. The correlation
is strong if the cell contention contribu-
tion is low.

Hence, the Cm is applicable as an internal
control variable, see Section 5.2.2, and
must therefore be recorded during the
measurement along with the number of
cell losses.

6.2  Example

Applying the measurement technique on
the set-up in Figure 12, with 4 generators
of 8 on-off sources each, producing the
results of Table 9. The effect of the con-
trol variable is significant. Unfortunately,
no cell losses were observed in the
unstressed experiments and hence the
speed-up relative to direct simulation can
not be established in this case.

6.3  Remaining tasks

Remaining tasks is further development
of the biasing strategy for more complex
sources than the on-off sources, applica-
tion to a heterogeneous scenario (i.e.
sources of different traffic properties),
and to obtain end-to-end statistics in a
queuing networks.

Another interesting task is implementa-
tion of this technique in the Synthesized
Traffic Generator (STG).

7  Conclusion

The experience in literature and also doc-
umented in the study of this article, show
clearly that some speed-up technique is
necessary in evaluation of the traffic and
dependability aspects of the current and
future telecom systems and network.
Currently, it is significant ongoing
research activity on this topic, and with
still increasing interest, e.g. within
ACTS.

The techniques are not yet mature and
ready for practical applications. They are
characterised as

- being technically challenging

- containing many nasty pitfalls (we
have been into some of them).

Currently, rare event provoking tech-
niques seem most efficient with respect to
produce significant speed-ups in simula-

tion. The importance sampling is the most
flexible and most promising regarding
multi-dimentional state spaces. However,
care must be taken in choosing biasing
strategy and parameters otherwise very
wrong estimates can be obtained. 

Running replications of the simulation
experiment in parallel is strongly recom-
mended and easy to carry out if a net-
work of workstations is available.

As an example of practical use, several
speed-up techniques:

- parallel simulation replicas
- importance sampling 
- control variables

were successfully combined in a propos-
ed measurement/simulation technique for
testing of ATM-equipment as presented
in this paper.
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Abstract

In this paper we consider two queuing
models of an ATM multiplexer. The
first is a discrete time multiserver
queuing model with batch arrivals.
The second is a single server queuing
model where the multiplexer is fed by
the superposition of a periodic stream
and a batch arrival process. Both in-
finite and finite buffers are considered
and approximate formulae for the cell
loss probability are given.

1  Introduction

The future public ATM network will
support a variety of services ranging
from voice and video to highly bursty
and unpredictable data services. To be
able to operate such a network properly it
is important to have robust methods for
dimensioning of network resources.

To be able to meet the QoS demand, and
still maintain high utilisation of  network
resources, it seems to be a good choice to
separate delay sensitive traffic such as
voice and video from loss sensitive, such
as bursty data traffic. In this paper we
mainly address the problem of dimen-
sioning of buffer space and links for
delay sensitive traffic. For bursty data
traffic one needs huge buffers to absorb
long data packets, and thereby obtaining
statistical multiplexing gain and avoiding
peak rate allocation. For these traffic
types the burst scale behaviour will be
dominant. We refer to [1] as a compre-
hensive reference of cell scale queuing
models for ATM.

To study network performance for the
delay sensitive type traffic we propose
two different models of an ATM multi-
plexer. The first model is a multiserver
queue in discrete time with batch arrivals
where we focus on the queue length dis-
tribution and cell loss probability. In the
second model we merge a periodical
source and a batch arrival stream to see

how this affects the performance. Similar
models are reported in the literature
where two cell streams are offered to a
multiplexer, see [2] and [3] for refer-
ences.

2  A multiserver queuing

model for ATM

In the first part of the paper we consider
a queuing model for a multiplexer in an
ATM network where the ratio between
the output and the input lines speed is
given by a fixed number (see Figure 1).

The time axis is slotted with each slot
equal to a cell transmission time (on the
input lines). This means that in one slot
on the input lines a fixed number of cells
can be transmitted to the output line. So
this mode is then actually a multiserver
queuing model with deterministic service
times. If we assume that the cells arrive
independently on each input line and also
assume independent arrivals in each slot,
we obtain a batch arrival process to the
multiplexer. We assume that the batch
size follows a general distribution with
distribution a(i) = Pr (batch size = i) and
generating function A(z), and we denote
n the speed-up factor. For infinite buffers
these models are well described in the lit-
erature, see [4] and [5] for references.

The offered traffic of the multiplexer is
A = A’(1) and the load

2.1  Infinite buffer case

To analyse the queuing model described
above we use standard z-transform
method for a multiserver queue with
deterministic service times. We observe
the queue size at the end of each slot, and
we define the following stochastic vari-
ables:

Qk - the queue length at the end of the
k-th slot

Ak - the number of arrivals from the
batch arrival process during the k-
th slot

The queue length process is then
described by the following recurrence
equation:

Qk = max[Qk-1 + Ak - n, 0]; (2.1)

k = 1,2,...

We consider the queuing system in the
steady state regime, which means that the
load is less than the unity, and we define
the queue length distribution

and the generating function

2.1.1  Queue length distribution

By applying the z-transform to equation
(2.1) we get the following expression for
the for the queue length transform:

(2.2)

where

and

is the probability that there are i cells in
the system (queue and service) at the end
of a slot.

The unknown constants Pj are determin-
ed by the usual function theoretical argu-
ments. This is done by examining the
zeros of the function f(z) = zn - A(z)
inside the unit circle in the complex
plane. It can be shown that f(z) has
exactly n zeros {r1 = 1,r2,...,rn} inside
the unit circle |z|     1. This allows us to
obtain the following set of equations to
determine the Pj’s:

(2.3)

(2.4)

Some important queuing models for ATM
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Batch arrival process

Figure 1  The first queuing model for the ATM multiplexer

ρ =

A

n
.

q(i) = lim
k→∞

P (Qk = i),

Q(i) = lim
k→∞

P (Qk ≤ i)

Q(z) = lim
k→∞

E
[
zQk

]

Q(z) =
z − 1

zn
− A(z)

⎡
⎣

n−1∑
j=0

pjz
j

⎤
⎦

Pj =

j∑

i=0

pi

pi =
∑

i1−i2=i

q(i1)a(i2)

≤

n−1∑

j=0

Pj = n − A

n−1∑

j=0

Pjr
j
k = 0; k = 2, . . . , n



The equations (2.3) and (2.4) are of so
called “Vandermonde” type, and one
simple way of obtaining the solution is
done by using a generating function. If
we consider the polynomial

then (2.3) simply says that rk is a root in
this polynomial. Whence

The unknown constant C is determined
by setting x = 1, giving

so the polynomial generating the Pj’s is
given by:

(2.5)

By inverting (2.5) we finally get the fol-
lowing expressions for the coefficients:

Pj = (n – A)

j = 0,..,n - 1 (2.6)

The form of the queue-length distrbution
can be found by inverting the z-transform
(2.2):

(2.7)

where Φ(i) is given by

(2.8)

where ai
-k is the i-th coefficient in the

expansion of A(z)-k, i.e.

(2.9)

For some important arrival distributions
such as Poisson (M), Bernoulli (Geo) and
generalised negative binomial (Nb) the
coefficients above are easily obtained.
We have put these results in Appendix A.

Despite (2.7)–(2.9) give explicit expres-
sions for the queue length distributions
(at least for Poisson, Bernoulli and gen-
eralised negative binomial arrival pro-
cesses), these formulae are not quite
effective to perform numerical calcula-
tions (except for the case n = 1). This is
due to the fact that the function Φ(i)
defined by (2.8) contains all the roots of
zn - A(z) also with modulus less than the
unity, and therefore this function will
grow as powers of the inverse of these
roots (as function of i). So when i
becomes large the expression for Φ(i)
and therefore Q(i) becomes numerically
unstable.

One way to overcome this problem is to
cancel these roots directly as is done in
the z-transform (2.2) (by the boundary
equations (2.3) and (2.4)). To do so we
also need the roots of zn - A(z) outside the
unit circle. We denote {rn+1, rn+2, ...}
these roots (which in principle can be
infinite if a(i) is infinite). We also
assume that all the roots are distinct. By
making partial expansions of the z-trans-
form (2.2), we get:

(2.10)

where

(2.11)

It can be shown that the root with the
smallest modulus say rn+1 (outside the
unit circle) is real and it is obvious that
this root will be the dominant part in the
expression (2.10) for large i. The queue
size distribution will therefore have the
following asymptotic form:

(2.12)

for large i.

For most cases of practical interest (2.12)
gives satisfactory accuracy and can be
used to estimate the cell loss probability
by summing (2.12) above the buffer
capacity.

2.1.2  Some further analysis of the

multiserver queuing model

It is possible to obtain different expres-
sions for the z-transform and the queue
length distribution in the previous section
which do not involve the roots of zn - A(z).
In Appendix B it is shown that the loga-
rithmic sum:

(2.13)

valid for |z| < r and

(2.14)

which is valid for |z| > r and r chosen
(arbitrarily) such that 1 < r < rn+1.

Taking the limit z → 1 in (2.13) gives us:

(2.15)

Combining the result above we can write
the queue length transform on the follow-
ing compact form:

Q(z) = exp(I(z) - I(1)) where (2.16)

(2.17)

valid for |z| < r

There are now some different ways of
using (2.17). First we expand the loga-
rithm in series and integrate term by
term. On |ζ| = r we have |A(ζ)| ≤ A(r) 
< rn = |ζ|n so we have
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Expanding gives:

with

(2.18)

The Ik(z) is evaluated by residue calcula-
tions at ζ = 0 and ζ = z:

(2.19)

with

(2.20)

Collecting the results above we get the
following z-transform for I(z):

(2.21)

where

(2.22)

For some important arrival distributions
such as Poisson (M), Bernoulli (Geo) and
generalised negative binomial (Nb) the
coefficients ai

k are easily obtained. We
have put these results in Appendix A.

A different expression may be obtained
by taking the derivatives of (2.17) giving

(2.23)

For numerical calculations both (2.22)
and (2.23) are useful, however, in cases
where the coefficients ai

k are difficult to
obtain (2.23) seem to be the most app-
ropriate choice.

Inverting the transform (2.16) gives us
the queue length distribution in terms of
the βi’s:

(2.24)

and

(2.25)

Although the formulae above seems to be
difficult to use for large i, we have nice
recurrence formulas to obtain the qi’s:

We define the two-dimensional array γi
j

by setting γ0
0 = 1 and γ0

j = 0, j = 1,...,m

and we then calculate for i = 1,...,m:

γ
i
j =

for j = 0,...,m-i (2.26)

The desired distribution is then simply
qi = q0γi

0 for i = 1,...,m.

Other performance measures such as the
moments of the queue length distribution
are easily obtained from the integral rep-
resentation of the z-transform (2.16) and
(2.17). For the mean and the variance we
get

E[Q] = I’(1) and
Var[Q] = I’’(1) + I’(1) where (2.27)

(2.28)

and

(2.29)

It is also possible to derive asymptotic
approximations for large n applying the
saddle-point method to the integral
(2.17). (See [6] for a detailed outline of
the saddle-point method.) We find:

(2.30)

with

(2.31)

where

g(z) = logA(z) - nlogz is the oscillating
part of (2.17) and

(2.32)

and

(2.33)

Also rM is chosen so that g’(rM) = 0. It is
easy to see that 1 < rM < rn+1, and also
that g’’(rM) > 0 and c(rM) > 0.

By inverting the approximate transform
we obtain the following asymptotic
queue length distribution for large n:

(2.34)

and

i = 1,2,... (2.35)

2.2  Finite buffer case

To get accurate results for the cell loss
probability we must consider models
with finite buffers. In this case the gov-
ern equation takes the form

Qk = min[M,max[Qk-1 + Ak - n,0]] (2.36)

where M is the buffer capacity.

By using (2.36) we derive the following
set of equations for the distribution of the
number of cells in slot q(j):

(2.37)
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where q(i) = 0 for i < 0 and i > M.

The finite buffer model may be analysed
using an iterative approach by solving
the governing equations (2.37) numeri-
cally. However, we take advantage of the
analysis in section 2.1 and we apply the
same method as for the infinite buffer case.
We introduce the generating functions

and by using (2.37) we get:

(2.38)

where

and

is the probability that there are i cells in
the system at the end of a slot, and  is the
probability that exactly s cells are lost
during a slot.

By examining (2.38) we see that for the
major part of the queue-length distribu-
tion is of the same form as for the infinite
buffer case:

(2.39)

The coefficients Pj
M’s are determined by

the fact that (2.39) gives the queue length
distribution also for i = M,...,M+n-1, and
whence:

(2.40)

The n equations (2.40) are non-singular
and determine the Pj

M’s uniquely. For
small buffers (2.40) is well suited to cal-
culate the coefficients. However, to avoid
numerical instability for larger M we
expand (2.40) by taking partial expansion
of the function Φ. After some algebra we
get:

= δ1,l (n – A) (2.41)

where

(2.42)

The generating function for the Pj
M’s in

this case may be expressed as:

= (n – A)E1(I + W)-1V(x) (2.43)

where E1 is the n dimensional row vector
E1 = (1,0,....,0), and W = (W(i,l)) is the
n × n matrix:

(2.44)

and V(x) is the n dimension column vec-
tor V(x) = (Vl(x)):

(2.45)

The form of (2.41) is useful to determine
the overall cell loss probability. Inserting
z = 1 in (2.38) we obtain the mean vol-
ume of cells lost in a slot;

(2.46)

The volume lost can also be determined
by direct arguments since we have that the

lost volume of cells in a slot equals the
offered load minus the carried load i.e.

which equals (2.46).

From (2.41) taking l = 1 we get the cell
loss probability

as:

(2.47)

evaluating we get

(2.48)

For large M we expand (I + W)-1 in
(2.48), and by taking only the first term
in the expression for W we get the fol-
lowing simple approximate formula for
the cell loss probability:

(2.49)

where P is the product

(2.50)

By using (2.14) and (2.15) we obtain the
following integral expression for P:

(2.51)

where I is the integral

(2.52)
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The main reason for giving (2.52) is to
use the saddle-point method for large n to
obtain asymptotic approximations. We
get:

(2.53)

where rM and g’’(rM) are given in (2.31)
– (2.33).

3  A queuing model with a

periodic source and a

background stream

As a second queuing model, we consider
a model for a multiplexer in an ATM net-
work with two arrival streams. The arriv-
al process is formed by superposing a
periodic stream and a batch arrival pro-
cess (e.g. Poisson or Bernoulli process).
It is assumed that the batch size Bk in
each slot is independent and follows a
general distribution with distribution
b(i) = P(Bk = i) and generating function
B(z). The periodic stream is characterised
by the (periodic) sequence {dk}P

k=1 where
dk is the number of cells arriving from
the periodic stream in slot k (= 1,...,P)
and P is the period (see Figure 2). For
infinite buffers similar models are de-
scribed in [1], [2] and [3].

The mean load on the multiplexer from
the periodic source,

with

is the number of cells arriving in a period
divided by the length of the period. The
load from the batch arrival process is
ρB = B’(1), so the total offered load on
the multiplexer is ρ = ρB + ρD.

3.1  Infinite buffer case

We observe the queue size at the end of
each slot, and we define the following
stochastic variables:

Qk - the queue length at the end of
the k-th slot 

Bk - the number of arrivals from the
batch arrival process during the
k-th slot

dk - the number of arrivals from the
periodic stream during the k-th
slot.

The fundamental law for queuing pro-
cesses with deterministic service times
implies the following recurrence equa-
tion:

Qk = max[Qk-1 + Bk + dk - 1, 0]; (3.1)
k = 1,2,...

We consider the queuing system in the
steady state regime, which means that the
average load over one period must be
less than the unity. In this case the distri-
bution of Qk and Qk+iP (k = 0,1,...,P - 1)
is identical, and we define the distribu-
tions qk(i) = P(Qk = i), Qk(i) = P(Qk ≤ i)
and the generating functions Qk(z) =
E[zQk]; k = 0,1,....,P-1.

3.1.1  Queue length distribution

By applying (3.1) we get the following
recurrence equations to determine the
generating functions:

k = 1, ..., P (3.2)

where the qk is the probability that the
system is empty at the end of slot k.
Solving for Qk+P(z) from (3.2) and using
the fact that Qk+P(z) = Qk(z) we get:

(3.3)

where

U(k,j) = (Dj - Dk) - (j - k - 1) (3.4)

is the unfinished work entering the queue
(from the periodic source) during the
slots k+1,k+2,...,j, and

D = DP and K = P - D. Due to the period-
icity we obviously have qj = qj-P, j > P.

As for the multiserver case the unknown
constants qj can be determined by func-
tion theoretical arguments. This is done
by examining the zeros of the function
f(z) = zK - B(z)P inside the unit circle in
the complex plane. It can be shown that
f(z) has exactly K zeros {r1 = 1,r2,....,rK}
inside the unit circle |z| ≤ 1. This allows
us to obtain the following set of equa-
tions to determine the qj’s:

(3.5)

(3.6)

k = 2,....,K

It can be shown that D of the qj’s are
zero, so (3.5) and (3.6) determine the
other qj’s uniquely. To get the slot num-
bers for which the qj’s are zero we pro-
ceed as follows:

We consider the busy/idle periods for the
periodic source, (which of course also
will be periodic). If j lies in a busy period
(for the periodic source) then obviously
qj = 0, otherwise j lies in an idle period
and hence qj ≠ 0. The same result can
also be obtained by considering the lead-
ing terms in the z-transform for Qk(z);
which is

Batch arrival process

Periodic source dk

0 1 2 k P

Figure 2  The second queuing model for the ATM multiplexer
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If j lies in busy period (for the periodic
source) we can find a k value that gives
U(k,j) > 0, i.e. gives negative exponent in
the z-transform, which implies qj = 0.

For some cases of special interest the
boundary equations (3.5) and (3.6) can
be solved explicitly. This is the case if
the period P contains only one single
busy/idle period (for the periodic source).
We choose the numbering of the time
axis such that Dj = 0; j = 1,...,K (busy
period), and we have qj = 0; j = K+1,...,P
(idle period). In this case the boundary
equations will be of “Vandermonde”
type:

(3.7)

(3.8)

where ζk = rk/B(rk).

These equations are identical with (2.3)
and (2.4) in section 2.1.1, so the polyno-
mial generating the qj’s may be written
as:

(3.9)

The coefficients qj in this case are easily
found by the relation between the roots
and the coefficients in a polynomial.

The form of the queue-length distribu-
tions can be found by inverting the z-
transforms (3.3):

(i + U(k,j), j – k) (3.10)

where U(k,j) is the unfinished work
entering the queuing system from the
periodic source given by (3.4) and Φ(i,j)
is given by

(3.11)

where bi
–k is the i-th coefficient in the

expansion of B(z)–k, i.e.

shown that this root (with the smallest
modulus outside the unit circle) is real.

3.2  Finite buffer case

The finite buffer case is analysed by
Heiss [7] using an iterative approach by
solving the governing equations numeri-
cally. However, we take advantage of the
analysis in section 3.1 and we apply the
same method as for the infinite buffer
case.

In this case the governing equation takes
the form

Qk = min[M, max[Qk-1 + Bk
+ dk - 1,0]] (3.17)

where M is the buffer capacity.

By using (3.17) we derive the following
set of equations for the distribution of the
number of cells in slot k (=1,...,P):

j = 1, ..., M – 1 (3.18)

where qk(i) = 0 for i < 0 and i > M.

Also for the finite buffer case we intro-
duce the generating functions

By using (3.18) and solving for Qk
M(z);

k = 0,...,P-1 we get:

z-U(k,j)B(z)P+k-j (3.19)

where

is the probability that the system is empty
at the end of slot j, and

is the probability that exactly s cells are
lost during slot j. (Due to the periodicity
we obviously have

(3.12)

For Poisson (M), Bernoulli (Geo) and
generalised negative binomial (Nb) the
coefficients above are given in Appendix
A, (where the offered A is set to ρB).

As for the multiserver model, the explicit
expressions for the queue length distribu-
tions are not effective to perform numeri-
cal calculations for large i. This is due to
the fact that the function Φ(i,j) defined
by (3.11) contains all the roots of 
zK - B(z)P also with modulus less than the
unity, and hence this function will grow
as power of the inverse of these roots. So
when i becomes large the expression for
Qk(i) becomes numerically unstable.

As for the multiserver model one can
overcome this problem by cancelling
these roots directly as it is done in the z-
transform (3.3) (by the boundary equa-
tions (3.5) and (3.6)). To do so we also
need the roots of zK - B(z)P outside the
unit circle. We denote {rK+1, rK+2, ...} as
these roots (which in principle can be
infinite if b(i) is infinite). We also
assume that all the roots are distinct. By
making partial expansions of the z-trans-
forms (3.3) we get:

(3.13)

where

(3.14)

with

(3.15)

and

(3.16)

In the general case the series for qk(i)
given by (3.13)–(3.16) will not be con-
vergent for i < K = P - D. For numerical
calculations it is therefore necessary to
use (3.10) for small i, (at least for i < K)
and then the partial expansion (3.13) for
large i (i ≥ K). The first term in the series
for qk(i) (given by (3.13)–(3.16)) is the
dominant part for large i, and it can be
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For the sake of simplicity we assume
M ≥ uj; j = 1,...,P where uj is the work-
load from the periodic source and is
given by

uj = max{U(k,j); k = j - 1, j - 2...} (3.20)

(If M < uj for some j one may redefine
the periodic stream by taking 
dj

† = dj - (uj - M) if uj > M and 
dj

† = dj if uj ≤ M. In this case the work-
load from the periodic source may be cal-
culated by uj = max[min[uj-1, M] - 1,0]
+ dj. For the redefined system M ≥ uj

†

will be fulfilled, however, one must
count for the extra losses dj - dj

†.)

By examining (3.19) we see that for the
major part of the queue-length distribu-
tion is of the same form as for the infinite
buffer case:

(3.21)

which is valid for i = 0,1,...,M-wk (the
white area in figure 3) where 

wk = max{U(k,j); (3.22)
j = k + 1, k + 2, ...

The values k for which wk > 0 constitute
what we call the backward busy periods
(BBp), and the values for which wk = 0
give the backward idle periods (BIp) (see
Figure 3).

As for the infinite case we have qj
M = 0

when j lies in a busy period (for the peri-
odic source). The rest of the qj

M’s are

determined by the fact that (3.21) gives
the total queue length distribution for the
k values in the backward idle periods,
and hence:

(3.23)

The K equations (3.23) are non-singular
and determine the non zero qj

M’s unique-
ly. The rest of the Qk

M(i)’s (for i = M-
wk+1,...,M and k lies in a backward busy
period; the shaded area in the figure) may
be calculated using the state equations
(3.18).

For small buffers (3.23) is well suited to
calculate the coefficients qj

M. However,
to avoid numerical instability for larger
M we expand (3.23) by taking partial
expansion of the function Φ. After some
algebra we get:

(3.24)

where

A(rl,rs) =

(3.25)

with

and B-1(rl, k) is the inverse of the matrix
B(k, rl).

The form of (3.24) is well suited for
numerical calculations. This is due to the
fact that the second part in the equations
will decrease by

The form of (3.24) is also useful to deter-
mine the overall cell loss probability.
Inserting z = 1 in (3.19) we obtain the
mean volume of cells lost in a period;

(3.26)

From (3.24) taking l = 1 we get the over-
all cell loss probability

as:

(3.27)

As for the infinite buffer case the calcula-
tions can be carried further if the periodic
source contains only one single busy/idle
period. In addition we also require only
one single backward busy-idle period
(for the periodic source). When this is the
case we take advantage of the fact that
(3.24) will be Vandermonde like:

= δ1,lP(1-ρ) (3.28)

with

M

0

0 1
Ip

K P
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BIpBBp

Figure 3  The busy periods and backward busy periods for the periodic source
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A(rl,rs) =

(3.29)

where ζi = ri/B(ri) and L is the displace-
ment in slots between the backward busy
period and the busy period (for the peri-
odic source) (see Figure 3).

The generating function for the qj
M’s in

this case may be expressed as:

= P(1 – ρ)E1(I + W)-1V(x) (3.30)

where E1 is the K dimensional row vector
E1 = (1,0,....,0), and W = (W(i,l)) is the
K × K matrix:

(3.31)

and V(x) is the K dimension column vec-
tor V(x) = (Vl(x)):

(3.32)

The overall cell loss probability for this
special case may be written:

(3.33)

(where E1
T is the transposed of E1).

For large M we can expand (I + W)-1 in
(2.33), and by taking only the first term
in the expression for W we get the fol-
lowing simple approximate formula for
the overall cell loss probability:

(3.34)

where ℘ is the product

(3.35)

For most of the cases of practical interest
the formulas (3.34), (3.35) give satisfac-
tory accuracy.

As for the multiserver case the product
℘ may be given as an integral. We must,
however, substitute for

in the formulas (2.13) and (2.14) (and
also changing n to K and A(z) to B(z)P):

(3.36)
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where I is the contour-integral

(3.37)

where

and R is chosen so that 1 < R < rK+1.

The main reason for giving the integral
formula (3.37) is that for large period P
the integral may be approximated by the
saddle-point method. The oscillating part
in (3.37) is

and we get the following approximate
formula for I:

(3.38)

where and rM is the root in the interval
(1, rK+1) of the equation

(3.39)

and

h’’(rM) =

(3.40)

4  Some numerical results

The first part of the numerical results is
an investigation of buffer dimensioning
of an ATM multiplexer. The results focus
mainly on the cell loss probability as
function of load, buffer size and speed up
factor. The arrival process is taken to be
Poisson.

In Figures 4 and 5 we have used the
exact formula (2.48) to calculate the cell
loss probability as a function of the
buffer size and speed up factor. The
matrix W(i,j) is calculated by (2.44) and
the roots are found by an iterative proce-
dure. We see that the effect of the speed
up factor is relative weak, the cell loss
probability slowly decreases as a func-
tion of increasing speed up factor. Apart
for buffers of length 20 (or less), the cell
loss is nearly log linear as a function of
the buffer size.

In Figures 6 and 7 we compare the
approximate formula for the cell loss
probability with the exact results. From
the figures we observe that unless the
buffers are small (approx. 20) the app-
roximate formulae for the cell loss gives
excellent results. We conclude that for all
practical applications the approximations
(given by (2.49) and (2.50)) are sufficient
for dimensioning of buffers.

In terms of buffers needed, we observe
that 50 buffers is sufficient for a link load
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up to 80% (ρ = 0.8) to meet a cell loss
demand of 10-10. If the link load is limit-
ed to 90% (ρ = 0.9) the need for buffer
space is doubled (approx. 100). We must
however stress that these results are based
on the assumption of Poisson arrivals.

The second part of the numerical investi-
gation deals with the effect of superpos-
ing a periodic on/off source with a Pois-
son background stream. The period is set
to 100 cell times, and we increase the
length of the on period (and thereby
increasing the load). In Figures 8 and 9
we have used the exact formula (3.33) to
calculate the cell loss probability as a
function of the buffer size and load from
the background source, while keeping the
total load fixed. The matrix W(i,j) is cal-
culated by (3.31) and the roots are found
by an iterative procedure.

From Figure 9 we see the effect of in-
creasing the on period (for the periodic
source). For small buffers the increase
results in worse performance. This is due
to the fact that the buffer is not able to
absorb all the cells in an on period (and a
part of them is lost). However, for larger
buffers this is not the case and it is likely
that all the cells in an on period are
buffered without any losses. (The curves
seem to have a common intersection
point at approx. 50.) We may say that a
multiplexer with small buffers see a peri-
odic on/off source as a bursty source,
however for larger buffers this will not
be the case.

In Figures 10 and 11 we compare the
approximate formula for cell loss proba-
bility ((3.34) and (3.35)) with the exact
results. The approximation is best when
the load from the background stream is
high (compared with the load from the
periodic source). As the buffer space
increases the difference between exact
and approximate values decreases
rapidly.

5  Conclusions

In this paper we consider two queuing
models for dimensioning of buffers and
links in an ATM network. The first
model is a discrete time multiserver
queuing system with batch arrivals. The
second model is a single server queue
where the multiplexer is fed by the super-
position of a periodic stream and a batch
arrival process. Both infinite and finite
buffers are consider and approximate for-
mulae for the cell loss probability are
given. The numerical examples shows
that the approximate formulae are well
suited for dimensioning purposes.
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Appendix A

Some results for the batch

arrival streams

considered

The generating functions for Poisson
(M), Bernoulli (Geo) and generalised
negative binomial (Nb) arrival processes
are given by

AM(z) = e-A(1-z) (A.1)

(A.2)

(A.3)

where we have chosen the parameters so
that A is the offered traffic (and N is the
extra parameter in the Bernoulli and the
generalised negative binomial processes).
The variance is given by

and

and thus we may fit N to a given variance
depending on its magnitude. (For the
case σ2 < A one must be aware of the fact
that the Bernoulli distribution requires N
to be an integer.)

By inverting A(z)k and A(z)-k, for the
three cases above we get

(A.4)

(A.5)

(A.6)

and

(A.7)

(A.8)

(A.9)
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Figure 11  Exact and approximate cell loss probability as function of the background
load for different buffer size. The period is 100 and total load 0.9. (a buffer = 1, b
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Figure 12  The contour Γ when |z| > r

Figure 13  The contour Γ when |z| < r

Appendix B

Evaluation of two

logarithmic sums

To derive (2.12) and (2.13) we denote

(where we use theprincipal value of the
logarithm). We also denote

The contour-integral

(B.1)

where Γ is a contour containing all the
roots r1 = 1, r2,..., rn of g(ζ) and also
contains ζ = 0 (which is a pole of multi-
plicity n for g(ζ)). Whence

+ n log z – log(z – 1) (B.2)

Depending on the location of z we
choose some different contours. First we
let C be the circle |ζ| = r with 1 < r < rn+1

if |z| > r we choose the circle C as the
contour Γ (see Figure 12).

Integrating by parts we get

(B.3)

When ζ is moving around C the argu-
ment of logg(ζ) returns to its initial
value. Therefore, [log(ζ-z) log g(ζ)]C = 0.

Collecting the result above gives:

(B.4)

If |z| < r we choose the contour 
Γ = C ∪ L1 ∪ L2 ∪ Cε (see Figure 13).

On C integrating by parts we get (B.3),
however, when ζ moves along C from z0

the argument of log (ζ - z) is increased by
2π, while the argument of log g(ζ)
returns to its starting value, so

On L1 ∪ L2 we have

On L2 the argument of log(ζ - z) has
increased by 2π so that

– logg(z0) + logg(z + ε) (B.5)

On Cε we have ζ = z + εeiθ where θ
moves from 2π to 0. (We also assume
that z ≠ ri, i = 1,...,n.) When ε → 0 we
have

(B.6)

Collecting the results above when ε → 0
we get

(B.7)
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Abstract

L. Takács published in 1963 a paper
introducing a queuing model with
feedbacks. Such models may be used to
calculate the performance of certain
telecommunication processor systems.
This note proposes alternative formu-
lations of some of the results in the
paper. They may be convenient when
calculating response times for strings
of processing tasks representing e.g.
call handling functions. The impact of
task scheduling on the range of
response times has been indicated.

Background

L. Takács [1] examines the system
sojourn times of tasks offered to a single
server, with an infinite queue in front of
it. Tasks arrive to the system either from
outside, according to a Poisson process
with intensity λ, or as feedbacks. A feed-
back may be generated at the termination
of the service of a task, and immediately
put at the tail of the queue. The probabil-
ity for this is p and for no feedback
q = 1 – p. Tasks are assumed to have
independent but identically distributed
service times. This distribution is
assumed to have the Laplace-Stieltje
transform Ψ(s). Let its mean value be α.
Theorem 3 of the Takács paper considers
the stationary distribution of the total
sojourn time θn (n = 1, 2, ...) for a ran-
dom task and its feedbacks, and reads,
cit:

If λα < q, then θn has a unique station-
ary distribution P{θn x}, which is
given by the following Laplace-Stieltje
transform

(1)

where

U1(s,z) = P0Ψ(s + λ(1 – z)) 

+ U(s + λ(1 – z), 

(q + pz)Ψ(s + λ(1 – z))) (2)

for R(s)    0 and |z|    1, P0 = 1 – λα/q,
U(s,z) is defined by (20) of [1], and

Uk+1(s,z) = Ψ(s + λ(1 – z))

Uk(s,(q + pz)Ψ

(s + λ(1 – z))) (3)

for k = 1, 2, ...

(9)
(k = 0, 1, 2, ...)

It is easily seen that is the
Laplace-Stieltje transform and z-trans-
form of the combined distribution of sys-
tem sojourn time and the number of tasks
left in the system for a task which needs
to enter the server times, but always
with zero service time, the task joining
the system finding only one (other) task
there, which is just about to enter service.
It follows that

for |z|    1 and λα < q.

is the Laplace-Stieltje transform of
the busy period distribution.

For convenience the formula for Uk(s,z)
may be slightly rewritten, using the z-
transform and the Laplace-Stieltje trans-
form of the number of tasks in the system
and the remaining service time of the
task in the server for the stationary pro-
cess at a random time. If the system is
empty, the remaining service time is zero.
Based on theorem 1 of [1] we may put

(10)

A task (which we may call a tagged task)
arriving at a random instant to the system
will see this distribution. When the
remaining service time finishes, a feed-
back may, or may not be generated. At
the moment the server is about to start
processing the next task, the tagged task
will see a number i of tasks ahead of it in
the queue and a number j of tasks behind,
and at that time it will have waited a cer-
tain time t (identical to the remaining ser-
vice time of the task initially in the
server). The Laplace-Stieltje and z-trans-
form of the corresponding distribution is

(11)

Notes on a theorem of L. Takács 

on single server queues with feedback

B Y  E L I O T  J  J E N S E N

The formula U(s,z) (eq. 20 of [1]) is de-
fined as the combined Laplace-Stieltje
transform and z-transform of a distribu-
tion Pj(t), giving the probability of, in
the stationary state (assuming λα < q), to
encounter exactly j (> 0) tasks in the sys-
tem, where the task in the server has
remaining service time shorter or equal
to t. It reads:

(4)

We also note that Uk(s,z) is the Laplace-
Stieltje transform and z-transform of the
combined distribution of the total sojourn
time of a task and its feedbacks, and the
number of tasks left behind when the last
of its feedbacks leaves the server, provid-
ed the number of feedbacks is exactly
k – 1 for that particular task.

From theorem 3 is obtained

(5)

Then the moments

for the stationary sojourn time process
may be found by solving a set of r + 1
linear equations for the determination of

(6)

Takács has given explicit formulae for
E{θn

r} for r = 1 and 2.

An alternative formulation

In the recurrence formula for Uk(s,z) in
theorem 3, make the substitution

ξ1(s,z) = (q + pz)Ψ(s + λ(1 – z)) (7)

and introduce the recurrence

ξk(s,z) = (q + pξk–1(s,z))

Ψ(s + λ(1 – ξk–1(s,z))) (8)

starting with ξ0(s,z) = z. Then, by re-
arrangement we obtain

≤

≤

U(s, z) =

(
1 −

λα

q

)

Uk+1(s, z) =

(
k−1∏
�=0

Ψ(s + λ(1 − ξ�(s, z)))

)

U1(s, ξk(s, z))

ξ�(s, z)

�

lim
�→∞

ξ�(s, z) = B̄(s)

≤

B̄(s)

P (s, z) =

(
1 −

λα

q

)

(
1 + z

λ(1 − z)

s − λ(1 − z)
·

Ψ(s) − Ψ(λ(1 − z))

z − (q + pz)Ψ(λ(1 − z))

)

Q(s, y, z) =

(
1 −

λα

q

)
(1 + (q + pz)

λ(1 − y)

s + λ(1 − z) − λ(1 − y)
·

Ψ(s + λ(1 − z)) − Ψ(λ − y))

y − (q + py)Ψ(λ(1 − y))

)

λz(1 − z)(Ψ(s) − Ψ(λ(1 − z)))

(z − (q + pz)Ψ(λ(1 − z)))(s − λ(1 − z))

Φ(s, z) = q

∞∑

k=1

pk−1Uk(s, z) =

E {θr

n
} = (−1)r

(
∂r

∂sr

Φ(s, z)

)
(s=0

z−1)

Φij =

(
∂i+jΦ(s, z)

∂si∂zj

)
(s=0

z=1)

qU1(s, z) + pΨ(s + λ(1 − z))

Φ(s, (q + pz)Ψ(s + λ(1 − z)))

≥

Φ(s) = q

∞∑

k=1

pk−1Uk(s, 1) (R(s) ≥ 0)
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(k = 1, 2, ...)

Note that the definition of now is
slightly different from the previous
chapter, as we will have

( = 1, 2, ...) (20)

and ξ0(s,z) = z. f(z) is the z-transform of
the feedback distribution fi.

Stationarity of the process is assured
whenever the load

(21)

of the server is less than 1.

Also the definition of Vk(s,z) has to be
slightly changed. Eq. (13) is still valid,
but now starts with:

V1(s,z) =

(22)

Of course, the Uk(s,z) discussed previ-
ously may be obtained by assuming that
all tagged jobs have processing times
with the same distribution as the other
jobs, and that the feedback distribution
has z-transform f(z) = q + pz.

The form of the response time distribu-
tion is conceptually convenient inasmuch
as it illustrates the impact of the partition
of work of each particular function on its
system response time.

The mean and variance of the response
times are easily calculated.

(23)

(24)

where

At the moment our test task enters the
server it will have waited a time t and
there will be j other tasks in the system.
The corresponding distribution becomes

V1(s,z) 

= Q(s,(q + pz)Ψ(s + λ(1 – z)),z) 

= Q(s,ξ1(s,z),ξ0(s,z)) (12)

Assume that our tagged task is a zero-
service-time task and that it passes the
server k times. When it passes for the
k’th time it will have been in the system a
time t and there will be j other tasks in
the system. The corresponding distribu-
tion will have the transform

Vk(s,z) = V1(s,ξk–1(s,z)) (k = 1, 2, ...)(13)

We are now in the position to rewrite
Uk(s,z) as

Uk(s,z) =

(14)

Expressions for the moments of the
sojourn time distribution corresponding
to Uk(s,1) may be found in terms of
moments of the sojourn times of zero ser-
vice time tasks, i.e.

(15)

by taking the logarithm of equation (14)
and differentiating successively. Using
this procedure also makes it possible to
develop the formulas for the first two
moments (which still have a relatively
comprehensible structure) of the distribu-
tion with transform

(16)

as dealt with in the paper of Takács.

Application to a determin-

istic sequence of tasks

Feedback queuing has been used in pro-
cessor performance models, cfr. e.g. [2],
[3] and [4].

A processor in a telecommunication sys-
tem normally performs an extensive set of
different functions, each initiating a deter-
ministic sequence of individual process-

ing jobs. The processing times may be
deterministic or have specific distribu-
tions.

Such a processor may provide different
performance, in terms of e.g. response
times, for each of the various functions.
For each specific function the perform-
ance will depend on

1 the whole set of functions offered and
their arrival intensities, i.e. on the
workload characteristics. This may be
modeled by means of a single server
queuing process with feedback, as in
the paper of Takács, but possibly with
a slightly more general distribution fi
for the number of feedbacks which
may be generated as a result of the
processing of a job. The external
arrival intensity and the service time
distribution Ψ(t) will depend on the
mix of functions and their frequencies.
One may call this queuing process the
background process,

2 the processing requirement of the spe-
cific function and the way it is handled
by the operating system in terms of a
sequence of processor jobs. This may
be modeled as a sequence of tagged
jobs with service times according to
different distributions. Some, if not
most, of the processing times will be
deterministic.

To derive the response time of a specific
function comprising a sequence of k
tagged jobs one has to make changes
corresponding to the introduction of dif-
ferent service time distributions in the
formula

Uk(s,z) =

(17)

which is just a rearranged formula (14).
The corresponding response time / num-
ber of left jobs distribution will have the
transform

Wk(s,z) =

(k = 1, 2, ...) (18)

where Ψlis the Laplace-Stieltje trans-
form of the processing time distribution
for tagged job No. l.

If all the tagged jobs have deterministic
processing times this formula may be
written as
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(
k−1∏
�=0

Ψ(s + λ(1 − ξ�(s, z)))
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∞∑
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·
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1 + λξ

(1)
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)
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(1)
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σ2
Ψ�

+ λξ
(2)
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)
Vk(s, z)

(R(s) ≥ 0)
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(34)

and

(35)

It may be shown that for t-w the upper
limit is approximately (l – ρ)-1 times the
lower limit, while for σw

2 the corre-
sponding factor is approximately
(1 – ρ)-2 and there will be implementa-
tions approaching the limits arbitrarily
close. Normally, a better accuracy will be
required. This may be obtained for a spe-
cific function by identifying the required
sequence of jobs in a processor and
applying equations (23) and (24).
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(25)

and

(26)

The parameters ck are the factorial
moments of the feedback distribution fj,
and h(1) the moments of the background
processing time distribution Ψ(t) with
respect to t = 0.

The average sojourn time for a zero-ser-
vice-time task passing the server k times
is

(27)

where

(28)

and

(29)

The variance of the sojourn time may be
found as

(30)

where

(31)

and

(32)

The parameters given by the formulae
(23) – (32) all form monotonously in-
creasing sequences (with respect to k).
This leads us to conclude that a function
with a total processing time distribution
with mean value t-p and variance σ2

p will
have a response time distribution W(t)
with parameters t-w and σ2

w fulfilling:

(33)

where the left sides of the inequalities
correspond to the case where all the func-
tion is processed as one single (t-p , σ2

p )
job, and the right side to the case where
the processing is portioned into an infi-
nite sequence of jobs, the first compris-
ing the entire processing time (t-p , σ2

p ),
the others constituting zero-processing-
time passes. We note that, depending on
the actual design of the function and the
influence of the operating system, the
response time parameters may approach
the limits arbitrarily close.

In order to estimate the gap between
upper and lower limits, consider that
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On behalf of European network opera-
tors, service providers, users and
industry, the European
Telecommunications Stand-
ards Institute (ETSI)
work out standards and
recommendations as
a basis for imple-
mentation of tele-
com equipment in
Europe. Today,
ETSI have mem-
bers from 30
countries, and the
ETSI results have
great impact on the
development of
telecommunications
infrastructure. In
recent years many have
criticised the lack of
speed in standards develop-
ment. In a competitive environ-
ment, telecom companies are reluc-
tant to wait many years for access to
standards. In the first paper
provided by Mr. Trond Ulseth,
we take a closer look at the
different types of documents
and results emerging from
ETSI, different types of
approval procedures and the
weighted voting used to obtain
agreements. An ETSI standard
will be approved when the
percentage of positive votes is
at least 71 % of the votes cast.

In the second paper Mr. Har-
ald Pettersen presents some
ongoing ATM (Asynchronous
Transfer Mode) traffic activi-
ties. The first generation of

ATM switches has already been
released commercially, but they

have limitations with regard to
efficiency and capabilities.

In order to improve
customer require-

ments, robustness
against network
overload, and high
network utilisa-
tion, several
activities have
been set up world
wide to investi-
gate these issues.

In RACE a Spe-
cial Interest Group

(SIG) on traffic con-
trol and ATM perfor-

mance started last year.
Mr. Pettersen presents

more in detail three projects
that are part of the study pro-

gram under SIG.

The third paper is a brief pre-
sentation of a security related
study called “The Public Net-
work Operator (PNO) Cipher
project” which started February
1 of this year. The objective of
the study is to develop a cryp-
tographic algorithm for confi-
dentiality and integrity protec-
tion of network management
data. Mr. Øyvind Eilertsen pre-
sents the project background,
usage of the algorithm, func-
tional requirements and the
“PNO cipher project” work
plan.
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Issue Study area Editor
No.

4.93 Service definitions Ingvill H Foss

4.93 Radio communications Ole Dag Svebak

4.93 Transmission and switching Bernt Haram

4.93 Intelligent Networks Endre Skolt

4.93 Broadband Inge Svinnset

1.94 Terminal equipment and Trond Ulseth
user aspects

1.94 Signal processing Gisle Bjøntegaard

1.94, Telecommunications Ståle Wolland
Management Network (TMN)

1.94 Teletraffic and dimensioning Harald Pettersen

1.94 Data networks Berit Svendsen

2.94 Languages for telecommuni- Arve Meisingset
cation applications

2.94 Message Handling and Geir Thorud
Electronic Directory

2.94 Security Pål Spilling

3.94 UPT – Service concept and Frank Bruarøy,
standardisation and the Kjell Randsted
Norwegian pilot service

3.94 Status report from ITU-T, SG 1 Elisabeth Tangvik

3.94 Future mobile communications Ole Dag Svebak

3.94 The CIO project Gabriela Grolms

4.94 Eurescom work on ATM Inge Svinnset
network studies and the
European ATM pilot network

4.94 Termina equipment and user Trond Ulseth
aspects

4.94 Telecommunications Manage- Ståle Wolland
ment Network

Table 1 List of contributions to the Status section
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Rules of Procedures and Working Procedures have been prepar-
ed for the work of ETSI. These procedures describe the docu-
ment types that ETSI produces, formal rules for the presentation
of the content of these documents, and rules for the approval of
the documents. 

The document types ETSI produce are

- European Telecommunication Standards (ETS)

- Interim European Telecommunication Standards (I-ETS)

- Technical Bases for Regulation (TBR)

- ETSI Technical Reports (ETRs)

- Technical Committee Reference Technical Reports (TCR-
TR)

- Technical Committee Technical Reports (TC-TR).

Standards

Both ETSs and I-ETSs are standards. The approval procedures
for ETSs and I-ETSs are identical. 

The life of an I-ETS is limited to three years after which it can
be

- converted into a European Telecommunication Standard
(ETS)

- have its life extended for a further two years

- be replaced by a new version

- be withdrawn.

A standard is given the I-ETS status either because it is regard-
ed as a provisional solution ahead of a more advanced standard,
or because it is immature and requires a “trial period”.

Where ETSI has decided to start work on a standard, there is an
obligation on all ETSI countries and individuals not to under-
take activities which could prejudice the preparation of the ETS
defined by the scope statement of the work item. It should be
noted that such activities may include not only the preparation
of standards, but also that of new or revised technical specifica-
tions to support national regulations. These rules, which often
are referred to as “Standstill” do not apply to work where the
intention is to prepare an I-ETS.

There are three possible approval procedures for standards:

- Normal Approval Procedure (NAP)

- Unified Approval Procedure (UAP)

Documents types that are prepared by ETSI

B Y  T R O N D  U L S E T H

Start of
work

STC
approval

TC
approval

Public enquiry 17 or 21 weeks

Review of PE
comments

(up to 8 weeks)

TC
approval

Vote 8 or 10 weeks
Up to 4
weeks

Up to 2
weeks

Up to 4
weeks

Figure 1

Maintenance of (Interim) Standards

Whilst every care is being taken in the preparation and
publication of ETSI (Interim) Standards, there is always
a need for maintenance of approved (Interim) Stand-
ards. The maintenance may result in either

a) an Amendment to the current Edition, or
b) a new Edition.

A decision to modify an adopted standard follows the
ETSI rules for creating a new work item. At the time of
creating a new work item it is not necessary to decide
whether the result will be published as an Amendment
document or a new Edition.

In general, the following rules apply:

- Amendments shall be avoided whenever possible.
They may only be issued in cases of urgently need-
ed improvements of the (Interim) Standard.

- No more than three amendments shall be issued to
a single Edition of an (Interim) Standard.

- A new Edition shall be published wherever the size
of the text of the amendment approaches 10 % to
15 % of the original text.

Where a new edition is published details about earlier
editions shall be contained in the foreword of the docu-
ment. The number of the edition shall be indicated on
the title page of the (Interim) Standard.

All amendments shall have a title page similar to that of
the (I-)ETS.

The approval procedure of Amendments or new Edi-
tions is normally the UAP. In cases where significant
changes to the (I-)ETS are being proposed, the NAP
should be used.
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- Accelerated Unified Approval Procedure (AUAP).

The Normal Approval Procedure is the normal procedure for
approval of standards. It is a two-step procedure with separate
Public Enquiry (PE) and Voting phases as described in Figure 1.

The work is normally carried out by a Sub-Technical Com-
mittee (STC) or a Project Team (PT). When approved by the
Technical Committee (TC) responsible for the work item, the
draft is sent to the National Standards Organisations (NSOs) of
the ETSI member countries for comments (Public Enquiry). The
PE period is usually 17 but is extended to 21 weeks if the PE
period includes the summer holiday period.

The review of the PE comments is normally carried by the STC
responsible for the draft standard. The PE review takes place at
an ordinary STC meeting or at a PE resolution meeting. After
TC approval of the modified document, it is sent to the NSOs
for vote. The draft is approved if 71 % of the weighted votes are
positive.

The approval at STC or TC level is made at meetings or by cor-
respondence. If there are problems reaching a consensus, indica-
tive voting might be necessary. Only the participating Full
Members of the STC/TC can vote, and there is one vote for
each member. It is for the chairman of the STC/TC to evaluate
the results of the indicative voting.

The Unified Approval Procedure (UAP) and the Accelerated
Unified Approval Procedure (AUAP) are both one step approval
procedures where Public Enquiry and Vote are combined. 

Start of
work

STC
approval

TC
approval

Up to 4
weeks UAP 17 or 21 weeks

Figure 2

ETSI Weighted National Voting

Draft (I-)ETSs are approved by the ETSI weighted na-
tional voting procedure. The vote is usually taken by
correspondence, but can be taken at a meeting
announced thirty days beforehand.

The draft (I-)ETS is approved when the percentage of
the positive votes is at least 71 % of the votes cast.  In
the events that a draft (I-)ETS is not approved, the na-
tional votes of the EC countries shall be counted
according to article 148 of the Treaty of Rome. If the
vote is positive  the standard is then adopted, and thus
becomes an (I-)ETS for the European Community and
other countries which have voted in its favour.

The allocations of weighting to ETSI member countries
are as given in the table. It should be noted that for the
time being there are two open issues,

- to reduce the weighting of Austria and Sweden to 4
to be in line with the weighting of the European
Community

- to allocate weights for Russia.

Country Weight Country Weight

France 10 Czech Republic 3

Germany 10 Denmark 3

Italy 10 Hungary 3

United Kingdom 10 Finland 3

Spain 8 Ireland 3

Austria 5 Norway 3

Belgium 5 Romania 3

Greece 5 Croatia 2

The Netherlands 5 Cyprus 2

Poland 5 Iceland 2

Portugal 5 Luxembourg 2

Sweden 5 Malta 2

Switzerland 5 Slovak Republic 2

Turkey 5 Slovenia 2

Bulgaria 3 Russia tba

The UAP period is the same as for PE, 17 or 21 weeks. The
UAP procedure is usually used for amendments, corrections or
revisions of approved standards. Normally, UAP should not be
used for more than 20 % of the total cases. The UAP procedure
is described in Figure 2.

The AUAP procedure is used only when the Standard is urgent-
ly needed to meet the market needs. Careful planning is requir-
ed, and the NSOs shall be notified before the consensus
approval of the STC. Normally, AUAP should not be used for
more than 10 % of the total cases.

Technical Bases for Regulation

Technical Bases for Regulation (TBR) is a document that will
be used for regulatory purposes in Europe. Work on a TBR will
be based on a mandate from CEC and EFTA, and a scope state-
ment defined by the regulatory bodies. A TBR is the technical
part of a Common Technical Regulation (CTR) as defined in
Council Directive 91/263, and is limited to essential require-
ments as defined in the directive.
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The rules for preparation and approval of a TBR are the same as
for ETSI Standards. For new TBRs the Normal Approval Proce-
dure shall be used. For corrections or amendments the UAP
might be used.

In parallel to the ETSI PE the TBR shall be submitted on a
GATT notification procedure.

ETSI Technical Report

ETSI Technical Reports (ETR) are prepared to provide

- guidance and supporting information on a Standard or group
of Standards and their application

- ETSI recommendations on a subject or subject area which are
not of such a nature that they are suitable for an (I-)ETS

- an ETSI common position on an issue which is also being
discussed in other bodies

- various types of status reports.

An ETR shall contain a scope statement clearly indicating the
nature and status of its contents.

As for standards, ETRs are prepared by an STC or a PT. In
cases where there is consensus within a TC the final approval of
an ETR takes place at the TC level. However, there is a period
of two weeks after the TC approval where objections can be
made by any ETSI member. If a consensus cannot be reached,
the ETR is passed to ETSI Technical Assembly for further
action, e.g. vote at a TA meeting.

ETRs are available to the public.

Technical Committee Reference

Technical Report

A Technical Committee Reference Technical Report (TCR-TR)
is a document for use within ETSI. It is not available outside
ETSI. Requirements contained in a TCR-TR are binding on all
ETSI TCs and STCs concerned. TCR-TR may define reference
models, terminology, structure of Standards, programme for
ETSI projects, etc.

Technical Committee Technical Report

A Technical Committee Technical Report (TC-TR) is a docu-
ment for use within ETSI TC. It is not available outside ETSI. It
documents work within the TC which is of internal interest, but
not, in general, of interest to other ETSI TCs. A TC-TR may
contain requirements that are binding on the originating TC and
its STCs.



Services in an ATM network may be based on different ATM
Layer Bearer Capabilities. An ATM layer bearer capability
specifies a combination of Quality of Service (QoS) commit-
ments and ATM traffic parameters that are suitable for some
applications and that allow for a specific multiplexing scheme at
the ATM layer [1]. Several ATM layer bearer capabilities are
currently under study by ITU and the ATM Forum:

- Deterministic Bit Rate (DBR)

- Statistical Bit Rate (SBR) (or Variable Bit Rate (VBR)) with
possible distinction between

⋅ SBR Real Time (SBR-RT)

⋅ SBR Non Real Time (SBR-NRT)

- ATM Block Transfer (ABT)

- Available Bit Rate (ABR)

- Unspecified Bit Rate (UBR).

Deterministic Bit Rate (DBR) is used by connections requiring
a Peak Cell Rate (PCR) continuously available during the whole
connection, typically to support Constant Bit Rate (CBR) appli-
cations. However, cells may be emitted either at or below the
PCR. Statistical Bit Rate (SBR) connections are characterised
by traffic parameters in addition to the PCR, namely Sustainable
Cell Rate (SCR) with a Maximum Burst Size Tolerance limiting
the maximum number of consecutive cells that may be sent at
the PCR. The distinction between Real-Time SBR and Non-
Real-Time is based on whether there are end-to-end cell delay
variation commitments or not.

An ATM Block is a group of cells delineated by Resource Man-
agement (RM) cells. Using the ATM Block Transfer (ABT)
bearer capability ATM Blocks are transmitted at a peak cell rate
dynamically negotiated based on user requests by RM cells.
There are two variants of this scheme, ABT with Delayed
Transmission where the user is waiting on response from the
network before cells are transmitted, and ABT with Immediate
Transmission where the information is sent immediately after
the request resource management cell. Available Bit Rate
(ABR) can support applications that may adapt the information
transfer rate to the currently available resources in the network
based on feedback control messages from the network. The
sources may increase the rate up to a specified maximum rate
(PCR) and decrease down to a minimum usable cell rate
(MCR). The Unspecified Bit Rate (UBR) is a best effort support
for applications without any commitments from the network on
QoS or transfer rate.

The most suitable choice of bearer capability depends on the
specific service or application to support, however, there is not a
one-to-one correspondence between services and bearer capabil-
ities. Depending on the bearer capabilities to be supported dif-
ferent requirements will be posed on the ATM switches and the
traffic control functionality.

The first ATM switches were developed with small buffers, typ-
ically in the order of 100 cell places per link, in order to obtain
simple, common treatment of all service types in an integrated
network. With small buffers in the switches the ATM cells will
experience limited cell delay variation through the network, a
favourable property for applications with strong real time
requirements. Statistical multiplexing gain is possible with this

kind of switches, i.e. additional traffic parameters (like SCR)
are utilised to allow admission of more connections than when
only using the peak cell rate, giving a statistical gain while still
satisfying the QoS objectives. However, it is difficult to obtain
high multiplexing gain for connections having high burstiness
and high ratio between the peak cell rate and the link rate. For
this type of connections it may be beneficial to have larger
buffers in the switches, allowing bursts of cells to be stored, in
order to achieve high network utilisation. This buffering causes
higher variations in the cell transfer delays. Development of
switches with large buffers typically started in the data commu-
nication industry making products for the LAN environment.
ABT is another way to achieve statistical multiplexing gain for
such sources by allocating the resources only when needed for
transmitting the block of cells.

In order to satisfy both the wish for high network utilisation and
the requirement on limited variation in cell transfer delays for
some applications, there is a trend in the direction of developing
switches with separate logical buffers for different types of
bearer capabilities combined with service disciplines depending
both on the connection type and the negotiated traffic para-
meters.

While switches with small buffers mainly have to rely on pre-
ventive traffic control schemes, the availability of larger buffers
opens the possibility of making additional use of reactive con-
gestion control mechanisms. This is of particular interest in
LAN networks for applications that may adapt the information
transfer rate to the resources in the network currently available.
If these mechanisms are beneficial in a public ATM network
with its geographical dimensions, widely different reaction
times and complex meshed structure are being discussed.

Special Interest Group on 

Traffic Control and ATM Performance

ATM traffic control is of major importance to ensure a satisfy-
ing QoS to the customers, to secure that the network is robust
towards overload and to achieve high network utilisation. A lot
of activities are going on world wide to investigate these issues.
The issues have been addressed in the RACE Programme
through extensive theoretical investigations followed by experi-
ments on ATM networks carried out in a lot of different pro-
jects. Within RACE a Special Interest Group (SIG) on Traffic
Control and ATM Performance started in 1994 with the objec-
tives of

- Identifying and analysing relevant topics in the field of traffic
control and ATM performance, having reference to standardi-
sation and specification activities

- Collecting information coming from the experimental and
theoretical results produced by RACE projects

- Defining areas of common interest for new experiments

- Elaborating common position on hot topics in Traffic Control
and ATM performance

- Contributing to Common Functional Specifications within
RACE.
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Figure 1  The EXPLOIT Testbed Figure 2  The BRAVE Platform

The main areas of interest for this SIG are:

- Definition and evaluation of multiplexing schemes

- Evaluation of mechanisms for the support of ABR

- Usage and Network Parameter Control (UPC/NPC) and traf-
fic shaping

- Fast Resource Management (FRM, or ABT)

- ATM Performance.

The participating projects are BAF, BRAVE, COMBINE,
EXPLOIT, LACE and TRIBUNE. The SIG produces a Baseline
document on Traffic Control and ATM Performance [2] consist-
ing of Part A: Theoretical results, and Part B: Experimental
results, giving an overview of results obtained within the pro-
jects.

Here we will only give an indication of topics dealt with in
these project related to the different ATM layer bearer capabili-
ties, without the intention of giving an exhaustive description of
all aspects covered.

EXPLOIT – Exploitation of an ATM

Technology Testbed for Broadband

Experiments and Applications

The EXPLOIT Testbed has been developed within two RACE
projects with more than 30 partners (operators, industries and
universities) involved. It is located in Basel and comprises:

- 4 ATM switches with various internal architecture

- Terminal equipment: Multimedia, TVs, PCs, N-ISDN

- Broadband signalling

- Interworking Units and Mappers

- Traffic generators and analysers.

The EXPLOIT testbed may be configured in a flexible way to
create different complete ATM networks for traffic investiga-

tions. The ATM switches have small buffers and are used for
studying the performance of preventive traffic control functions.
A lot of experiments with different UPC algorithms have been
carried out with main focus on combined peak cell rate and sus-
tainable cell rate policing using the implemented dual leaky
bucket mechanism. The performance of Connection Admission
Control (CAC) algorithms have also been evaluated by multi-
plexing both homogeneous and heterogeneous traffic mixes
with various on/off sources from traffic generators. The con-
sistency and the robustness of the co-operation between the
UPC and the CAC are being addressed. Thus, the statistical
multiplexing gain obtainable based on the PCR and the SCR
traffic parameters in a network with small buffers is evaluated.
The small buffers can absorb only cell level congestion, hence
the resource allocation scheme has to take care of the burst level
statistics to prevent excessive cell losses. Furthermore, experi-
ments are being carried out on resource management and per-
formance assessment of end-to-end delays and cell losses
through networks, including connections through the PEAN.
Both artificial traffic from generators as well as real traffic
applications are used in the experiments.

BRAVE – Broadband Access Verification

Experiments

In the BRAVE project, multiplexing schemes based on FRM
and ABR are investigated. The BRAVE platform for carrying
out experiments to verify the chosen solutions consists of three
broadband islands:

- one located in Milan and hosted by Italtel

- one hosted by Siemens (to be located in Berlin?)

- one located in Turin and hosted by CSELT.

These islands are interconnected through the Pan European
ATM Network (PEAN).

The ABR protocol will be tested on this platform using an ATM
PC connected to a Service Multiplexer (SM) and ATM Concen-
trator on the Siemens island, connected across the PEAN to
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another SM with LANs at the Italtel island. A rate based ABR
version is implemented in the terminal, the SM and the ATM
Concentrator. Large buffers are necessary to cope with ABR
traffic and will be implemented in the ATM Concentrator. The
differences between how ATM traffic is handled when using
ABR or VBR bearer capability will be highlighted in the experi-
ments. Assessment of the multiplexing gain and the effects of
ABR parameter choices on ABR performance will be given.

Furthermore, experiments will be performed with an FRM
mechanism implemented in the Italtel and CSELT islands in the
BRAVE platform interconnected via the PEAN. The efficiency
of FRM schemes with delayed transmission depends heavily on
the relation between the response time to reserve resources and
the holding times of the resources necessary to transfer the
information. The response time depends on the round-trip delay
of the connection together with processing time in the FRM
handling units. However, the holding times are determined by
the traffic profile generated by the upper layers. In BRAVE the
efficiency of FRM schemes will be studied by considering real
traffic generated when running applications like file transfer and
remote connections.

In FRM schemes there is a probability that the request from a
user for allocation of resources will be rejected by the network
due to lack of resources, and reattempts will be necessary after a
certain delay. The burst level blocking probability becomes a
QoS parameter in this scheme and will be measured when run-
ning real applications.

LACE – Local Applied Customer

Environment for integrated

communications

One way of supporting bursty data traffic is to base it on a best
effort service. However, to be effective a loss-free operation
should be ensured to avoid excessive retransmissions. Back-
pressure policies to achieve this are under study in the LACE
project. A hop-by-hop flow control will stop and restart the traf-
fic per connection depending on the loading in the switch
buffers. The mechanism will throttle the best effort traffic when
congestion occurs to avoid cell losses in the network, and make
it possible for this kind of traffic to grab as much as possible
from the non-reserved and the unused resources. The efficiency
in adapting to changing link load, the fairness independent of
the location of sources, and the scalability with respect to num-
ber of nodes and distances are being studied.
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Background and motivation

The management systems of telecommunication networks and
services are modelled using the concept of a Telecommunica-
tions Management Network (TMN). The security of these net-
works are obviously of fundamental importance for the opera-
tion of the networks. To study the security requirements of a
pan-European TMN, EURESCOM set up the project “Security
and Integrity Requirements” (EU-P110). This project started in
October 1991 and was finished in December 1993. Among the
key aspects that were recognised were

- confidentiality: the property that information is not made
available or disclosed to unauthorised entities

- integrity: the property that data have not been altered or
destroyed in an unauthorised manner.

The need for cryptographic mechanisms to achieve these goals
became apparent. Therefore, a dedicated extension of the P110
project was set up to study the use of cryptography in a pan-
European TMN. The study concluded with outlines for the key
management and requirements for an encryption algorithm. The
specification of these requirements are contained in Volume IV
of the P110 final report.

Algorithm design was considered beyond the scope of
EURESCOM, and the algorithm specification was delivered to
ETSI with a request to use it for the design of a suitable algo-
rithm.

A number of ETSI network operators responded positively to
the idea of the development of such an algorithm. The ETSI
Technical Assembly instructed the ETSI Security Techniques
Advisory Group (STAG) to make recommendations for the
development of an encryption algorithm; these can be found in
the technical report prNA-TR 019 “Requirements specification
for an encryption algorithm for operators of European public
telecommunications networks.” (September 1994) The specifi-
cation was submitted to the ETSI Security Algorithms Expert
Group (SAGE) for action.

Algorithm usage

The users of the algorithm are network operators that are mem-
bers of ETSI and licensed to operate a European public telecom-
munication network. Such an operator may also authorise other
parties provided the restrictions listed below are not violated.

The algorithm may be used in both inter-domain (communica-
tion between separate domains) and intra-domain applications
to ensure

- confidentiality and integrity protection of network manage-
ment data

- authentication of entities used in the transfer of network man-
agement data.

In intra-domain applications, the algorithm may also be used for
confidentiality and integrity protection of stored network
management data.

Explicitly excluded uses are:

- Protection of communication between a user of services and a
network operator, or between one user of such services and
another

- Authentication of users, users’ terminal equipment, or access
to services provided by a network operator.

The restrictions on algorithm usage and the organisations en-
titled to use it are introduced to avoid some of the complicated
legal matters that concern the use of cryptography in many
European countries.

Functional requirements

The algorithm will be a symmetric cipher, i.e. the sender and
receiver must have access to a common secret key that is used
for both encryption and decryption. See illustration in Figure 1.

The algorithm will be a block cipher with block length 64 bits
and key length options ranging from 64 to 128 bit in steps of
8 bit. The algorithm must be able to operate in the standard
modes of operation for block ciphers defined by ISO in
IS 10116. The algorithm should be easy to implement both in
software and as a single-chip hardware device.

The design and complexity of the algorithm must facilitate both
software and single-chip hardware implementations. A software
implementation on a 32-bit microprocessor running at 25 MHz
must be able to achieve a speed of at least 64 kbit/sec in stan-
dard Electronic Codebook Mode (cf. ISO 10116).

The operative lifetime of the algorithm should be at least 10
years, and the algorithm must in practice provide impenetrable
protection throughout this period.

The PNO Cipher project
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ETSI SAGE

The ETSI policy is to design tailor-made algorithms for specific
applications. The algorithms are kept secret and distributed to
member bodies on a “need-to-know” basis. SAGE (Security
Algorithms Group of Experts) is a closed ETSI committee dedi-
cated to the design of encryption algorithms. SAGE started its
work in September 1991, and has designed several algorithms
for use in ETSI standards.

The PNO cipher project

The encryption algorithm was dubbed the “PNO Cipher” and
the official start of the design project (ETSI project PT70V) was
February 1, 1995. The total manpower involved in the project is
34.5 man-months, of which Telenor Research contributes 12.
According to the work plan, the project will be concluded
August 1, 1996.

The project consists of five main tasks:

- Management

- Design

- Evaluation

- Algorithm usage

- Specification testing.

Telenor will be involved in all these tasks. The main part of our
contribution will relate to the design, where Telenor contributes
8 out of a total of 15.5 man-months.

Glossary

ECB Electronic Codebook Mode

ETSI European Telecommunications Standardisation
Organisation

EURESCOM European Centre for Research and Strategic
Studies in Telecommunications

IS International Standard

ISO International Standardisation Organisation 

PNO Public Network Operator

SAGE Security Algorithms Expert Group

STAG Security Techniques Advisory Group

TA Technical Assembly

TMN Telecommunications Management Network


