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Sound broadcasting in Norway
started as soon as technology
made it possible.

For most of this time, from 60
years back and up to the 1980’s,
NRK (Norwegian Broadcasting
Corporation) has been the only
public broadcaster in Norway both
for Radio and Television. The
Norwegian Telecom has been
responsible for the transmission
network.

It has been an enormous task and
very expensive to establish the
NRK national Radio and TV net-
work. This is due to the difficult
topography with narrow valleys
and fiords and a scattered popula-
tion.

Today, NRK provides one national
TV channel, three national FM
radio channels and an international
medium wave and short wave service for Norwegians abroad.

The TV network alone consists of 45 large VHF main transmit-
ters and more than 2,500 repeaters for secondary coverage, giv-
ing a total coverage of about 99 % of the population.

The NRK main production centre for TV, Radio P2 and Radio
Norway International is in Oslo, while the main production cen-
tre for Radio P1 and P3 is in Trondheim. A total of 17 local pro-
duction centres all over the country contributes to both local
programmes and the national programmes for Radio and Televi-
sion.

All programmes from NRK are also transmitted in the D-MAC
system in the Nordic broadcasting satellite TELE-X. This dupli-
cation of transmission is mainly aimed at covering the Spitzber-
gen islands and the Norwegian oil installations in the North Sea.

Today, NRK is not alone on the air. TV2, a commercial national
Public Broadcaster, started television transmission in 1992.
Most of the TV2 terrestrial networks are based on programme
feeding from a satellite (Intelsat) in the D2-MAC system. TV2
is therefore also available at Spitzbergen and in the North Sea,
and the satellite transmission gives also supplementary coverage
of the Norwegian mainland.

P4, a commercial FM Radio channel with national coverage,
started transmission in 1993. In addition, a large quantity of
small local FM Radio stations have been established all over the
country during the last 10 years.

The national commercial pro-
grammes will never cover more
than about 95 % of the population
– the price for reaching full cov-
erage is too high.

The broadcasting technique up to
now has mainly been based on
analogue technique, both in the
studios and on the transmission
side.

During the next few years a radi-
cal change to all-digital systems
will take place. Programme pro-
duction, both in Radio and TV, is
already partly digital and trans-
mission systems based on bit
compression techniques will
gradually replace FM sound
transmissions and PAL TV
transmissions as we approach the
turn of the century.

The introduction of new digital
technology will also in the longer term give a change in picture
format from the aspect ratio 4:3 to 16:9. This broad picture for-
mat was primarily developed for the next generation TV, HDTV
– High Definition Television. HDTV production facilities are
already available, but the introduction of the system for the pub-
lic will most probably be put off until the beginning of the next
century. The bottleneck is the delayed development of flat large
screen HDTV receivers for the consumer market.

The developments mentioned above are a great technical chal-
lenge and the following pages will give you more detailed infor-
mation of the new fascinating techniques.

You will sooner or later be familiar with the newcomers:

- DAB – Digital Audio Broadcasting

- DVB – Digital Video Broadcasting

- HDTV – High Definition Television.

This edition of Telektronikk will also deal with an important
event for the introduction of new TV production and transmis-
sion technology, the XVII Olympic Winter Games at Lilleham-
mer in February of this year.

NRK, being the host broadcaster, decided to introduce as far as
possible the digital 625 line production standard, and this event
was a breakthrough for a large scale use of this standard and for
the transmission of the digital signals on fibre optic cables in the
Lillehammer region.
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1 Introduction

The general conditions for broadcasting
in Norway are rather extreme:

- The ground conductivity is very low
due to the mountains that consist
mainly of the hard rock types gneiss
and granite. The range of the ground
waves for long and medium wave
transmitters are therefore low, and
very high power transmitters are
needed to give satisfactory coverage.

- VHF and UHF radio and television
transmission, which is nearly a line of
sight transmission, must fight against
high mountains and steep valleys. In
some parts of the country, fiords at the
bottom of the valleys give reflections
from the water surface causing special
problems.

- The high latitude causes low elevation
angles for satellite broadcasting. The
elevation angle is about 24 degrees in
the south and about 10 degrees in the
north of the main-land resulting in
shadows in east-west going valleys.
Large buildings and trees can also
cause trouble.

- The radio link network for feeding
transmitters and for programme contri-
bution has an extension of about 2,000
km in the south-north direction. This
very long transmission path gives spe-
cial requirements for reliability and
signal quality.

All these extreme conditions have been a
great challenge when establishing the
infrastructure for broadcasting in Nor-
way. Large investments have been neces-
sary to give satisfactory coverage for the
population both for the Radio and Televi-
sion networks.

2 Sound Broadcasting

2.1 Long and medium wave net-

work

Until 1975 the NRK sound broadcasting
network comprised one radio programme
(P1) using AM long and medium wave
transmitters and partly FM transmitters.
In 1978 most of the existing AM network
was discontinued according to the new
international plan for the LF/MF
broadcasting bands.

This plan assigned four very high power
channels (1200 kW) for Norway. But this
plan has been only partly realized in our
country. One 1200 kW medium-wave
station has been established by NRK at

Kvitsøy near Stavanger, mainly for serv-
ing the Norwegian merchant fleet, the
fisheries in the North Sea and the Norwe-
gian Sea, and Norwegians living and
travelling in Europe. Two more of the
assigned frequencies are in use, transmit-
ting at reduced power, Vigra Ålesund at
100 kW/MF and Kløfta/Oslo at
200 kW/LF. These stations are old and
will probably never be replaced by 1200
kW transmitters for the following rea-
sons:

- The investments needed are very high
and so are the running costs.

- The technical quality is limited to
mono sound and a maximum audio
bandwidth of 4.5 kHz.

- The NRK FM networks give nearly
100 % coverage, at least for stationary
reception.

The existing AM network is far from suf-
ficient for full coverage of the country,
but has some value as supplementary
coverage for mobile reception, especially
in West Norway, where the topography is
a great problem for FM reception.

In the future, after the introduction of ter-
restrial digital audio broadcasting (DAB),
some of our AM transmitters will still be
important for the fishing fleet and for the
coverage of Europe. If DAB transmission
by satellite will be introduced at the
beginning of the next century, AM broad-
casting at long and medium waves could
be superfluous.

2.2 International broadcasting

on short wave

The short wave bands allocated to broad-
casting have been and will continue to be
very important for international sound
broadcasting. The international fre-
quency conference, WARC 92, allocated
more frequency bands for this service,
but not sufficient to cover the require-
ments for channels. Changing to single
sideband transmission (SSB) will reduce
the congestion in the bands and was
strongly recommended by WARC 92.
But SSB means investments in new
transmitters and will take a long time,
especially in developing countries,
because of the high investment costs.

During the last 10 to 15 years NRK has
built two new short wave stations at
Kvitsøy/Stavanger, and Sveio/Haugesund
on the Norwegian west coast (Figure 1).
These two stations are complementary
and jointly they cover all relevant trans-
mission directions. The stations are
equipped with 500 kW transmitters and
are also able to transmit in the SSB
modus. NRK has already used so-called
compatible SSB transmission for some
years in the highest frequency bands. In
addition to the upper sideband, the carrier
is transmitted with a 6 dB power reduc-
tion. After a very long transition period,
lasting into the next century, the final
modulation system will be introduced.
The carrier will then be reduced by 12
dB, giving the full benefit of the system,
which is interference reduction and
power savings at the transmitter stations.
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This world wide short wave programme
service will continue because short wave
transmissions cannot be fully replaced by
other systems. The main advantage is
that the programmes can be received as
far away as the opposite side of the globe
with very small and rather cheap
receivers.

2.3 The FM VHF network

FM broadcasting of sound programmes
in the band 87.5 MHz – 100 MHz, band
II, started in Norway (NRK) towards the
end of the 1950–1960 decade. This new
service revolutionized the technical qual-
ity of sound broadcasting and qualified to
the term Hi-Fi (high fidelity), when using
a stationary antenna and a top quality
home receiver. This transmission was
matching in quality the new vinyl-based
LP records. The ability of rendering the
full quality of an LP record came, how-
ever, when FM stereo was on the air – in
Norway about 1970.

The introduction of the pilot-tone stereo
system gave a considerable reduction of
the service area of the FM transmitters.
At least 6 dB higher field strength was
necessary, and more repeaters (slaves)
were needed in shadow areas.

In addition to about 50 high power main
transmitter stations, more than 1,600 low
power repeaters were built giving nearly
100 % coverage for NRK P1 and P2 in
the year 1990, for stationary reception
using top roof antennas.

The pilot-tone stereo system also had a
serious impact on the quality of mobile

reception giving more distortion when
receiving multipath signals.

The frequency conference RARC-FM
1984 extended band II in Europe from
100 MHz to 108 MHz, giving room for
many new services. In Norway the new
FM plan comprises four national net-
works (P1–P4) and hundreds of local low
power transmitters, mainly intended to
cover all municipalities in the country
with local programmes.

The third NRK programme, P3, and the
commercial P4 were launched in the
autumn of 1993. P3 and P4 will not be
given full coverage for the population.
For economic reasons the coverage will
be limited to about 90 % – 94 %. Full
coverage for these late coming FM net-
works would be a waste of money, since
the introduction of a DAB network prob-
ably will start within a few years.

2.3.1 RDS – Radio Data System

The density of FM transmissions is very
high in most European countries, and
tuning to a given programme is very dif-
ficult, particularly for listeners using
portable or car radios. During the last 10
years new technologies have offered the
possibility of adding to FM sound pro-
grammes auxiliary data signals which
give methods for identifying the trans-
mission and thereby facilitate automated
tuning functions. This is RDS. A low
bitrate signal (1187.5 bit/s) is amplitude
modulated on a 57 kHz subcarrier,
locked to the 19 kHz pilot-tone, without
causing quality impairment of the pro-
gramme signal (Figure 2).

The RDS main features are

- programme identification, which
labels the transmission station

- programme service name, which gives
the name of the programme provider in
a receiver display

- alternative frequencies. A list of alter-
native frequencies are transmitted giv-
ing the receivers the possibility to
check the signal strength and phase
distortion of the listed frequencies and
choose the best one.

These features are called static informa-
tion because they are always present dur-
ing transmission.

Since the Norwegian sound programme
networks consist of hundreds of low
power repeaters for coverage of shadows
in the service areas, car listening on FM
stations is very inconvenient. In some
parts of the country retuning of the car
receiver is necessary within short dis-
tances, and as already mentioned multi-
path distortion is high in the same areas.
NRK considered therefore the implemen-
tation of RDS as an urgent matter, and
the system came into operation for P1
and P2 in 1989, as soon as RDS car
receivers were on the market.

From 1993 NRK has implemented, on a
small scale, the transmission of dynamic
RDS, which means labelling the different
programme types, for instance sports,
drama, traffic information. This service is
at present limited to local traffic informa-
tion, when the P1 network is split up for
transmission of local programmes from
the 17 regional programme centres. Fur-
ther development of the programme type
coding has not yet been decided.

2.4 Digital Audio Broadcasting,

DAB

There is an increasing demand for better
broadcast sound quality because the qual-
ity of recorded sound has improved con-
siderably through the development of
digital recording techniques (CD – com-
pact disc and DAT – digital audio tape).
The existing FM sound broadcasting sys-
tem cannot fulfil such a demand. This is
particularly true under mobile reception
conditions. The increasing demand for
new programme services has also
required more intensive utilization of the
frequency spectrum for FM sound broad-
casting (band II). In addition, the exten-
sive use of compression of the audio sig-
nals has increased the average modula-
tion, and thus the sideband energy levels.
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The result is more interference problems
and consequently difficulties for the lis-
teners to obtain satisfactory reception.

To take full advantage of the audio qual-
ity that has become possible through the
digital production and recording tech-
nique, EBU members have been working
for many years on an advanced digital
sound broadcasting system called DAB,
intended for fixed, portable and mobile
reception. Tests and demonstrations since
1988, using advanced modulation and
source coding techniques, have shown
that this new system provides very high
quality even under severe multipath con-
ditions. It offers this great advantage
while also making extremely efficient
use of the frequency spectrum.

The main reason for this high spectrum
efficiency is the very high bit rate reduc-
tion in the source coding, and that the
system makes it possible to use single
frequency networks. As an example, the
20.5 MHz width of band II (87.5 – 108
MHz) can accommodate about five
national stereo programmes with FM
technique and at least 10 times more pro-
gramme channels using DAB single fre-
quency networks. This estimation is
based on the final system concept, which
implies a time division and frequency
division multiplex of 5 to 6 stereo pro-
grammes within a 1.5 MHz frequency
block.

The DAB system can be used for terres-
trial and satellite broadcasting. The final
development of the system was taken
over by the Eureka 147 DAB project,
working in close co-operation with the
EBU. The chosen source coding, MUSI-
CAM (ISO/MPEG Layer II), and the
COFDM modulation system will be
described later in this issue.

2.4.1 Frequency bands for DAB

The ITU WARC 92 adopted the band
1452–1492 MHz primarily for BSS
sound (Broadcasting Satellite Service
Sound), but the band may also be used
for terrestrial DAB. This band will be
fully available for BSS as late as the year
2007. For this reason European broad-
casters must plan for a terrestrial imple-
mentation of DAB about 10 years earlier.
The 1452–1492 MHz band can be used
terrestrially in some countries much ear-
lier, but this is not favourable because the
spacing between transmitter sites must
not exceed about 10 km in a single fre-
quency network, due to the doppler-fre-
quency shift at car reception. Some coun-
tries are, however, making plans for

using this frequency band for local ser-
vices, for instance covering a large city.

It has been found from theoretical and
practical studies that frequencies in band
II (87.5–108 MHz) and band III
(174–230 MHz) are particularly suitable
for terrestrial DAB transmission. Within
these frequency bands the existing broad-
casting stations (FM and TV) with a dis-
tance of 60–80 km is usable, and large
investments in new transmitter site
infrastructure is not necessary. Band I
(47–68 MHz) is also suitable, but the
level of man-made noise is higher, and
significant sporadic-E propagation can
give periods with increased interference.

2.4.2 Implementation of DAB in

Norway

Eureka 147 has given EBU members the
offer of purchasing DAB prototype
equipment for test transmissions. This
offer was the incentive of the NRK man-
agement to apply for a licence for the
operation of a test network in collabora-
tion with Norwegian Telecom and P4.

The licence was given and a provisional
frequency band allocated at about 235
MHz for operating a single frequency
network, consisting of three transmitter
sites in the Oslo area. The network is
equipped for transmission of one fre-
quency block of 1.5 MHz with a capacity
of four stereo programmes. This experi-
mental transmission started in April
1994.

NRK is prepared to give high priority to
the implementation of DAB in its sound
programme network. The point in time
when a regular DAB programme service
can start depends on mass production of
receivers and consequently of the devel-
opment of DAB transmissions in other
European countries. A realistic date
would be 1997. The total cost of a single
frequency network covering Norway will
determine the implementation pace.

The existing sound programmes have to
be transmitted both on FM and DAB
probably for 10 years or more. This
simulcast is necessary to give a reason-
able time for the listeners to replace old
receivers. The long transition period is a
concern for the broadcasters because of
considerable extra running expenses.

Implementation of additional national
programmes is not yet decided.

3 Television

The existing colour television systems,
NTSC, PAL, and SECAM have been the
only production and transmission sys-
tems for more than 25 years. These sys-
tems were developed for compatibility
reasons from the preceding black and
white 525/60 and 625/50 systems that are
nearly 50 years old. The colour systems
are all so-called composite systems
where the colour information is carried
by a subcarrier within the luminance
channel bandwidth. These systems have
considerable quality limitations com-
pared with what is possible with the tech-
nology available today. But one must
remember that the main philosophy
behind the development of these systems
was cheap receivers, and so far back in
time complexity meant high cost. With
the enormous progress in semiconductor
circuitry in recent years there is no spe-
cial cost advantage any longer in simpli-
fying receiver processing.

A fundamental limitation is the scanning
process. A picture frame consists of two
line-interlaced fields. Moving images can
therefore give rise to interline twittering
and line crawling. This is most visible in
the 625 line system where the frame rate
is only 25 Hz. Interlacing was chosen for
reducing frame flickering and the neces-
sary transmission bandwidth. The com-
posite signal format in colour television
causes intermodulation effects, cross
colour and cross luminance, which is
more or less visible dependent on the
type of picture.

During the first 10 to 15 years of the
colour TV transmission these short-
comings of the systems have not been the
limiting factors of the picture quality
delivered to the homes over the terrestrial
networks:

- On the production side there has been
enormous progress in technical quality
of the production equipment during the
last 10 years. The colour rendering and
the noise level of the electronic cam-
eras have been improved year by year.
The last family of cameras, using CCD
(charge couple device) instead of pick
up tubes, is able to deliver a picture
quality much higher than can be ren-
dered after PAL coding.

- Most of the programme production is
based on videotape recording and edit-
ing. The recording technique has also
been improved, especially in later
years, by replacing composite
recorders with analogue component
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recorders. A first generation and very
expensive digital component recorder
has also been on the market for some
years. But viable, reasonable priced
digital component recording machines
were just recently released for sale.
The video recordings at Lillehammer
Olympic Games were based on such
recorders. The digital signal format is
in accordance with recommendation
ITU-R BT.601 and 656 (former
CCIR). In the component recording
technique the luminance and colour
signals are recorded on separate tracks
with no cross effects. When also the
succeeding editing process is based on
component technique, the quality of
the source programme material will be
nearly maintained, since multi- genera-
tion copying is possible without deteri-
oration. In other words a television
production centre is now able to pro-
vide programmes at higher technical
quality level than PAL or the other
composite systems.

- The old TV transmitters constructed
for black and white emission were in
use for many years after the transition
to colour emission, causing reduced
colour quality. The new generation TV
transmitters, which have gradually
come into operation in the last 10
years, are very linear both in amplitude
and phase. When receiving signals
from these transmitters without multi-
path distortion, the quality is the best
obtainable for a composite signal sys-
tem.

- Television receivers have also been
improved considerably, and are now
able to give a better quality than was
obtainable earlier with a composite
signal. This development is due to bet-
ter picture tubes and complex inte-
grated circuitry for signal processing.

- In Norway and other mountainous
countries the picture quality of the
direct-to-home reception is very often
considerably reduced by multipath sig-

nals. These problems can partly be
solved by highly directive antennas. A
totally new system is however needed
to completely solve the problem. Such
a system will be dealt with when dis-
cussing the coming digital TV system.

3.1 Satellite broadcasting

At the frequency conference WARC
1977 channels for satellite broadcasting
were allocated for countries in Europe,
Africa and Asia. This plan gave rise to
studies of transmission systems for
improving the picture quality and the
associated sound.

Around 1980 the MAC/Packet system
was introduced after studies made by
EBU members. MAC (Multiplexed Ana-
logue Component) is a system where the
luminance and crominance components
in a picture are transmitted separately.
The signal processing is digital, based on
recommendation ITU-R BT.601 for digi-
tal component source coding, but the
transmitted picture signal is analogue.
The system has an associated data multi-
plex for digital transmission of the sound.

The technical quality of MAC is consid-
erably better than PAL and the sound
quality is equivalent to the NICAM digi-
tal sound in terrestrial PAL networks.

NRK started a MAC/Packet transmission
by satellite in 1984 for serving the
Spitzbergen Islands and the oil platforms
in the North Sea with the television pro-
gramme and the two sound programmes
P1 and P2. Today, this transmission is
carried by the broadcasting satellite
TELE-X and also P3 is included in the
data multiplex. NRK is using the
so-called D-MAC version of the system
that can carry four stereo sound channels
in addition to the picture (Figure 3).

The MAC/Packet system has not been a
success for satellite broadcasting in
Europe for two reasons:

- The programme production up to now
has mainly been based on PAL, and
this composite system limits the qual-
ity of the source material.

- A large part of the population in
Europe receives the satellite pro-
gramme by cable operators, and all
cable operators convert the MAC sig-
nal into PAL at the cable head end.
This new coding into PAL gives in fact
an inferior quality than would be
obtained by a direct PAL satellite
transmission.
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The reason why NRK is using D-MAC is
the ability of the system to transmit the
whole NRK package of television and
sound programmes.

The NRK D-MAC transmission has a
beam covering the Nordic countries and
is operating according to the WARC 77
plan. From the summer of 1994 a new
Intelsat VII satellite will replace TELE-X
for the NRK transmission, and the beam
will cover large parts of Europe down to
the south of Spain. Many cable operators
in our neighbour countries are retransmit-
ting the programmes. Some Norwegian
cable networks and individuals are also
using the satellite transmission due to
serious multipath distortion by receiving
terrestrial transmitters.

Most of the television transmissions via
satellites in Europe are using PAL. The
main reason why some programme
providers have changed from PAL to
MAC is that MAC can offer a more
secure conditional access system, and
with negligible distortion of the picture.

In conclusion, PAL will continue to be
the main system for satellite broadcasting
for several years to come. The replace-
ment of PAL and MAC by a digital sys-
tem will probably start in the last five
years of this century.

3.1.1 Frequencies for satellite

broadcasting

Two frequency bands are allocated to the
broadcasting satellite service, 11.7–12.5
GHz and 21.4–22 GHz. The last fre-
quency band was allocated at WARC
1992 for HDTV (High Definition Televi-
sion).

The 12 GHz band is nearly empty, only
used by few countries, because the chan-
nel plan made at WARC 77 is based on
beams covering only individual coun-
tries. An exception is a Nordic beam cov-
ering the Nordic countries except Ice-
land. The satellite communication band
10.7–11.7 GHz is however in extensive
use by programme providers feeding
cable networks all over Europe. In most
countries the frequency authorities have
also allowed individual reception. The
needs for euro-beams have in fact
excluded the use of the 12 GHz band.

A replanning of the 12 GHz band is
decided and will take place in a few
years. A new plan will most probably
give possibilities for international cover-
age areas, because the coming digital
transmission systems will be far more

frequency-effective. The new spectrum
saving technique will also open the pos-
sibility of including future HDTV trans-
mission in the 12 GHz band. The use of
the 20 GHz band would be far more
expensive due to the need for much
higher down link transmitter power to
compensate for higher atmospheric
absorption and deeper signal fading.

3.2 Stereo sound in terrestrial

PAL transmissions

In Germany stereo sound in television
was introduced more than 10 years ago
by adding a second analogue FM sound
carrier in the terrestrial networks. The
Nordic countries could not accept this
analogue system because of the rather
poor technical quality. These countries
therefore started a development work in
collaboration with broadcasters in Eng-
land to adapt the British digital sound
coding system NICAM to the B-PAL
(VHF) and G-PAL (UHF) systems. In
addition to the FM-modulated mono
sound on a carrier 5.5 MHz above the
vision carrier, the NICAM data signal is
QPSK modulated on a carrier 5.85 MHz
above vision carrier. This system was
standardized in 1989 and is in use in all
the Nordic countries and some other
European countries (Figure 4). 

NICAM gives in fact the TV sound qual-
ity a lead compared to FM sound broad-
casting, and therefore justifies an early
implementation of DAB.

3.3 New television services in

the composite systems

Due to a combination of mostly historical
circumstances, among which the need to
have very simple receivers was probably
the most important, we are using a very
inefficient TV system. About 20 TV lines
in each field are not in use for transmis-
sion of the picture. Some of these lines,
which belong to the vertical blanking
interval, are carrying test signals for
checking the technical quality of the
transmission. The rest is free and is today
mostly used in a new data-broadcast ser-
vice called Tele-text. The most widely
used Tele-text system in Europe was
developed by EBU members about 1980.
The system can transmit pages con-
taining 24 text lines, each consisting of
40 characters and a simple form of
graphical pictures. Each page is broad-
cast consecutively with an instantaneous
bit-rate of about 6.9 Mbit/s. The access
time at the receiver depends on the
amount of transmitted pages and the
number of TV lines in use for the service.
Today many receivers have memories for
storing some Tele-text pages and thus
reducing the access time for frequently
used page numbers.

The present Tele-text system has rather
simple characters and graphics, and must
be considered as a first generation sys-
tem. An EBU working group is now
studying a more advanced system named
Tele-text level 3, which gives much nicer
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characters and graphics. The system is
compatible with the existing system and
is therefore using the same transmission
data-rate. Since each Tele-text page in
level 3 contains much more data infor-
mation, the access time will increase con-
siderably. The implementation of this
advanced Tele-text system is therefore
dependent on more storage capacity in
the receivers, but the technology is al-
ready available at reasonable cost.

NRK installed new Tele-text equipment
in 1993 which is also able to handle level
3 coding, and a test transmission started
in the beginning of 1994 in collaboration
with the Norwegian company Teltex.
Teltex has supplied the necessary
decoders. Some pages of the Tele-text
service is reserved for this experiment.

3.3.1 The domestic video

programme delivery 

control system (PDC)

It is important for viewers to be able to
record automatically and view TV broad-
casts at a later time. Most video cassette
recorders (VCR) on the market can be
clock programmed for automatic start
and stop according to a programme
schedule announced in the newspapers.
The disadvantage with this system is that
the recording can start at the wrong time
due to changes or delays in the scheduled
time.

These facts are the background for the
development by EBU members in recent
years of the PDC system. PDC is based
on labelling each transmitted programme
giving a real time information to the
VCRs for proper recording. The system
is handling time delays, changes in pro-
gramme schedules, interruption of trans-
mitted programmes, time-zone bound-
aries, etc.

The recording-control commands may be
carried in Tele-text or in a dedicated TV-
line in the vertical blanking interval. The
latest mentioned method is used in Ger-
many and Austria. The other European
countries are going to use Tele-text,
where the PDC information is transmit-
ted on a none visible text line (packet
8/line 30). By using Tele-text much data
capacity can be saved.

Up till now very few countries have
started a PDC service. The new Tele-text
equipment installed at NRK is able to
handle PDC signals, but the insertion of
labels must be done manually at least
from the beginning of the service, limited

by existing installations in the main con-
trol area.

The implementation of PDC will prob-
ably take place in all the Nordic public
broadcasting transmissions during 1994,
except NRK, where a final decision has
not yet been taken.

3.4 High definition television

(HDTV)

About 20 years ago Japanese engineers
believed that the time was right to add
more realism to television. They per-
formed a lot of investigations into what
psycho-physical and subjectively-
coloured feelings mean in terms of physi-
cal dimensions of the picture and techni-
cal parameters. They came up with a sys-
tem having 1125 lines, 60 Hz field rate,
line interlacing and 5:3 aspect ratio (ratio
of picture width to picture height),
instead of the 4:3 ratio of the existing
systems.

These parameters assumed viewing on a
large screen, >0.8 m2, at a viewing dis-
tance of about three times the picture
height, equivalent to a viewing angle of
about 30 degrees. The normal viewing
angle with existing TV systems is about
10 degrees. The wider viewing angle and
wider screen give a much stronger feel-
ing of being present. Such a TV system
would match a cinema performance
using 35 mm wide-screen film.

About 10 years ago a system standard-
ization process started with the goal of
obtaining a single world-wide HDTV
studio production standard. It seemed,
however, to be impossible to reach agree-
ment among the countries using different
field rates in existing systems, respec-
tively 50 Hz and 60 Hz (59.94 Hz).

In Europe a system was developed based
on 1250 lines, 50 Hz field rate with line
interlacing, making conversion to and
from the 625/50 system very easy.

The situation today is the existence of
complete studio production equipment
for both the 1125/60 system and the
1250/50 system. The aspect ratio is com-
mon and was chosen to be 16:9. This
ratio is matching the most used wide-
screen film format.

The final goal for the European system is
a 1250/50 system with progressive scan-
ning. Leaving the interlaced system will
however double the system bandwidth,
and in digital terms increase the bit rate
from about 1 Gbit/s to 2 Gbit/s. There is,

however, no doubt that a future TV sys-
tem should be based on progressive scan-
ning.

The interest among broadcasters in
HDTV production is rather low for the
following reasons:

- The development of a suitable trans-
mission system has failed. In Japan a
narrowband analogue system called
MUSE is in operation for satellite
broadcasting. But the quality is far
from the HDTV studio quality, and
MUSE is not in wide spread use. In
Europe HD-MAC was developed,
again an analogue narrow band system
for satellite transmission, with a simi-
lar quality limitation as for MUSE.
HD-MAC transmissions will never be
implemented because the improvement
in quality is not high enough. HD-
MAC is based on using 16:9 receivers
with conventional picture tubes, which
also limit the final reception quality.
16:9 picture tubes with very high reso-
lution are made for HDTV studio mon-
itors, but would be far too expensive
for home use.

- One of the objectives for HDTV was a
large screen receiver and a close view-
ing distance. A conventional picture
tube (CRT) would be very bulky and
heavy. The only practical receiver
design is a flat panel screen. The
Japanese have shown a prototype of a
40 inch plasma display panel for
HDTV with a thickness of 8 cm. It
will, however, take at least another 5
years before mass production of such a
receiver is possible.

We can therefore conclude that the home
cinema, based on HDTV broadcasting
with near studio quality reception, is a
technique for the year 2000 or beyond.

3.5 Digital TV/HDTV

In the last part of this decade TV produc-
tion based on the conventional systems
(525/625 line) will be digital, and a new
digital transmission standard is necessary
if the improved technical quality at the
studio side (EDTV – enhanced definition
television) should be made available for
the viewer. The term EDTV is used for
525/625 line productions based on the
ITU recommendation for digital compo-
nent production, Rec. ITU-R BT, 601
and 656.
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This production standard has a bit rate of
270 Mbit/s, while the bit rate for HDTV
is about 1 Gbit/s. It is impossible to
transmit such high bit rates over satellite
or terrestrial networks because of very
limited available radio frequency spec-
trum.

Over a period of a few years video com-
pression systems have been developed
based on studies in many countries. One
of the most promising activities has been
the work within ISO/ MPEG. Recent
results seem to indicate that subjective
quality, virtually transparent to the digital
component studio standard (Rec. ITU-R
BT.601), can be achieved with a bit-rate
of about 0.9 bit/pixel (EDTV), while
0.4 bit/pixel seems to be sufficient for a
quality similar to conventional composite
signals, PAL/SECAM/NTSC (defined as
SDTV – standard definition television).
With addition of some capacity for high
quality sound, data services and error
correction, a gross bit-rate in the order of
11 Mbit/s and 5.5 Mbit/s is necessary for
EDTV and SDTV.

Other studies, concerning HDTV, con-
clude that a digital HDTV service includ-
ing digital multichannel sound, data ser-
vices etc., 30 Mbit/s is thought to be nec-
essary.

Unlike many technology developments,
video compression introduces fundamen-
tal changes into the market in that it per-
mits multiple digital TV programme
channels in the frequency space of one
analogue programme channel, satellite or
terrestrial. Or it permits a higher quality
programme channel such as HDTV in the
same frequency space. In summary, low
bit rate transmission allows

- reduced transmitter cost per channel

- wider choice of programmes

- more channels in a given spectrum

- improved service quality including
options for HDTV or multiple lower
quality channels

- more secure digital conditional access
systems.

In Europe the studies and standardization
work of digital TV/HDTV are co-ordi-
nated among broadcasters, telecom oper-
ators, industry, etc., and are organized
according to an MOU (Memorandum of
Understanding).

A basis for this standardization work is a
multilayer approach. Four levels of ser-
vice quality/resolution have been

defined, HDTV (high definition TV),
EDTV (enhanced definition TV), SDTV
(standard definition TV, PAL/ SECAM)
and LDTV (limited definition TV, VHS
like quality). The idea is that the highest
quality levels should be obtainable by
stationary reception and optimal antenna
installation, while the lowest quality con-
cerns portable or mobile reception with
less effective antennas, for example
reception in buses, trains, etc. From an
economic/ technical point of view, there
is still no evidence of how many levels
could be realized in the same transmis-
sion. 

Another important issue in this common
European study is that systems for satel-
lite and cable transmissions should be
compatible with a system for terrestrial
emission in a UHF network.

The choice of channel coding and modu-
lation is very important for an efficient
use of the frequency spectrum. Satellite
transmission studies have shown that a
TDM (time division multiplex) approach
is particularly suitable for direct to home
services using small receiving antennas
(60 cm). FDM (frequency division multi-
plex) is more interesting for multi-pro-
gramme satellite distribution to cable net-
works head ends with larger antennas,
because each FDM carrier can be dis-
tributed in the cable channels without
remodulation. FDM requires more satel-
lite transmitting power per programme
channel than TDM if small receiving
antennas are required. Suitable modula-
tion systems are QPSK and 8PSK which
allow the satellite power tubes to operate
close to saturation, i.e. at maximum
power.

With TDM and a PSK type modulation,
one channel in the WARC 77 plan for
satellite broadcasting in the 12 GHz band
can transmit

- 1 HDTV programme

- 4 EDTV programmes

- 8 SDTV programmes.

Each country in Europe has an allocation
of 5 channels in the WARC 77 plan cor-
responding to 5 digital HDTV pro-
grammes or 40 digital SDTV pro-
grammes.

In terrestrial and cable networks in
Europe the available bandwidth per pro-
gramme in PAL/SECAM is 7 or 8 MHz,
corresponding to the Stockholm 1960
plan for VHF/UHF terrestrial networks.
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For an HDTV service with a bit rate of
about 30 Mbit/s or alternatively 4 SDTV
programmes to be accommodated within
an 8 MHz channel, a modulation system
with a spectral efficiency of about 4
bit/s/Hz must be employed. Such a sys-
tem is 16QAM, and even higher levels
are under consideration (32QAM,
64QAM). These modulation systems
require very high linearity of the trans-
mitter power amplifiers, but can be real-
ized in a practical terrestrial UHF net-
work.

Single frequency networks (SFN), based
on orthogonal frequency division multi-
plex (OFDM) channel coding, like DAB
for radio programmes, are under study for
future terrestrial UHF TV networks, in
order to reduce the necessary frequency
spectrum. The only available spectrum in
Europe is the existing TV bands IV and
V, 470 MHz – 790 MHz. These bands
are, however, fully utilized in most Euro-
pean countries for the analogue
PAL/SECAM services. When going digi-
tal, simulcast with these existing services
will be necessary for many years. The
only way to be able to implement digital
terrestrial networks all over Europe is
therefore reallocation of the frequency
band 790 – 862 MHz for TV broadcast-
ing, originally planned for television ser-
vices in the Stockholm 1960 plan. After
the 1979 frequency conference (WARC
79) this band has been allocated to fixed
and mobile services in most European
countries. The CEPT has under consider-
ation this urgent need for frequency space
for digital television.

In Norway TV 2 is running a UHF net-
work, while NRK is mainly using VHF
channels. Within a few years the NRK
band I transmitters (47 – 68 MHz) will
be replaced by UHF transmitters, giving
space for mobile services in band I in the
future. There would, however, still be
enough capacity in the UHF bands to be
able to implement a digital terrestrial sin-
gle frequency network in Norway.

3.5.1 What does the viewer prefer?

Today it is rather obvious that the viewer
would prefer a greater choice of pro-
gramme channels instead of improved
technical quality like HDTV. The satel-
lite programme providers will soon offer
the first preference with the introduction
of the multi-programme digital television
services, giving the choice of hundreds of
channels. The standardization work on
digital TV in Europe has given priority to
satellite and cable distribution.



Multi-channel digital satellite systems
could therefore be launched already in
1995–1996. These channels will proba-
bly use the 16:9 picture format being
compatible with most of the available
film productions (wide screen).

In the long run a demand for more cin-
ema like quality will come. The digital
TV systems will therefore be designed
for an evolution towards HDTV.

3.5.2 Is the future of television

both multiple and interactive?

Hand in hand with this explosive
increase in the number of programme
channels, thanks to digital compression
technique, the viewer will be given the

means of talking back and influencing
the received programmes. This is known
as interactive television. An important
question that has to be studied during the
coming years is

- What are the possible channels to return
data from the receiver to the broad-
caster and other users of such data for
different reception media, e.g. individ-
ual antenna, common antenna, cable,
terrestrial or satellite?

A convergence of telecommunications,
computer networks and TV-broadcasting
is also a result of the movement from
analogue to digital. The development of
these multimedia systems and of interac-
tive TV will be the great challenge in the

last part of this decade. A matter of par-
ticular concern with this rapid develop-
ment taking place is an orderly develop-
ment of consumer equipment, such that it
can cope with the added range of services
likely to become available. It is expected
that many homes will have several TV
receivers, personal computers, VCR,
video camera, video games, etc. and wish
to receive and display or record pro-
grammes from them flexibly and at times
simultaneously. Delivery media likely to
be used include terrestrially over the air
channels, cable, satellite, some delivering
multiple programmes on each channel.
The public switch network will most
likely deliver video services as well (Fig-
ure 5).

These very interesting developments
have the potential of changing the media
world radically. During the next decade
we will see what is going to be realized.
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System overview

The DAB transmission system for digital
sound broadcasting offers robust recep-
tion of high quality sound signals for
fixed, portable and mobile receivers. This
article describes the sound coding tech-
nique used to reduce the amount of data
that needs to be transmitted. First a short
overview of the transmission system is
given.

A block diagram of the transmission sys-
tem is shown in Figure 1.

The DAB transmission system combines
three channels:

- The synchronization channel is used
internally within the transmission sys-
tem for transmission frame synchro-
nization, automatic frequency control,
channel state estimation and transmit-
ter identification.

- The Fast Information Channel (FIC) is
used for rapid access of information by
a receiver. In particular it is used to
send Multiplex Configuration Informa-
tion (MCI). The MCI describes how
the multiplex is organized by defining
Sub-channel organization, listing
available services and managing multi-
plex re-configuration. Optionally Ser-
vice Information and data services can
be transported in the FIC which is a
non-time-interleaved data channel with
fixed equal error protection.

- The Main Service Channel (MSC) is
used to carry audio and data signals.
Audio and data signals are considered
to be service components which can be
grouped together to form services. The
MSC is a time-interleaved data chan-
nel divided into a number of Sub-chan-
nels which are individually convolu-
tionally coded, with equal or unequal
error protection. Each Sub-channel
may carry one or more service compo-
nents.

For service components in the MSC, two
different transport modes are defined:

- The stream mode provides a transpar-
ent transmission from source to desti-
nation at a fixed bit rate in a given
Sub-channel.

- The packet mode is defined for the
purpose of conveying several data ser-
vice components into a single Sub-
channel.

The main part of the MSC contains the
Sound services. A sound service consists

of one or more service components. The
Primary service component carries the
audio signal, and the Secondary service
components carries additional informa-
tion, e.g. Traffic Message Channel
(TMC) and Service Information (SI).

The coding of Primary audio service
components complies with the ISO
11172-3 standard, and is described in
detail in the main part of this article.

Data services carried either in the MSC or
in the FIC can be Service Information or
general data services. SI features that can
be carried in the FIC include language,
time and country identifier, programme
number, programme type, etc. The Fast
Information Data Channel (FIDC) in the
FIC includes provision for paging, Traffic
Message Channel (TMC), Emergency
Warning System (EWS), etc.

Each service component can be individu-
ally scrambled for Conditional Access
(CA) to make the component incompre-
hensible to unauthorized users. The MCI
includes information to indicate whether
service components are scrambled or not,
and how to find the parameters necessary
for descrambling.

Each Sub-channel is individually scram-
bled for energy dispersal to avoid signal
patterns which might result in regularity in
the transmitted signal.

Convolutional coding and time inter-
leaving is applied to the output of each
energy dispersal scrambler as part of the
protection against transmission errors
due to adverse propagation conditions.

The convolutionally-encoded and time-
interleaved Sub-channels are combined
in the Main multiplexer into a structure
called Common Interleave Frame (CIF).
The configuration of the CIF is signalled
by the MCI carried in the FIC.

The Orthogonal Frequency Division
Multiplex (OFDM) modulator generates
symbols from the output of the Main
multiplexer. The OFDM symbols are fre-
quency-interleaved to spread the infor-
mation in each Sub-channel across the
full bandwidth of the transmitted signal.
The OFDM symbols are modulated by
Differential Quadrature Phase Shift Key-
ing (D-QPSK) onto each sub-carrier in
the transmitted signal.

The transmission frame shown in Figure
2consists of a sequence of three groups
of OFDM symbols:

- Synchronization channel symbols

- Fast Information Channel symbols,
and

- Main Service Channel symbols.

The synchronization channel symbols
comprise the Null symbol and the Phase
reference symbol.

Audio coding

Perceptual coding techniques

Digitization of audio in the studio envi-
ronment conforms to the ITU-R rec. 646
which specifies 48 kHz sampling rate and
minimum 16 bit resolution. This gives a
minimum bit rate of 1536 kbit/s for a
stereophonic sound channel. To achieve
high spectrum efficiency in the transmit-
ted DAB signal this bit rate has to be
reduced considerably.  Removal of the
redundancy in the audio signal (i.e. loss-
less data compression) is not sufficient to
obtain the necessary bit-rate reduction.
Irrelevancy of the audio signal (i.e. signal
components that are not perceivable) is
removed by exploiting properties of the
human auditory system, like spectral and
temporal masking.

The sensitivity of the ear varies with fre-
quency and sound pressure level as
shown in Figure 3.

Under a certain limit, called the threshold
of hearing, no sound can be perceived. In
the presence of a sound stimulus (e.g.
narrow band noise) this threshold rises
around the signal. Signal components
beneath this ‘masking threshold’ cannot
be heard. The masking threshold is
dependent on the frequency and level of
the masking signal (called masker) as
shown in Figures 4 and 5.

When several signal components are pre-
sent, the total masking threshold is the
sum of the thresholds caused by the indi-
vidual maskers. The character of the
maskers also influences the shape and
position of the masking thresholds. Tonal
(sinusoidal like) and non-tonal (noise-
like) maskers contribute differently to the
total masking threshold, and should be
treated differently in an advanced coding
system. The encoding process calculates
the masking thresholds and removes all
signal components beneath the threshold.
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The audio samples are then quantized
with the number of bits necessary such
that the quantization noise will not
exceed the masking threshold.

Masking in the temporal domain is
shown in Figure 6. When a short stimu-
lus is applied to the ear the sensitivity to
other stimuli in a short period before

(2–5 ms) and a longer period after (up to
100 ms) the main stimulus is reduced.
This phenomenon can be exploited by
the encoding system by removing the
parts of the signal which cannot be heard
due to temporal masking.

The DAB coding system

The coding of the audio services compo-
nents in the DAB system complies with

the ISO 11172-3
standard. The
standard defines
three layers of
coding with
increasing effi-

ciency and complexity. Layer
II is chosen for DAB. In the
ISO standard only the encoded
bit stream, rather than the
encoder, and the decoder are
specified. This makes future
improvements of the encoding
process possible.

Some of the main characteristics of
Layer II coding are:

- Sub-band coding with 32 equally
spaced sub-bands at 750 Hz

- 48 kHz input sampling frequency

- Output bit rate selectable from 32 to
192 kbit/s per monophonic channel (64
to 384 for stereo)

- No subjective degradation of the signal
compared to 16 bit linear PCM at bit
rates of 256 and above per stereo chan-
nel

- Four different audio modes are pro-
vided:

⋅ Mono (1-channel) mode

⋅ Stereo (2-channel) mode
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⋅ Dual channel
mode. The two
channels can be
either bilingual
or two mono
channels

⋅ Joint stereo mode. The
redundancy and irrelevancy
of stereo signals are
exploited for further data
reduction.

An overview of the principal
functions in the audio encoder is
shown in Figure 7.

The input audio samples are fed
into the audio encoder. A polyphase filter
bank of 32 sub-bands creates a filtered
and sub-sampled representation of the
input audio signal. The filtered samples
are called sub-band samples. A percep-
tual model creates a set of data to control
the quantizer and coding. This data can
be different depending on the actual
encoder implementation. One possibility
is to use an estimation of the masking
threshold to obtain quantizer control
data. The quantizer and coding block cre-
ates a set of coding symbols from the
sub-band samples. A frame packing
block assembles the actual audio bit
stream from the output data of the previ-
ous block, and adds other information
such as header information, CRC words
for error detection and Program Associ-
ated Data (PAD). Each audio frame con-
tains all information necessary to decode
the audio in the frame and has a duration
of 24 ms.

The six primary parts of the encoding
process are:

- Analysis sub-band filter

- Scale factor calculation

- Perceptual model

- Bit Allocation (BAl) procedure

- Quantizing and coding

- Bit stream formatter.

The primary parts of the process are
shown in Figure 8 and explained in detail
in the following paragraphs.

Analysis sub-band filter

The analysis filter bank splits the broad-
band audio signal into 32 equally spaced
sub-bands. The bandwidth of each sub-
band is 750 Hz at a sampling frequency of
48 kHz. This filter, called a polyphase fil-

ter, is critically sampled, i.e. there are as
many samples in the sub-band domain as
there are in the time domain. The filter is
optimized in terms of spectral resolution
with a rejection of side lobes better than
96 dB, which is necessary for a sufficient
cancellation of aliasing distortions. This
filter bank provides a reasonable trade-off
between temporal behaviour and spectral
accuracy. The requirement of having a
good spectral resolution is contradictory to
keeping the impulse response within cer-
tain limits. The impulse response of the fil-
ter will smear the audio signal in the time
domain, and may cause pre- and post-
echoes in transient rich audio material. The
impulse responses must be kept short to
avoid pre-echoes. Human hearing is very
sensitive to pre-echoes whilst post-echoes
are not as perceivable due to the temporal
masking effect.

Scale factor calculation and

coding

Before quantization, the output samples
of the filter bank are normalized. 36 sam-
ples in each sub-band are grouped into
three blocks of 12 samples each. The
maximum of the absolute values of these
12 samples is determined, and coded
with a word of 6 bits representing entry
points to a table of quantization factors.
The quantization factors cover a dynamic
range of 120 dB in 2 dB steps. The audio
frame corresponds to 36 sub-band sam-
ples,  three scale factors are calculated
for each sub-band. To reduce the bit-rate
of the scale factors, the temporal masking
properties of the ear are exploited. For
instance, for stationary tonal sounds the
deviation between the scale factors is
small, and only the largest one needs to
be transmitted. One, two or all of the

three scale factors can be transmitted.
Five classes of scale factor difference are
defined and these determine the scale
factor transmission patterns. The differ-
ent transmission patterns are signalled in
the Scale Factor Select Information
(ScFSI). For sub-bands with no alloca-
tion, no scale factors are transmitted.
This coding technique allows an average
reduction of the bit rate of the scale fac-
tors by a factor of two.

Bit allocation and bit allocation

encoding

Different strategies for allocating bits to
the sub-band samples are possible. The
perceptual model and the bit allocation
procedure are not normative in the DAB
specification. This “open” approach
makes future improvements of the encod-
ing process possible.  One method,
described in the DAB specification, uses
minimization of the total noise-to-mask
ratio (NMR) in each sub-band over the
audio frame with the maximum allowed
bit rate as constraint. 

For an adequate calculation of the mask-
ing thresholds, a high frequency resolu-
tion in the lower frequency region, and a
lower resolution in the higher frequency
region is necessary. Since the polyphase
filter bank divides the signal into linearly
spaced sub-bands, an additional fre-
quency analysis is needed to calculate the
masking thresholds. This is obtained by
using a 1024 point FFT in parallel with
the sub-band filter. The output of the
FFT is used to determine the relevant
tonal and non-tonal maskers of the actual
audio signal. The individual masking
thresholds for each masker above the
absolute masking threshold are calcu-
lated dependent on frequency position,
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Figure 7 Simplified block diagram of the DAB audio encoder
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loudness level and tonality. All the indi-
vidual masking thresholds, including the
absolute threshold, are added to the so-
called global masking threshold. For
each sub-band, the minimum value of
this masking curve is determined.
Finally, the difference between the maxi-

mum signal level, calculated from the
scale factors and the power density spec-
trum of the FFT, and the minimum
threshold, is determined for each sub-
band and each block. These differences,
called signal-to-mask ratios (SNR), make
up the input to the bit allocation process.

The allocation process is iterative. In
each iteration the number of quantizing
levels of the sub-band that has the great-
est (perceptual) benefit is increased. The
iteration is stopped when the maximum
allowed bit rate is obtained. In order to
increase the coding efficiency, only a
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Figure 10 Simplified block diagram of the DAB audio decoder

limited number of possible quantizations
are permitted. This number is dependent
on the sub-band number, audio mode and
total bit rate. The Bit Allocation informa-
tion (BAl) is coded with two or four bits
for each sub-band.

Quantizing and coding of 

sub-band samples

Each of the 12 consecutive sub-band
samples of one block is normalized by
dividing its value by the scale factor and
quantized with the number of bits calcu-
lated in the bit allocation process. Only
odd numbers of quantization levels are
possible, allowing an exact representa-
tion of digital zero. The possible quanti-
zation levels cover the range from 3 to
65536. The number of different levels in
each sub-band is however limited to 15
in the low, 7 in the mid and 3 in the high
frequency bands. 3, 5 or 9 quantization

level requires 2, 3 or 4 bits and will not
allow an efficient use of a codeword.
Therefore three successive sub-band
samples, called a “granule”, are con-
sidered for coding. If all samples in one
granule requires 3, 5 or 9 levels, the three
samples are coded with one codeword in
a process called “grouping”. In the high
frequency region the samples are typi-
cally quantized with 3, 5 or 9 levels. The
coding gain of using grouping is up to
37.5 %, and the overall reduction of the
length of the codewords in most audio
material is considerable.

The DAB audio frame structure

The structure of the audio frame is shown
in Figure 9.

The bitstream is divided into audio
frames, each corresponding to 1152 input
audio samples, which is equivalent to a

duration of 24 ms. Each audio frame con-
tains all the information which is neces-
sary for decoding of the bitstream. The
frame starts with a header, consisting of a
syncword and audio related information.
A Cyclic Redundancy Check (CRC)
word following the header protects a part
of the header, Bit Allocation and ScFSI
information. After the CRC follows Bit
Allocation, ScFSI and Scale Factors. The
sub-band samples are the last audio data
part in the frame followed by a variable
length ancillary data field. An adaption
of the ISO 11172-3 Layer II is performed
in order to introduce specific DAB Scale
Factor Audio Check and a fixed and a
variable field of Programme Associated
Data (F-PAD and X-PAD). 

Programme Associated Data

Each DAB audio frame contains a num-
ber of bytes carrying Programme Associ-
ated Data (PAD), i.e. information which
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is intimately related to the audio. All
functions provided by PAD are optional.
Typical examples are music/speech flags,
programme related text, International
Standard Recording Code (ISRC), Uni-
versal Product Code/European Article
Number (UPC/EAN), a command chan-
nel which is provided synchronously to
the audio programme, and a Dynamic
Range Control (DRC) information. The
PAD field consists of at least two bytes,
called fixed PAD (F-PAD) intended to
carry control information with a very
strong real-time character, and data with
a very low bit rate. The PAD field may
be extended with a field of user defined
length, X-PAD, to provide additional
functions to the user, such as programme
related text.

The decoding process

A simplified block diagram of the
decoder is shown in Figure 10.

The decoding process requires about 1/3
of the computations needed for encoding.
This is due to the fact that no perceptual
model is needed to reconstruct the linear
PCM audio samples. The DAB audio
frame can optionally be reformatted to
ISO 11172-3 format to allow use of low
cost single chip decoders. Such decoders
are available from several manufacturers.
After reformatting, the audio frame is
unpacked to recover the various elements
of information. The reconstruction block
reconstructs the quantized audio samples.
An inverse filter bank transforms the
sub-band samples back to produce linear
PCM samples at 48 kHz sampling fre-
quency. Figure 11 shows a more detailed
flow chart of the decoding process.

After processing the header information,
the bit allocation information is decoded
in order to determine the location of the
sub-band samples in the frame. The Scale
Factor Select Information (ScFSI) and
the scale factors are decoded before
requantization of the sub-band samples.
32 sub-band samples, one from each sub-
band, are fed into the synthesis filter
bank which outputs 32 linear PCM sam-
ples. Since the filter produces samples
that are consecutive in time, the overall
delay in the coding process is mainly
determined by the length of the impulse
responses of the polyphase filters.  The
filter structure is extremely efficient for implementing in a low complexity and

non-DSP based decoder and requires
generally less than 80 integer multiplica-
tions/additions per output sample. More-

over, the complete analysis and synthesis
filter gives an overall time delay of only
10.5 ms at 48 kHz sampling rate.
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Figure 11 General ISO 11172-3 layer II stereo II decoder flow chart
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Digital Sound Broadcasting 

– Transmission Systems and Terrestrial Networks

B Y  E I V I N D  V Å G S L I D  S K J Æ V E L A N D

1 Introduction

The FM radio has been the dominating
system for sound broadcasting for the
last 40 years, and it can provide good
sound quality for stationary reception.
Despite recent improvements, as FM
stereo and RDS, the FM system has its
shortcomings. FM reception in a car is
difficult. Noise, interference and
reflected signals will often degrade the
signal. New sound media, like the CD
record and NICAM sound in television,
provides a significantly better sound
quality than FM.

In most European countries there is little
space left for additional programmes in
the FM band 87.5 – 108 MHz. It is not
feasible to expect that any more fre-
quency space will become available for
broadcasting services. The only way to
increase the number of programmes is on
the cost of increased interference, and
thus decreased sound quality.

If a new system is to replace the FM
radio, it has to offer a sound quality at
least as good as the other new sound
media. It must also be well suited for
mobile reception. To be able to provide
more programmes, the spectral efficiency
must be significantly better than in the
FM radio.

Certain digital transmission techniques
can give this improved spectral effi-
ciency. In addition, digital transmission
can provide better ruggedness against
noise, interference and reflected signals,
which is a particular problem for mobile
reception. It will also be possible to
improve the sound quality to the same
level that we experience with e.g. CD
records.

The European co-operation project
Eureka 147 has developed a system
called Digital Audio Broadcasting
(DAB®). It seems to have the properties
one must expect from a system that aims
at replacing the FM radio.

2 Mobile and Stationary

Reception

2.1 Multipath transmission

A common situation for radio reception
is where the signal takes several paths
from a transmitter to the receiver. This is
called multipath propagation, and it usu-
ally leads to degradation of the received
signal. Besides the direct path from the
transmitter to the receiver, there are sev-

eral indirect paths, caused by signals
reflected from buildings, mountainsides,
vehicles, etc. Often, there is no direct
path present, only reflected signals.

During stationary reception, one can usu-
ally overcome this problem by using a
directive antenna, which enhances the
signal strength in the direction of the
strongest signal, and suppresses signals
from other directions. In a car, however,
one cannot use a directive antenna, and
the problem of multipath is more severe.

The motion of the mobile receiver will
cause the received signal to be Doppler
shifted in frequency. (1) It will be shifted
upwards in frequency if the car moves
towards the apparent signal source,
downwards if the car moves away from
the source. In a multipath situation, the
different paths will give different
Doppler shifts to the signal. The receiver
will receive copies of the same signal at
slightly different frequencies. This may
cause degradation of the signal.

The main effect of the multipath channel
is fading and inter-symbol interference.
The signal strength of the received signal
can be attenuated, and may occasionally
disappear totally. Attenuation of the sig-
nal will vary strongly within even a few
metres. A mobile receiver will experi-
ence this as a time-varying fading of the
signal.

The multipath channel will introduce
inter-symbol interference on a digital sig-
nal, due to the spread of the time delay in

the various signal paths. Figure 2 shows
an example of how the amplitude
response may vary as a function of both
time and frequency. A transmission sys-
tem used for broadcasting to mobile
receivers has to cope with such channels.

The fading in these channels may be fre-
quency selective, which means that the
fading of the signal components varies
with frequency within the bandwidth of

Amplitude of
received signal

Frequency Time

Figure 1 Example of a multipath chan-
nel. The radio signals reach the receiver
(in the car) via multiple reflections

Figure 2 Amplitude response of a typical time-varying mobile channel



the channel. This selectiveness intro-
duces distortion and inter-symbol inter-
ference to the signal. In a non-selective
or flat fading channel, the fading is con-
stant within the channel, and will only
give an attenuation to the signal.

2.2 Modulation for a multipath

channel

Narrowband channels, which carries a
low bitrate signal, are less vulnerable to
inter-symbol interference. Figure 3 illus-
trates this effect. On the top we see the
impulse response of the channel. It shows

that the delay of the different paths of the
signal is spread over a time τ. Further-
more, we see the symbol trains of two
different digital signals. The high bitrate
signal has a symbol time tsh, and a low
bitrate signal with symbol time tsl. tsh < τ
while tsl >> τ. For the high bitrate signal,
each symbol will interfere with the two
following symbols. For the low bitrate
signal, each symbol will only interfere
with a small fraction of the next symbol.
Inter-symbol interference is thus a much
smaller problem for the low bitrate sig-
nal.

Stretching this example a little further,
we see an approach to overcome the
problem of selective fading. (2) The
information in the high bitrate signal is
split into many low bitrate signals. Each
low bitrate signal is modulated onto a
carrier in a narrowband channel. The car-
riers are very closely spaced in fre-
quency, together they fill a large band-
width. The frequency selective wideband
channel is transformed into many sub-
channels, and each sub-channel is non-
selective. In figure 2 the small squares
represent the sub-channels. Within each
square, the amplitude response is approx-
imately uniform.

“Orthogonal Frequency Division Multi-
plexing” (OFDM) is a particularly effi-
cient way to modulate and multiplex the
many sub-channels. In each sub-channel
we have a QPSK modulated carrier. The
symbol time of the QPSK signal is ts.
Each carrier has a frequency spectrum
with zero-crossings at integer multiples
of 1/ts from the carrier’s centre fre-
quency. By placing the carriers of the
other sub-channels exactly at the zero-
crossings, we have an orthogonal system.

In figure 4 we can see a number of QPSK
carriers multiplexed this way. The carri-
ers are spaced in frequency by 1/ts. At
the point of the centre frequency of one
carrier, all the other carriers have a zero
amplitude. Thus, each carrier can be
demodulated without interference from
the other carriers.

The orthogonality removes the need for a
guard band between the sub-channels.
We can stack carriers together very effi-
ciently, and achieve a very good use of
the frequency spectrum. When modulat-
ing each carrier using QPSK, we get a
spectral efficiency of 2 bit/s/Hz.

Because of the low symbol rate in each
sub-channel, the symbol time can be
long. As we can see in figure 3, the prob-
lem of inter-symbol interference is
reduced, but is not totally eliminated. In
OFDM we solve the problem of inter-
symbol interference by introducing a
guard interval between each symbol.
Figure 5 illustrates this. If the duration of
the guard interval (∆) is longer than the
duration of the impulse response of the
channel (τ), all reflected copies of the
previous symbol will be received before
the end of the guard interval. Thus, we
have no inter-symbol interference. The
reflections of a symbol will only interfere
with other reflections of the same sym-
bol, and the interference will be mainly
constructive. The cost of using a guard

h(t) Impulseresponse of the channel

Timeτ

tsh

tsl

delay spread of channel

Symbols of high bitrate signal

Symbols of low bitrate signal

0 1 2 3 4 5 6 7 8 9

0 1

Frequency

1/ts

Figure 3 Impulse response of a multipath channel

Figure 4 Frequency domain representation of orthogonal multiplexed QPSK carriers
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interval will be that of less efficient
information transfer, since the guard
interval carries no useful information.

Use of the OFDM technique and the
guard interval take care of inter-symbol
interference, but we still have to solve
the problem of flat fading in each sub-
channel. This will lead to attenuation of
the signal in the sub-channel, and in
some sub-channels, to transmission
errors and loss of information.

Fading is generally selective with respect
to the full bandwidth of the OFDM chan-
nel. This means that the fading will affect
each sub-channel differently. When the
frequency distance between two sub-
channels is sufficiently large, the fading
in the two channels can be considered
independent of each other. Since the
mobile channel is time variant, the fading
in one sub-channel is also independent of
fading in the same channel at another
time. This is illustrated in figure 2. The
large squares show the distance, in time
and frequency, between points in the
time frequency domain considered statis-
tically independent.

This property can be used to recover lost
information, by using a powerful error
correcting code, combined with inter-
leaving of the information in both time
and frequency.

A convolutional code adds redundant
protection bits to the information bit
stream. After the convolutional coding,
we have a bit stream where nearby bits
are correlated. This redundancy and cor-
relation allow the receiver to correct
transmission errors. Interleaving in time
and frequency means that sequential bits
are transmitted separated in time and at
different sub-channels. It becomes more
likely that correlated bits are put in statis-
tically independent sub-channels and
symbol intervals. Thus, it is unlikely that
a burst of errors, corrupting several bits,
will affect correlated bits. Our chances of
correcting the errors at the receiver are
better.

Referring back to figure 2: We assume
that each of the small squares are symbol
intervals in a sub-channel. Within this
square the channel is assumed invariant.
The large squares show the minimum
distance between sub-channels and sym-
bols that are assumed statistically inde-
pendent. The interleaving makes sure
that all bits transmitted within the same
large square are uncorrelated. Correlated
bits are transmitted in different large

squares. A deep fade resulting in bit
errors will probably affect the symbols in
one or a few large squares. The protec-
tion bits we need to correct the errors,
will be transmitted in other large squares,
and are probably unaffected by this fade.
In most such cases, it will be possible to
correct the errors.

Coding and interleaving are essential to
the OFDM system to work properly. The
coding is therefore often regarded as an

integrated part of the system, called
“Coded Orthogonal Frequency Division
Multiplex”, or COFDM.

Figure 6 illustrates the COFDM signal in
both the time and frequency domain. It
shows how sequential bits are relocated
in time and frequency after interleaving.
(3)

Important parameters of the COFDM sig-
nal are: symbol time, duration of the
guard interval, frequency spacing

h(t)

Impulseresponse of the channel

Timeτ

ts

Active symbol intervallGuard
intervall

Ts

∆

location of sequential
bits of information
after interleaving

1

2

3

4

5

sub-channels

guard intervals

symbols

ts
∆

1
ts

time

frequency

Figure 6 Spectral and temporal representation of a COFDM signal (3)

Figure 5 The guard interval



Mode I Mode II Mode III

Nominal Bandwidth 1536 kHz 1536 kHz 1536 kHz

Number of transmitted carriers 1536 384 192

Carrier spacing 1 kHz 4 kHz 8 kHz

Total symbol time TS 1246 ms 312 ms 156 ms

Guard interval 246 ms 62 ms 31 ms

between the carriers of each sub-channel,
and the total bandwidth of the signal.

To be sure that the sub-channels are fre-
quency invariant, (4) the active symbol
time ts should be about 10 times longer
than the delay spread of the cannel. The
guard interval (∆) should exceed the
expected duration of the channel’s
impulse response. To avoid reducing the
transfer efficiency too much, the guard
interval should not exceed 20 % of the
active symbol time ts.

Doppler shift sets the limit of how nar-
row the spacing of the carriers can be.
The maximum Doppler shift must be sig-
nificantly less than the carrier spacing
(e.g. less than 1/25th of the carrier spac-
ing). As the carrier spacing is the inverse
of the active symbol time ts, the Doppler
shift sets the upper limit on the symbol
duration.

Doppler shift is frequency dependent,
increasing with increasing transmitting
frequency. On a high transmitting fre-
quency, the carrier spacing needs to be
larger, and thus the symbol time must be
shorter than it can be on a lower fre-
quency. A long delay spread requires a
long symbol time, and thus the delay
spread of the channel limits the transmit-
ting frequencies we can use.

The frequency interleaving requires a
rather large bandwidth, more than
1 MHz, to be efficient. This is more than
we need to transmit only one sound pro-
gramme. To preserve the frequency effi-
ciency, we need to multiplex several
sound programmes together in one
COFDM signal.

3 The Single Frequency

Network

(5) The COFDM technique we have
described in the previous chapter, is well
suited in environments in which one
must expect many reflected signals. In
many cases, it will not only tolerate the
reflections, but even benefit from them.
Due to the guard interval, the reflected
signals give constructive interference,
and improve the quality of the received
signal. This property opens new possibil-
ities for planning of transmitter networks.

The receiver sees no difference between
a passive echo caused by reflections, and
an active echo, generated by another
transmitter. In both cases it will receive
several delayed copies of the transmitted
signal. If the differences in delay do not
exceed the length of the guard interval,

and the signals are identical and syn-
chronous, the echoes will add up con-
structively.

This allows us to use the same frequen-
cies for several transmitters in an area,
given that they transmit the same signal
synchronously. This network, called a
Single Frequency Network (SFN) is very
frequency efficient. For national or sub-
national coverage, the SFN can transmit
from 4 to 12 times more programmes
than a traditional FM network, within the
same bandwidth.

The SFN demands that every transmitter
in the network transmits exactly the same
COFDM signal at exactly the same time
and at exactly the same frequency. Thus,
the network cannot be divided into
(regional or local) sub-networks for parts
of the time. We need separate local,
regional and national networks, or
regional networks that also transmit
national programmes. The SFN is less
flexible than the current FM networks, in
the case of geographical configuration.
This is the cost of increased spectral effi-
ciency.

The maximum difference in signal delay
is decided by the spacing of the transmit-
ters in the network, and the transmission
parameters of the COFDM signal must
be selected according to this. If the trans-
mitter spacing is 60 km, the delay spread
will be approximately 200 µs, and the
guard interval must exceed this.

4 The Eureka 147 DAB®

system

This chapter describes the main features
of the Eureka 147 proposal to a digital
sound broadcasting system, the DAB®
system. The system has been proposed as
a European Telecommunication Standard
(ETS) (6) for digital sound broadcasting.

4.1 Transmission system

The DAB system uses COFDM modula-
tion with QPSK modulation of each car-
rier, the modulated signal occupies a
nominal bandwidth of 1536 kHz.

The Doppler shift the receiver is sup-
posed to tolerate sets an upper limit on
the symbol time. As the Doppler shift is
frequency dependent, the upper limit of
the symbol time is also frequency depen-
dent. Due to this, the Eureka 147 has
defined three different transmission
modes of the DAB signal, each mode
having transmission parameters opti-
mized for particular operating frequen-
cies and network configurations.

Table 1 shows the main transmission
parameters of the DAB system in the
three different modes.

Mode I is intended for use in networks
operating in the VHF frequency range,
50–250 MHz, and is particularly suited
for single frequency networks. Mode II is
intended for use for local broadcasting in
the VHF and UHF bands and satellite
broadcasting at frequencies below 1.5
GHz. Mode III is intended for use in
satellite and terrestrial broadcasting at
frequencies below 3 GHz.

4.2 Audio coding

The Eureka 147 DAB system uses ISO
11172-3 layer II audio coding. (7) This
coding technique uses an algorithm that
takes advantage of certain properties of
the human sound perception. It allows a
bitrate reduction from 768 kbit/s down to
about 100 kbit/s per mono channel while
the subjective quality of the sound is pre-
served. The bitrate can take on a number
of values ranging from 32 kbit/s to 192
kbit/s per mono channel, or 64 to 384
kbit/s per stereo program. The lowest bit-
rates are achieved at the expense of
reduced sound quality.

Table 1 Transmission parameter of the Eureka 147 DAB system
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4.3 Multiplexing

The modulated COFDM signal of the
DAB system has a gross transmission
capacity of 2.3 Mbit/s. Several sound
programmes share this capacity in a time
division multiplex configuration.

The information of each programme is
protected by a convolutional code. Cod-
ing introduces redundant bits in the audio
bit stream. The code rate is defined as the
ratio of information bits to total number
of bits after coding, and the level of pro-
tection is dependent on the code rate. A
low code rate gives a good protection
against transmission errors, at the
expense of transmission capacity avail-
able for information bits.

The number of sound programmes that
can share the same multiplex is depend-
ing on both the audio bitrates and the
code rates selected for each programme.
We have a trade-off between the number
of sound programmes in a DAB multi-
plex on one side, and sound quality and
error protection on the other.

By using an audio bitrate of 192 kbit/s
per stereo programme and a coding rate
of 1/2, there will be room for six pro-
grammes in a DAB multiplex.

5 A possible network

solution

In this chapter we propose a structure for
a DAB network in Norway, using the
Single Frequency Network concept. (5)
The aim is to find a network structure
that can offer both regional programmes
for each county (fylke) and national pro-
grammes.

This proposal is based on some assump-
tions (that might not be correct):

Audio coding
It is assumed that an audio bitrate of
192 kbit/s per stereo programme gives
a sufficient audio quality. Using this
bitrate, each DAB multiplex can con-
tain six stereo programmes.

Available frequencies
It is further assumed that sufficient fre-
quency space can be made available.
The proposed network needs four fre-
quency blocks of 1.75 MHz each,
including guard bands between the
blocks, a total of 7 MHz. This band-
width should be in the VHF range
(30–300 MHz), as this is the optimum
frequency range for SFN. (6)

Frequency planning and co-ordination
The planning of the network has to be
co-ordinated with neighbouring coun-
tries, to avoid interference across the
borders. The limitations on the net-
work structure this co-ordination will
impose, is not considered here.

An important requirement of the SFN is
that all transmitters have to transmit the
same signal simultaneously on the same
frequency. The transmitters of the SFN
transmit a time-division multiplex of six
programmes. It has to be the same six
programmes for all the networks. This
makes sharing, even time sharing,
between national and regional networks,
impossible. A national SFN cannot trans-
mit different regional programmes in dif-
ferent regions. The network structure
ought to be a mix of both permanent
national networks and permanent
regional networks, in order to have both

national and regional programmes. We
can, of course, have only regional SFNs
that transmit both regional and national
programmes, but this is a less spectral
efficient way to transmit the national pro-
grammes.

The network proposal will offer two
regional programmes per county and six
national programmes. A national SFN,
using one frequency block all over the
country, transmits one DAB multiplex
with the six national programmes. The
regional programmes are transmitted
over seven regional SFNs. Each regional
SFN covers two or three counties. As the
DAB multiplex in each SFN transmits
six programmes, we get two or three pro-
grammes per county.

The transmitted signal has to be the same
in the whole SFN area. The programmes
transmitted in a regional SFN covering
several counties can be received in all of
the covered area, even if the programme
content is aimed at a single county.

By reusing the frequencies in regions far
apart, the seven regional SFNs need only
three frequency blocks. This is illustrated
in figure 7. The map shows the regions,
numbered from 1 to 7. The frequency
blocks are named A, B and C, and it is
indicated on the map which frequency
block the SFN in each region is using. In
table 2 the regional networks are summa-
rized.

This network gives eight programmes
(six national and two regional) in any
county. The necessary bandwidth is
7 MHz, or about 900 kHz per pro-
gramme. To achieve the same number of
programmes in an FM network, we
would need between 25 and 30 MHz.

We have not considered local broadcast-
ing for city or town coverage, in this pro-
posal. The frequencies used for the
regional SFN in one region can, in some
places, be reused for local broadcasting
on low power transmitters in the other
regions. But this is insufficient in order
to offer local DAB broadcasting in every
community. To achieve this, more fre-
quencies are needed.

Region Frequency block Counties

1 A Finnmark, Troms, Nordland

2 B Nord-Trøndelag, Sør-Trøndelag, Møre og Romsdal

3 A Sogn og Fjordane, Hordaland

4 C Rogaland, Vest-Agder, Aust-Agder

5 C Hedmark, Oppland

6 B Telemark, Buskerud, Vestfold

7 A Østfold, Akershus, Oslo

Table 2 Regional Single Frequency Networks



6 References

1 Jakes, W C. Microwave mobile com-
munications. New York, John Wiley,
1974.

2 Alard, M, Lassalle, R. Principles of
modulation and channel coding for
digital broadcasting for mobile
receivers. EBU Review, 224, 1987.

3 Maddocks, M C D. An introduction
to digital modulation and OFDM
techniques. Kingswood Warren, Eng-
land, The British Broadcasting Cor-
poration, Research Department,
1992.

4 Le Floch, B, Halbert-Lassalle, R,
Castelain, D. Digital Sound Broad-
casting to mobile receivers. IEEE
Transactions on Consumer Electron-
ics, 35, 493–503, 1989.

5 Kuhl, K H, Petke, G, Schneeberger,
G. Zur Gestaltung von Sendernetzen
für eien digitalen terrestrischen Hör-
funk. München, Institut für Rundfunk
technik, 1990.

6 DRAFT prETS 300 402. Radio
broadcast systems: digital audio
broadcasting (DAB) to mobile, port-
able and fixed receivers. Sophia
Antipolis, EBU/ETSI JTC, januar
1994.

7 International Standard ISO/IEC
11172-313. Coding of moving pic-
tures and associated audio for digital
storage media at up to 1.5 Mbit/s –
audio part. March 1993.

Region 1

Frequency A

Region 2

Frequency B

Region 5

Frequency C

Region 3

Frequency A

R 7

F A

Region 4

Frequency C

Region 6

Frequency B

Figure 7 A proposed structure of regional Single Frequency Networks

25



26

Digital Audio Broadcasting:

Terrestrial transmission experiments in Norway

B Y  R O L F  M Ø K L E B Y

Digital Audio Broadcasting (DAB) is a
new system with possibilities and restric-
tions different from other radio broad-
casting systems. Many experiments have
been carried out in other countries in
Europe as well as in Canada. Most of
these experiments have been concerned

with testing the theory of the system.
Many of the tests have been carried out
with low power transmitters, often cover-
ing urban areas.

In Norway there are long distances
between main transmitters, and several

smaller fill-in transmitters
(repeaters) are needed to cover
the fiords and valleys. In such
areas the signal is normally dis-
turbed by reflections and the
level has a wide range in any
given area. It is therefore impor-
tant for us to test the system
with realistic power levels.

The objectives for the DAB test
network in Norway are:

a To install a complete DAB
chain with encoding and
transmission in a Single Fre-
quency Network (SFN), to
gain experience with DAB
signal handling and the asso-
ciated equipment

b To study coverage for mobile
and stationary reception
under difficult topographical
conditions for both horizontal
and vertical polarization of
transmitted signals

c To perform demonstrations.

Frequency aspects

The frequency planning situation in Nor-
way is similar to most of the other coun-
tries in Europe. In the first years of the
planning study it was assumed that we
would use the band 100 – 104 MHz, but
after the introduction of national radio
stations P3 and P4 this has become
impossible. It is possible that DAB in
Norway will use frequencies in the high
end of Band III, TV channel 12 and up to
240 MHz. The test network has a licence
from the Norwegian Telecommunication
Authority to use frequencies between
235.25 and 240.00 MHz. The test
transmissions will use 236.75 ± 0.75
MHz.

The DAB test network

It was decided to install DAB transmitters
on two main transmitter sites; Tryvann,
Oslo and Jonsknuten, Kongsberg. There is
also equipment for a third smaller trans-
mitter, which can be installed when the
first preliminary tests show where it would
be most practical. The most likely position
is Hvittingen near Sande, south of Dram-
men.

Programme feed

The MPEG layer II encoder and COFDM
modulator are situated at NRK in Oslo.
These comprise an ITIS encoder, and a
COFDM and RF modulator from Tele-
funken. The encoder was originally
ordered with two stereo audio channels.
It will be expanded in the near future to
four stereo channels. The output of the
modulator is downconverted to 2 MHz
and transmitted to the DAB transmitter
on an analogue video connection (cable).

The traditional way of feeding main
transmitters is by microwave link. The
fill-in transmitters in this case are fed by
an “off-air” signal which is then fre-
quency converted. In a DAB single fre-
quency network (SFN) this is impossible.
The repeater has to transmit the same sig-
nal on the same frequency as the input
signal. Calculations and tests show that
the isolation between receiving and trans-
mitting antennas is less than the required
gain. The SFN also requires identical
data signals on adjacent transmitters. The
transmitting frequencies must also be
very accurate, less than 10 Hz difference
is tolerated.

DAB encoder

COFDM, 2 MHz

DAB

transmitter

1kW, VHF

DAB

programme link

20W, UHF

DAB

transmitter

1kW, VHF

UHF

downconv.

& synchr.

NRK Tryvasshøgda radio

Jonsknuten, Kongsberg

Figure 1 Test network DAB Norway
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The remote stations will be fed with UHF
links. The signal sent to Kongsberg/Jon-
sknuten is transmitted on channel 40
using a modified TV transmitter. Syn-
chronization is achieved by using the car-
rier as a pilot frequency and the COFDM
signal as the upper sideband. The output
stage in Oslo/ Tryvann is a standard
20 W UHF power amplifier.

DAB transmitter (VHF) 
The main transmitter site is Try-
vasshøgda radio which is an unmanned
station. The main tower at Tryvann car-
rying TV and FM antennas could not be
used due to lack of space. The DAB
transmitter is a Hirschmann VHF/TV
transmitter, with a TH298 tube producing
1 kW. The signal transmitted from
Oslo/Tryvann must be delayed by 245 µs
to compensate for the distance of the
UHF link to Jonsknuten/Kongsberg,
about 74 km. The input up-converter is
the same type as used for the German
satellite system, and converts the signal
via a standard IF of approx. 38 MHz and
a standard TV up-converter. The 1 kW
DAB transmitter set comprises two 19"
racks. One rack houses the input module,
converter and frequency reference sys-
tem, and the other contains the 1 kW tube
amplifier. The DAB signal requires a lin-
ear amplifier. The ratio between peak
power and average power is more than
10 dB. It is assumed that intermodulation
products just outside the channel below -
35 dB are acceptable, but there is no
internationally agreed limit. When linear-
ity correction is used in the power ampli-
fier, it is possible to attain 1 kW DAB
power with intermodulation products
approx. 35 dB below the output level.

The DAB transmitter at Kongsberg/ Jon-
sknuten is similar to the Oslo/Tryvann
transmitter, except that this station also
has a UHF down-converter. The same
unit also obtains synchronization from
the pilot carrier, thus ensuring that both
VHF transmitters are running at the same
frequency.

Transmitting antenna

system

When installing a new network, one
important consideration is the antenna
type used. It is normally assumed that
vertical polarization gives best reception
for mobile applications with a whip

antenna. The most difficult areas to
obtain coverage in practice are those
places in the shadow of the direct beam
from the transmitters. The signals reach-
ing such areas are reflected or refracted.
In such cases the polarization may also
be changed. The received signal level in
those places may not be much different
whether a vertical or horizontal transmit-
ting antenna is used. If horizontal polar-
ization could be employed, it would be
possible to use the high gain antennas for
TV VHF transmission. The coverage test

with both vertical and horizontal polar-
ization is therefore of treat interest.

Oslo transmitter, Tryvatn

Three antenna panels are installed, type
Kathrein, with both horizontal and verti-
cal polarization.

Height above ground: 110 m, and
640 m above sea
level

Antenna gain: approx. 3 dB

Feed cable: Kabelmetal, HF
1 5/8".

∆ t

0 - 1200 µs

Power

amplifier

1 kW

2 MHz

VHF

Antenna

switch

polariz.

2 MHz

UHF

Channel 40

PA 20 W

Frequency

ref.

10 MHz

2 MHz
COFDM

input
V

H

Programme link, UHF

DAB transmission, VHF, 236,75 MHz

Figure 3 Transmitter equipment, Tryvann

Center 236. 750 MHz Span 5.0 MHz

Res BW 30 kHz VBW 300 Hz SWP 1.0 sec

10 dB
Ref 17 dBm Atten 30 dB

Figure 4 Intermodulation in a 1 kW tube amplifier. 
Upper curve – without linearizer
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The vertical and horizontal dipoles are
fed by two different feeder cables. The
switch between the two antenna systems
can therefore be remotely controlled.

With a transmitter power of 1 kW, the
ERP will be approx. 1.5 kW between 70˚
and 300˚ N.

Kongsberg transmitter,

Jonsknuten

Two antenna panels of the same type as
Oslo are situated at the top of the FM/TV
transmitter station tower.

Heigh above ground: 91 m, and 898 m
above sea level.

With a transmitter power of 1 kW, the
ERP will be approx. 2.5 kW in a sector
20˚ – 170˚ N.

Receiver and measuring

equipment

Eureka 147 3rd generation receivers will
be used by NRK, Norwegian Telecom
Research and Broadcasting. The receiver

Figure 5 Antenna diagrams and population in coverage area

Figure 6 Measuring van
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DAB

antenna

Level meter
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weighs about 10 kg and has a power con-
sumption of 50 W from 12 V d.c. It can
receive on bands 1, 3, 4, and 5, and has a
system IF bandwidth of 1.5 MHz. The
receiver can decode one of six stereo pro-
grammes per channel. The receivers have
been tested together with the transmitters
and the whole chain is now functioning.
We were warned about spurious RF sig-
nals from the receiver. Several frequen-
cies are radiated at relatively high levels,
but luckily enough, none of them is in the
frequency band that will be used for
transmission in Norway. We will modify
the receivers to reduce radiation.

The measuring van will contain one
DAB receiver, one field strength meter
(Rohde & Schwarz, ESVB), a band III
whip antenna and a calibrated measuring
antenna. The positioning system will
consist of a GPS receiver together with a
module which has a compass and an
interpreter which receives impulses from
the wheels. The system will be controlled
by a PC which will also log all signal
measurements. The output file will con-
tain the following information: Signal
strength (from the ESVB), signal quality
(from the DAB receiver) and position

Figure 7 Audio quality versus input signal for DAB and
FM-stereo

Table 1 Necessary DAB field strength calculation
5

4

3

2

1

10 20 30 40 50 60 70 80
dBuV

Determined by

method of coding
FM-stereo

DAB

Sound quality

Figure 8 Coverage prediction, a part of DAB network

Required C/N with interference allowance 10.0 dB

Receiver input thermal noise (1.5 MHz BW) 75 ohm -3.5 dBµV

Receiver noise factor (conservative estimate) 10.0 dB

Antenna coupling loss, whip antenna at 230 MHz, approx. 10.0 + dB

Required field strength at antenna position 26.5 dBµV/m

Correction to refer 2 m field strength 
to 10 m above ground level 12.0 dB

Location correction factor 13.0 dB

Allowance for man-made noise 4.0 + dB

Calculated median necessary field strength,
10 m above ground level 55.5 dBµV/m
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1 BBC RD 1993/11 Digital Audio
Broadcasting
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Figure 9 Height profile, Tryvann - Jonsknuten

(from GPS). The data will be used to
derive a measured coverage map and this
will be compared with the calculated
coverage map.

Field strength

considerations

Figure 7 illustrates a very important
point. The signal level necessary for high
quality sound is much lower for DAB
than for FM-stereo. However, the level
for FM that gives mono signals with
some noise, is approximately the same as
for viable DAB reception. For mobile
reception (car radio) this level is the “low
usable level” for FM as the signal level is
only so low a relatively small percentage
of the time. The same signal level for
DAB gives full quality, but has a very
steep cut-off curve. The “low usable
level” for DAB has to be much higher to
allow for field strength variations. A cal-
culation for field strength must be carried
out for 99 % of locations instead of 50 %
which would be used for FM. The DAB
location correction factor for 50–90 % of
locations has been measured1 to be
approx. 13 dB. This is considerably less
than the FM location factor for 50–90 %
(19 dB).

Table 1 shows a first and probably con-
servative estimate. Network gain of a
Single Frequency Network, with more
than one transmitter would give a reduc-
tion of 0 – 8 dB. Both this figure and
necessary field strength will be verified
in the mobile and stationary field tests.

The calculated field strength map for the
Drammen–Oslo test area (Figure 8) is
composite calculation. Only the highest
level of field strength from either of the
two transmitters is shown. Network gain
is not calculated. This map shows a very
interesting area around Drammen and
Lier where the calculated field strength
values vary around the calculated low
level limit.

The height profile between Tryvann and
Jonsknuten is shown in Figure 9. The
Lier valley is situated approximately 1/3
in from the left hand side. The profile
shows clearly that there is no direct path
to any of the two transmitters in this area.



Introduction

As the evolution of audio is moving into
the digital domain it is becoming clearer
that the professional audio industry is no
longer capable of developing the compo-
nents needed in radio production. The
cost involved in developing the compo-
nents required in modern professional
audio equipment, is so large that few
manufacturers would be able to get the
equipment to the market with reasonable
returns on the investment. The volume of
units that can be expected to be sold is
far too small.

Luckily, the computer industry supplies
us with most of the necessary compo-
nents needed to design and produce pro-
fessional digital audio equipment. The
components we need are: storage media,
signal processing devices (including con-
verters), transfer networks, and a plat-
form on which these components can be
assembled into a system. We will also
need an interface to enter control infor-
mation from the user. One can, quite
rightly, claim that this is not much differ-
ent from other complex computer con-
trolled systems, e.g. process control for
chemical plants. The main point is that
the components are already there, with
one possible exception, the user inter-
face.

When developing a system for digital
audio we need to address the following
topics:

- System integration

- User interface

- Standards for digital audio.

Most importantly; the equipment must
have a price/performance ratio that can
compete with existing analogue equip-
ment. Most broadcasters will claim that
increased sound quality alone cannot jus-
tify any increase in price compared to
analogue equipment. The advantage of
introducing new systems has to give a
more efficient production of radio pro-
grammes.

When talking of digital systems in a
radio broadcasting company, we mean a
system for editing and live transmission.
Many different systems are on the mar-
ket, yet these systems do not normally
incorporate digital mixers. Digital mixers
are still too expensive, but prices are
expected to drop to an acceptable level in
a few years.

In a medium or large radio broadcast sta-
tion, there are some basic constraints on
the digital system for audio.

- The system must allow for multiple
users at any time.

- The users will be working at separate
workstations which must be able to
access a central database of audio files.

- All of the users must to be able to put
their edited audio items into a common
playlist or central archive.

- The users must be able to record, edit
and transmit the different audio files
from anywhere in the system via the
data network.

- The users must have access to other
services on their workstations, i.e.
word processing, news agencies,
databases and scheduling systems, to
mention a few.

In the following discussion we will
examine some of the points arising when
designing and purchasing digital systems
for professional radio production.

Sharing the resources?

The first question is where to put the
storage resources in our audio production
system? Is the best solution to have one
large shared storage for all the audio
items? This storage would have to
accommodate all the files containing the

audio items in the system. The audio has
to be distributed back to the workstation
during editing and playing via the data
network or along analogue lines. Should
we alternatively place the storage on
each workstation? Each user could put
his or her audio files on their personal
workstation, while the common audio
files are placed on a central workstation
for live transmission. Network database
techniques would have to be used to keep
track of which audio files and which ver-
sions are kept on the different worksta-
tions.

Having decided where to put the storage
resources, we have to consider the place-
ment of the signal processing resources.
There are again several possibilities, but
in this type of system we can assume that
we would not have distributed storage
while having centralized signal process-
ing resources. Therefore, if we have dis-
tributed storage, we would also have dis-
tributed signal processing resources. If,
on the other hand, we have centralized
storage, we could choose whether to have
centralized or distributed signal process-
ing. The three possibilities are shown in
Figure 1.

In the first case we would have to take
some kind of control information from
the user terminal back to the central sys-
tem, and we would also need to send the
audio signal on analogue lines from the
central system to the user terminal. The
initial cost of this kind of system is high,
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but such systems are able to handle a
large number of simultaneous users, even
with linear PCM coded audio. Additional
user terminals could also be added at
lower costs compared to the other two
system alternatives.

The second alternative is to have a cen-
tral storage for audio, while having the
signal processing and conversion hard-
ware at the user terminals. In this case we
would have to transfer control informa-
tion between the user terminal and the
central system, but we would also have
to transfer audio, as digital data between
the user terminal and the central system.
For these two purposes we use a data net-
work. Most commercial data networks
could be used. The number of simultane-
ous users is limited by the capacity of the
network and the data rate at which the
audio is coded. In order to be cost effec-
tive with current technology, these sys-
tems would have to use low bitrate cod-
ings. We will discuss some aspects of
low bitrate coding later in this article. In
real life, the user terminals would be
ordinary PCs with plug-in cards, and the
network would be of Ethernet or token
ring type. In order to increase the number
of simultaneous users beyond approxi-
mately 20, we would have to use more
network segments.

The last alternative would be to distribute
both storage and signal processing. The
user terminals would be ordinary PCs
with plug-in cards and extra storage, con-
nected together via data networks. In
order to make such a system work as a
total sound production system, we would
have to use distributed database mecha-
nisms. This solution has up to now only
been realized for high cost/performance
systems.

Compressed or linear

audio?

One of the questions that always arises
when we are talking about digital audio
is, how can we reduce the amount of data
that is needed to store and transfer the
audio. Several standards have already
been defined for reducing the data rate of
high quality digital audio. Most of these
standards use psycho-acoustic principles
of human hearing to remove data without
altering the perceived sound. Tests have
shown that even with very significant
reduction of the datarate, even trained lis-
teners are not able to tell the difference
between the original and the bitrate
reduced sound. The coding is perceived
as being transparent. Table 1 gives an

example of bitrates for coded audio giv-
ing acceptable quality.

The two standards of bitrate reduction
quoted in this table are accepted as giv-
ing transparent quality for most types of
audio material.

There are some drawbacks of bitrate
reduction. Audible side effects can be
produced for some kinds of complex
music but this signal degradation is not
usually serious. Signal degradation is
more severe when bitrate reduction cod-
ing is used in series (tandem coding).
This degradation can be made audible by
processing which alters the spectral bal-
ance or the dynamic properties of the
material between the codings. Encod-
ing/decoding without intermediate pro-
cessing 5–8 times, is accepted to be the
upper limit whilst maintaining transpar-
ent sound. A delay is introduced in the
encoding/ decoding process. This is due
to the size of the block containing coded
samples. The smallest unit in the bit
stream is no longer the sample, but the
‘block’. This also limits the accuracy of
the edits done with the encoded sound. It
is very difficult to perform traditional
signal processing on the sound without
decoding it, e.g. mixing and equalizing.

All of these factors in some way restrict
our use of bitrate reduced audio. It is
very easy to show that in a radio broad-
casting chain, from microphone to
receiver, the assumed maximum number
of codings is often exceeded. We will
therefore have to restrict our use of these
codings. To decide which parts of the
broadcasting chain to reserve for bitrate
reduction codings, we will divide the
chain into four categories or parts.

- Contribution

- Production

- Distribution

- Transmission.

When examining these parts, and com-
paring the cost involved, it is evident that
the most expensive part is in transmis-
sion. Radio frequency bandwidth is a
very restricted resource. It is obvious that
audio bitrate reduction coding must be
used in order to keep the usage of this
resource to a minimum. This is reflected
in the DAB (Digital Audio Broadcasting)
standard.

When comparing costs for disk space for
storing audio with transmission, the
majority of the costs are involved in the
transmission. We should also therefore
give priority to the contribution and dis-
tribution part of the broadcasting chain
when considering bitrate reduction cod-
ing techniques. This does not necessarily
mean that we should avoid bitrate reduc-
tion in production systems, but when we
approach the limit for tandem codings,
production is definitely the part of the
chain where we should turn to linear
audio. We have to take this into account
when designing and specifying produc-
tion systems.

User interface

Before looking into the details of the user
interface we have to examine two factors
concerning the users in larger radio
broadcasters:

- One aim is to involve more professions
in editing and live production than the
traditional engineers.

- The potential user group spans a wide
range, considering age, knowledge and
ability to adopt to new technology.

It cannot be emphasized enough: If all
the users mentioned above are to use the
system extensively, it must be simple.
Simple in this context is very difficult to
define, but there are a few rules of
thumb:
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Format Data rate Bytes/min 1 Gbyte = Reduction

Coded ISO/MPEG layer 2 2 x 128 kbit/s 1,92 M 8h20 6x

Coded ISO/MPEG layer 2 2 x 192 kbit/s 2,88 M 5h43 4x

Linear 2 x 768 kbit/s 11,52M 1h27 0x

Table 1 Data rates on the currently most common data compression schemes used on PC based
editing systems



- The process must resemble a familiar
process, e.g. the splicing of tape.
Jog-wheels resemble turning of tape
wheels, faders have a natural associa-
tion with levels, etc.

- Specialized user panel with dedicated
push buttons, fader and knobs where
each control has its own unique func-
tion, would be preferable to general
user interfaces like the keyboard and
mouse.

- The last item leads us to another major
concern; ergonomy. The user interface
has to be comfortable to use. It must
not be tiring on any part of the body.

If one follows these guidelines an intu-
itive user interface may be realized. The
function of each control will be obvious
to the users, and simple operations are
thus easily performed. If the interface is
intuitive, it will be easy to introduce the
new technology to established users. The
equipment can be used effectively from
the beginning, and the need for training
can be reduced to some extent. In other
words, a good user interface is vital when
introducing new technology.

Production formats

Production studios are often equipped
with a swarm of different production for-
mats. The equipment for the old analogue
formats like 1/4" tape, vinyl records and
compact cassettes have not been rendered
unnecessary, while the digital formats
CD and DAT are well established in the
control room together with computer
hard disc based systems, analogue Carts
and the new digital floppy disc based
carts. It is by no means economical to

have all these production formats in use.
We have to reduce number of formats in
the future.

The natural question to ask is then, which
formats to keep and which of them will
exist in the future. Guessing is very diffi-
cult and many of those who have tried to
predict the future have failed. Neverthe-
less, Table 2 gives us a starting point by
summarizing some important qualities of
the different professional formats. 

The analogue formats will eventually dis-
appear. DAT and CD are commercial
formats. CD has proven to be a very
good way to distribute pre-recorded
material. DAT will eventually be
replaced by some of the other digital for-
mats.

Surviving formats for production must
give very fast access to the material. For-
mats with random access are therefore
the only choice. It is possible that all
three random access formats will prevail.
Hard discs because they are cheap and an
easy way to store relatively large quanti-
ties of audio. MO discs because they are
easy removable, and can withstand rela-
tively rough handling. Solid state RAM
because of its extreme robustness which
is well suited for portable recorders. Cost
and long term stability are most impor-
tant for archiving purposes. It is therefore
possible that the QIC cassette can survive
as a format for long time mass storage of
audio.

Add to these formats possible new for-
mats that technological development will
bring. The storage capacity of optical
tape is only one example of the advan-
tage of these new formats. Other formats
will surely follow in the future.

Standards

Organizations like EBU, AES and ISO
have given us some very useful stan-
dards. This is a necessary condition for
the broad acceptance of the technology.
Here we will only mention a few of the
most used and accepted standards.

AES/EBU interface. This standard speci-
fies the point-to-point interconnection of
linear coded (PCM) audio between two
pieces of equipment. The standard is only
intended for connections over short dis-
tances. The AES/EBU interface is imple-
mented on virtually all professional digi-
tal equipment. It is the de facto industry
standard. Recently, there have been
attempts to extend the standard to incor-
porate five general bit streams, each of
which can be used for bitrate reduced
audio.

ISO/MPEG has defined a standard for
coding of bitrate reduced audio. The
standard is defined in three different lay-
ers of complexity. Within each layer
there are several bitrates available. This
format is predominant in Europe. See the
section treating this topic separately.

MUSIFILE, is a file format standard for
digital audio, both linear and bitrate
reduced. With this format implemented it
is possible to use different products
within a system for radio production.

These are a few of the standards that
exist for digital audio, but definitely the
most important ones, excluding CD and
DAT. We also have to rely on several
standards in the computer industry. Stan-
dardization is a key point when products
from the computer industry form the
basic components in radio production
systems. As radio broadcasters, we
should contribute to and encourage the
standardization work that is going on in
the different organizations.

An example

To end this article we shall present a sys-
tem that is installed in NRK’s district
office in Oslo. This office is a medium
sized radio station with a focus on local
news and current affairs. A digital pro-
duction system was required for their
editing and live transmissions. Tandberg
data was chosen as the contractor, and
simplicity of the user interface was
emphasized. The system comprised eight
workstations in a network with a central
server, see Figure 2. The workstations
are regular PCs with an add-on card con-
taining signal processing and conversion
hardware. A dedicated hardware control
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Format Access Handling Price

1/4 tape linear/ cut rough

Vinyl LP linear fragile

CD random rough high

DAT linear, no splice fragile medium

QIC linear, no splice rough low

MO disc random medium medium

Hard disc random fragile low

RAM random rough high

Table 2 A short form comparison between the most common production formats used in profes-
sional broadcasting companies



panel is used to simplify the use of the
system, see Figure 3. Bitrate reduced
audio is used according to ISO/MPEG
layer 2 with a bitrate of 192 kb/s per
channel. The central storage has a capac-
ity of 20 hours of audio.

The system is integrated with the stan-
dard news service. Although much
emphasis was put on simplicity of use,
the system was initially not simple
enough, and was not accepted. The con-
tractor rewrote parts of the program and a
few months later the system was
accepted by the users, and it is now in
use. Figure 4 is an example of the screen
layout when editing.
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Figure 3 Layout of the dedicated user panel for editing on the Tandberg digital
audio production system

Conclusion

When equipment for radio production is
assembled from components from the
computer industry, it is very important
that we involve the users in the design
phase. It is easy to forget that we are not
making computers, but equipment for
producing and playing audio on the
radio. Perhaps future generations will
prefer modern computers to dedicated
equipment, but in the meantime we have
to remember the purpose for which the
new equipment is to serve: to help all the
users make better programmes, faster.

Mirror discs

Server

On air workstation
with dedicated panels

Workstations
for editing
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Figure 2 Schematic view of the system for digital production and
on air broadcasting, installed at NRK’s district office in Oslo

Figure 4 Screen layout of the editing programme on the Tandberg digital audio
production system



Introduction

It is fair to claim that the change from
analogue to digital technology in televi-
sion production is the greatest technolog-
ical change since television was intro-
duced. When the first black and white
television was replaced by colour televi-
sion, it was an evolutionary and compati-
ble step on the ladder of analogue televi-
sion.

The introduction of a digital technology
represents revolution in its own right,
there is no link to the analogue world
except via A/D- and D/A converters. As
the video signal is replaced by binary
digits, equipment and systems will also
have to be replaced. Where analogue and
digital systems have to work side by side
in an interim period, conversions
between the two worlds have to take
place.

Today it is probable that NRK will
replace the analogue infrastructure with
digital systems towards the end of this
century. This is provided our economy
will allow the necessary investments.

Modern analogue TV

production

When colour television was introduced in
Norway in 1972 it represented one of the
last steps of analogue television systems.
The PAL system, in concept a transmis-
sion system eliminating the drawbacks of
NTSC system, was also well suited for
use in studios as a production system.

The PAL composite colour coded signal
can easily be handled by the production
equipment provided the necessary pre-
cautions are taken regarding synchro-
nization and timing. As the videotape
recorder (VTR) improved and electronic
editing systems matured, one inherent
deficiency in the PAL signal became a
problem. Originally, the absolute phase
between the colour sub-carrier and the
sync signal was not defined in the PAL
system. This created a timing error when
editing videotapes containing signals
from different sync sources. To over-
come this the PAL signal specifications
were modified and a fixed relationship
between sync and the colour sub-carrier
was introduced.

Even with this modification the PAL sig-
nal is not easy to handle for the VTR in
the editing phase. To explain this briefly,
let us look at the equation describing the
relationship between system line fre-
quency and colour sub-carrier frequency.

fSC = (567 / 2 + 1 / 4) fL + 25 Hz
= 283.75 × 15625 + 25 Hz

fSC = 4.43361875 MHz

fSC = subcarrier frequency

fL = line frequency
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One can see from this relationship that
the sub-carrier frequency contains an
integer number of cycles for every eight

fields. This means that in an editing pro-
cess there is 160 ms between edit points;
a considerable time interval when there is

much action in the scene. In addition, the
VTR will have to identify one field out
of eight when synchronizing to the studio
reference, a process taking a few seconds
every time the machine starts.

The PAL-system therefore makes high
quality editing difficult and time consum-
ing and in addition puts limitations on the
achievable picture quality due to:

1 intermodulation distortion in the
recording process caused by non-lin-
earities,

2 folding of sidebands caused by the
choice of modulator carrier frequency
and deviation as defined in the record-
ing standard.

To overcome these problems recording
systems without use of a high level sub-
carrier and with separate recording chan-
nels for luminance and chrominance
information was developed. The most
successful of these system have been the
Betacam analogue component recorder.
These recorders have been sold world
wide in more than 180 000 units. In addi-
tion, other system components have also
been developed and analogue component
production systems are today giving
superior picture quality compared to PAL
studio systems although the signal is
encoded to PAL for transmission.

The signal format for component systems
is internationally standardized as in the
EBU N10 standard for the European 625
line system. A similar standard also
exists for the 525 line system. Signal
wave forms and amplitudes are shown in
Figure 1.

The early years of digits in

television

In the early seventies the VTR had a very
limited correction window in the Time
Base Corrector, only 1 µs approximately.
This was caused by the fact that the
video signal had to be stored in analogue
delay lines with variable delay. VTRs
had been built with ultrasonic glass delay
lines in the TBC giving a correction win-
dow of one TV line. However, these
machines were very expensive and com-
plex; in addition the video buffer suf-
fered from the general drawbacks associ-
ated with ultrasonic glass delays.
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Parameters 525-line 625-line
60 fields/s systems 50 fields/s systems

1 Coded signals: From gamma pre-corrected signals
Y, CR, CB

2 Number of samples 858 864
per total line:
- luminance (Y)

- each colour difference 429 432
signal (CR, CB)

3 Sampling structure Orthogonal, line, field and frame repetitive.
CR and CB samples co-sited with odd

(1st, 3rd, 5th, etc) Y samples in each line

4 Sampling frequency1:
- luminance signal 13.5 MHz 13.5 MHz

- each colour difference 6.75 MHz 6.75 MHz
signal

5 Form of coding Uniformly quantized PCM, 8 (optionally 10) bits
per sample, for the luminance signal and

each colour difference signal

6 Number of samples per 
digital active line:
- luminance signal 720

- each colour difference 360
signal

7 Analogue-to-digital hori- 16 luminance clock 12 luminance clock
zontal timing relationship: periods periods
- from end of digital 

active line to OH

8 Correspondence between (Values are decimal)
video signal levels and
quantization levels:
- scale 0 to 255

- luminance signal 220 quantization levels with black level corresponding
to level 16 and the peak white level corresponding

to level 235. The signal level may occasionally excurse
beyond level 235.

- each colour difference 225 quantization levels in the centre part of the
signal quantization scale with zero signal corresponding

to level 128.

9 Code-word usage Code words corresponding to quantization levels
0 and 255 are used exclusively for synchronization.

Levels 1 to 254 are available for video.

Table 1 Encoding parameters for Rec. 601, 4 : 2 : 2 member of the family

1 The tolerance for the sampling frequencies should coincide with the tolerance for the line frequency
of the relevant colour television standard.



To overcome these problems the last gen-
eration of 2" Quadruplex VTRs intro-
duced a digital TBC with a correction
window of more than half a TV line. The
digital memory could store 512 bytes! At
that time it was quite an achievement. But
by today’s standard the digital process
was quite simple; the A/D and write pro-
cesses were clocked by three times sub-
carrier frequency from the playback sig-
nal. The read process and D/A conversion
were locked to studio reference, thereby
providing a stabilized output signal.

Around the mid-1970s the first genera-
tion of 1" helical scan VTRs with broad-
cast quality came on the market; these
machines improved rapidly in user flexi-
bility and performance as the use of digi-
tal technology increased. With the cor-
rection window of the TBC increased to
many TV-lines, the start-up time could
be shortened considerably. This was of
great importance in order to reduce the
time needed for post production editing.
Towards the end of the 1970s increas-
ingly complex post-production processes
started to appear, and this demanded
access, not to the composite signal, but to
its components. It also demanded a sam-
pling structure that was repeated exactly
from one picture to the next, which is not
the case with sampling clocks locked to
the colour sub-carrier. It was also fortu-
nate that work carried out had established
that it is possible to interface a compo-
nent coding system with a composite
PAL environment using a digital PAL
decoder with the sampling clock not
locked to PAL sub-carrier.

At the same time better designs of A/D
and D/A converters were developed
which, when applied to composite sig-
nals, were able to use sampling clocks
not locked to sub-carrier without produc-
ing unwanted patterning in highly satu-
rated areas.

Towards an international

coding standard

On this background it was clear that if
the international discussions should focus
on component coding, the choice of sam-
pling frequencies would not have to be
restricted by the need for a
“composite/component bridge” close to a
multiple of the sub-carrier frequency.

A period with intense international dis-
cussions followed to search for accept-
able frequencies. The concentration was
now on component signals with an
emphasis to seek for the greatest possible
commonality between 525- and 625-line
applications. The result was the well
known CCIR (now ITU/R) Recommen-
dation 601 which defines the coding
parameters for both 525- and 625-line
systems [1]. This recommendation in fact
describes a whole family of encoding
standards where the 4:2:2 member is
most common. For both systems the
same sampling frequencies are used
(13.5 MHz and 6.75 MHz for the Y and
U/V signals respectively) and the number
of samples per active digital line are also
the same (720 samples and 360 samples
for Y and U/V respectively). The number
of samples per total line are different, but
these are integers (858 for 525-
line and 864 for 625-line) since
the sampling frequencies are mul-
tiples of 2.25 MHz.

ITU/R Recommenda-

tion 601

Rec. 601 is the coding standard
describing all parameters and
details related to the digital encod-
ing of component video signals.
The main characteristics are given
in Table 1.

In the table the colour difference
signals CB and CR are renormal-
ized (R-Y) and (B-Y) signals. The
explanation is as follows:

In analogue (and digital) form the lumi-
nance signal (Y) has a relative amplitude
of 1. The colour difference signals (R-Y)
(B-Y) have relative amplitudes of ±0.7
and ±0.89, respectively. In order to give
the digital colour difference signals the
same relative amplitude as the luminance
signal, the following re-normalization
coefficients will be:

KR = 0.5/0.7 = 0.71

KB = 0.5/0.89 = 0.56

The expressions for CB and CR then
become:

CR = 0.71(R-Y) 
= 0.50R - 0.42G - 0.08B

CB = 0.56 (B-Y) 
= -0.17R - 0.33G + 0.50B
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Figure 2 Orthogonal sampling structure and co-sited samples

Figure 3 A/D converter according to ITU-R Rec. 601

Clock
generator

LPF

LPF

LPF

8(10) bit
A/d conv.

video

8(10) bit
A/d conv.

video

8(10) bit
A/d conv.

video

13.5 MHz
clock

6.75 MHz
clock

Y-video

CB-video

CR-video

Parallel
data

multiplexer

(ITU-R Rec.656)

13.5 Mbit/s
parallel

data
8(10) bit

6.75 Mbit/s
parallel

data
8(10) bit

6.75 Mbit/s
parallel

data
8(10) bit

Rec 656
parallel
video
data

8(10) bit

27 M
word/s

Line n-1

CR

Y

CB

Y

CR

Y

CB

Y

Line n

CR

Y

CB

Y

CR

Y

CB

Y

Line n+1

CR

Y

CB

Y

CR

Y

CB

Y



40 dB

12 dB

50

40

30

20

10

0

dB

5.75 6.75 13.5

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

0.05

0

-0.05

dB

0.01 0.05 0.1 dB

Frequency (MHz)

0 1 2 3 4 5 6

5.5
5.75

Frequency (MHz)

5

0

-5

ns

0 1 2 3 4 5 6

5.75Frequency (MHz)

4 ns 6 ns2 ns

38

Figure 4 Anti-aliasing and reconstruction filters according to ITU-R Rec. 601
a) Template for insertion loss/frequency characteristic
b) Passband ripple tolerance
c) Passband group-delay tolerance
Note: The lowest indicated values in b) and c) are for 1 kHz (instead of 0 MHz)

Specification for a luminance or RGB signal filter used when sampling at 13.5 MHz

a)

b)

c)
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The meaning of an orthogonal sampling
structure and co-sited samples are exem-
plified in Figure 2.

The encoding of all three signals is per-
formed in A/D converters shown in prin-
ciple in Figure 3.

The Low Pass Filters (LPF) in the figure
are anti-aliasing filters to prevent the
sidebands from the sampling process to
overlap into the baseband signals. These
filters have very tight tolerances regard-
ing frequency and phase response (group
delay). This is to ensure that the video
signal can pass many A/D and D/A con-

versions without undue reduction in sig-
nal quality. The filter characteristics are
shown in Figure 4. The same filters are
also used as reconstruction filters in the
D/A converters.

In order to interface the digitally encoded
signals to external processing equipment,
a standardized interface is needed. In
Figure 3 this standardized signal struc-
ture is performed in the parallel data mul-
tiplexer. All details concerning this inter-
face are described in ITU-R Rec.656-1,
the interface standard [2], [3]. Of funda-
mental importance is the description on
how the sample values from the co-site

samples are organized in time. Figure 5
shows the composition of the data multi-
plex and the position of the Timing Ref-
erence Signals (TRS), EAV and SAV
(End of Active Video / Start of Active
Video).

With 720 active samples per line the
duration of a digital active line is 53.3 µs,
or 1.3 µs longer than the analogue active
line. Figure 6 shows the relative positions
of the digital and analogue lines.

It will also be seen that the analogue syn-
chronizing pulse has disappeared in the
digital signal and is replaced by the TRS
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words. These data words consist of a
three word preamble and a fourth sync
word. The preamble consists of the
sequence FF 00 00 (hex). The TRS struc-
ture is shown in Table 2.

The three bits F, V and H carry the nec-
essary information while the bits P0 to P3
are protection bits for the F, V and H bits.
This fourth TRS word is the only word in
the Rec. 656 data multiplex that is pro-
tected. Single error in the F, V or H bits
can be corrected, dual errors can be
detected. All other data in the multiplex
are unprotected! This means that the
quality of the channel transferring Rec.
656 signals must be very high.

The digital blanking interval between
EAV and SAV constitutes what is termed

an ancillary data channel. The horizontal
blanking is used for transferring the audio
that accompanies the video signal. The
capacity is sufficiently high to carry a
number of AES/EBU encoded audio sig-
nals. For the time being equipment for
carrying four audio channels (two stereo
pairs) have been developed. However,
there is room for eight digital audio chan-
nels.

In addition to the bit-parallel interface,
Rec. 656 describes also a bit-serial ver-
sion. It is this serial interface that enables
larger and practical digital television pro-
duction systems to be designed and built.
Figure 7 gives an overview of the serial
interface. The parts that are standardized
in Rec. 656 are the serial encoder and
decoder.

The co-processors enable ancillary data
like digital audio to be multiplexed into
the video bit-stream and extracted at the
receiving end. This possibility is a great
advantage and can lead to substantial
cost savings in larger installations. A
detailed description of the components
that make up the serial interface is out-
side the scope of this article. Further
reading can be found in [4].

Neither the coding nor the interface rec-
ommendations bear any reference to the
image format. Sampling frequencies and
other coding parameters are only related
to line frequency (line duration) and
frame frequency. This means that when
the wider 16:9 image format is intro-
duced for 625 line television, digital pro-
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SAV: start of active video timing reference code
EAV: end of active video timing reference code



Video timing reference codes1

Data bit First word Second word Third word Fourth word
number (FF) (00) (00) (XY)

9 (MSB) 1 0 0 1

8 1 0 0 F

7 1 0 0 V

6 1 0 0 H

5 1 0 0 P3

4 1 0 0 P2

3 1 0 0 P1

2 1 0 0 P0

12 1 0 0 0

0 1 0 0 0

Table 2 Structure of the TRS signal

1 The values shown are those recommended for 10-bit interfaces.

2 For compatibility with existing 8-bit interfaces, the values of bits D1 and D0 are not
defined.

F = 0 during field 1, 1 during field 2
V = 0 elsewhere, 1 during field blanking
H = 0 in SAV, 1 in EAV
P0, P1, P2, P3 = protection bits
MSB = most significant bit

duction systems based on Rec. 601 cod-
ing can be used with the same excellent
picture quality as for the 4:3 image for-
mat.

Proposals have been made to increase the
sampling frequencies in the same propor-
tion as the picture width is increased, giv-
ing sampling frequencies of 18 MHz and
9 MHz for the luminance and colour dif-
ference signals, respectively. This pro-
posal, should it be adopted, would have
disrupting effects on the benefits of hav-
ing a world standard for digital coding of
video signals. In addition, the economical
and practical repercussions would be con-
siderable. It can also be argued whether
the picture quality received in the homes
would be visibly enhanced as a result of
the increased sampling frequencies. Both
transmission systems and receiver dis-
plays would have to be enhanced, some-
thing that is hardly economically feasible.

Digital video production

equipment

Today all necessary system components
that are needed to build a digital video
production centre, have been developed
and are available on the market. Until the
end of 1992 there was much activity for
digital composite TV production. But
since early 1993 interests have been
more concentrated around component
digital systems based on the ITU-R
Recommendations 601 and 656.

In the same way as modern analogue pro-
duction systems could not exist without
the VTR, so can the digital production
system not exist without the digital VTR-
(DVTR). This machine, with its ability to
make an exact replica of the original dig-
ital signal, opens up possibilities which
do not exist in analogue systems. But
other system components are also impor-
tant to (digital) television production, so
let us have a look at some of them:

- Vision mixer
This unit can cut, mix, fade and wipe
between sources. In addition, high
quality chroma key, mix/effects and
multi-layering can be performed.

- DVE
Digital Video Effect generators are
normally used in conjunction with a
vision mixer. Effects like picture shift,
zoom, flip, spin, tumble, rotation, etc.
(often with perspective) are common,
and complicated key signals can be
generated.

- Caption generators
Caption generators provide text to be
added to the picture. These units can
generate all possible fonts and most of
them provide anti-alias filtering for
best picture quality.

- Graphics
‘Graphic units/paint boxes’ can gener-
ate diagrams, figures and drawings.
Also a video frame can be grabbed in
the unit’s memory and used as the
basis for all kind of picture manipula-
tion.

- Still store
This is a unit for storing still pictures
in a hard-disk based memory with
short access time.

- Synchronizer
When signals generated externally
have to be processed, it is necessary to
synchronize these signals to the local
reference. A synchronizer loads the
incoming signal in a picture memory
and reads it out with a clock locked to
studio reference. In this process the
signal is delayed by (at least) one
frame or 40 ms. If the accompanying
audio is not multiplexed in the video
bit stream through the synchronizer,
the audio must be delayed separately
by the same amount.

A common denominator for all these
units are input/output interfaces accord-
ing to Rec. 656. Together with picture
sources like cameras and telecine-
machines, complete studio/post produc-
tion systems can be built; A/D converters
and sync generators are necessary pre-
requisites. To be able to handle source
signals from old PAL
installations/recordings, digital decoders
will also be needed.

When considering the system aspects for
digital installations, a different set of
problems become apparent compared to
analogue systems. One property of digi-
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tal equipment is that processing takes
longer time than with analogue equip-
ment. Vision mixers normally have a
processing delay of at least one TV line.
The reason for this large delay is the
need to synchronize all input sources to
within the same picture sample. Since the
mixer hardware performs parallel pro-
cessing on multiplexed Y, CB and CB
samples, all inputs must obviously be in
step. If the mixer is large and complex,
output synchronization may also be nec-
essary adding one extra line of delay.
Compared to the system reference signal,
output video may be delayed two TV
lines. For further downstream equipment
running on the same system reference
this delay will cause the output video to
be shifted vertically, something that is
unacceptable. To overcome this, it is nec-

essary to have several reference sources,
originating from the same generator but
timed with respect to one another in such
a way as to compensate the processing
delays as indicated in Figure 8.

The last couple of years have seen the
emergence of hard-disk based editing
systems. These units are nothing more
than a hard-disk recorder for digital
video (and audio) with heavily bit com-
pressed signals, giving a long playing
time (several hours) on a stack of 1
Gbyte disks. With the short access time
of a hard-disk, any scene in the source
material can be viewed instantly. For
editing purposes this is of great im-
portance since edit time will be de-
creased and creativity increased. The
hardware in these systems are standard

‘boxes’ as developed by the computer
industry; only the software is specially
developed for the purpose.

The short list above of digital video pro-
duction equipment for broadcast use are
normally found as dedicated products.
The sale may be limited to a few hun-
dred, maybe a few thousand units, giving
the very high price normally found for
this type of equipment. However, the
performance and processing power of a
standard PC has increased dramatically;
the result is that a normal 486 PC with a
high clock frequency can now process
live digital video in real time. But still
some concessions on picture quality must
be accepted compared to ‘Rec. 601 qual-
ity’. Nevertheless, it is only a matter of
time before this hurdle is overcome.
Already today ‘top-rank’ graphical sys-
tems and still stores run on standard com-
puter industry platforms. This trend will
open up a completely new situation for
the broadcaster / program production
companies with reduced investment costs
and increased opportunities. And it will
come sooner rather than later.
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Figure 7 Serial interface overview
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Digital Television based on MPEG2 – Activity in Norway
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1 Introduction

There is an overall trend to represent
information on digital form. This is also
true for images – both still images and
video. One of the requirements for practi-
cal use of digital video is digital image
compression. This presentation will focus
on why this is so, and why the transition
to digital representation is taking place
now. Another main part of the presenta-
tion is to outline the MPEG solution to
digital video compression.

Section 2 will address the reason why
compression is necessary and why it is so
much in focus now. At the moment
ISO/MPEG is the “main player of the
game”. Section 3 will therefore try to
characterize MPEG as a group. Section 4
gives a general overview of “hybrid
DCT” coding and the MPEG version of
this type of coding in particular. Section
5 deals mainly with the NTR activity in
developing the MPEG2 standard. Section
6 describes very briefly the implementa-
tion of MPEG2 at NTR.

2 Why is digital image

compression so much

in focus now?

2.1 Why is video compression

needed?

When digitizing images, each point in the
image is represented by a number. When
the signal resulting from this process is
being transmitted, it will require much
more bandwidth than the original ana-
logue signal. Transmission of the digital
signal will typically require 4 times as
much bandwidth as the analogue repre-
sentation. We therefore say that the sig-
nal has been expanded by a factor 4.

After digital compression the signal is
still represented on digital form, but the
number of bits is reduced typically by a
factor of 30.

The total result of the digitization and
compression process is therefore that we
have produced a digital signal that
requires a transmission capacity of
10 – 20 % compared to the original ana-
logue signal. The process is illustrated in
Figure 1.

2.2 Connection between digital

compression and available

electronics

Digital image compression has evolved
over the last twenty years. It basically
started at the time when the first micro-
processor was introduced. This linkage to
the availability of suitable hardware
should be no surprise since the image
compression techniques are heavily
dependent on computational power. The
coding methods always have to adjust to
the current status of implementability.

A live video sequence typically consists
of 1 – 20 Mpixels/sec depending on the
quality. The simplest compression meth-
ods operating on a pixel to pixel basis
requires a few instructions per pixel
(Ipp). Used together with a video format
of 1 Mpixel/sec this results in a hardware
requirement of a few Mips. This turned
out to be a demanding task ten years ago
– especially since the types of operations
needed are very “data dependent” and
therefore cannot be “hardwired”.

About 10 – 15 years ago the trend was to
move from the pixel to pixel coding
methods to transform or vector quantiza-
tion based coding methods. These meth-

Analogue Digital uncompressed Compressed digital

Performance

Pixel based
H.120

H.261 MPEG1 MPEG2

1 10 100 Complexity (Mips)

?

Figure 1 Illustration of bandwith requirements for transmitting video on analogue form, uncom-
pressed digital and compressed digital

Figure 2 Relation between performance and hardware complexity of existing coding standards



ods are considerably more powerful con-
cerning compression. The penalty is that
they also require more computation
power – typically 10 – 20 Ipp.

The next large step in both performance
and required processing power was the
introduction of motion search and motion
compensated prediction. This increased
the requirement for processing power by
almost a factor of 10. The standards
H.261 for video telephony and MPEG1
falls into this category (1,2,3).

With MPEG2 (4) the complexity of the
coding method was increased yet another
step by allowing more prediction modes
and introducing B-frames (used also in
MPEG1, see definition below).

This development has been tried visual-
ized in Figure 2. There is no reason why
this development should stop now. We
will certainly see new more
powerful/more complex coding methods
being developed hand in hand with the
increased availability of computing
power. One interesting trend is that at the
moment compression performance does
not seem to increase very much as com-
plexity is increased. Is this a “local” phe-
nomenon, or will we see a saturation
point regarding compression?

3 MPEG2

3.1 The mandate of MPEG

MPEG (Moving Pictures Experts Group)
is the nickname of a working group in
ISO. Its full name is ISO/IEC
JTC1/SC29/WG11. Originally the man-
date of MPEG was to develop standards
for storage of video. Concerning stan-
dardization of real time transmission sys-
tems like video conferencing and televi-
sion, this has been the responsibility of
telecommunications bodies like
CCITT/CCIR (now ITU).

So why is MPEG so heavily involved in
standardization for digital TV? There is
definitely competition between interna-
tional standardization groups concerning
where particular issues belong. In the
case of MPEG the trick for including
other applications than storage was to
redefine the target to produce “generic”
standards for audio-visual services. The
meaning of “generic” here is to develop
core compression techniques that may be
fitted into a variety of different applica-

tions. This means that the area of applica-
tions is almost unlimited. MPEG has fur-
thermore turned out to be a powerful
group for several reasons:

- MPEG comes at the right time (refer-
ring to the above mentioning of rela-
tion to available computational power).

- MPEG consists of participants from
the main electronics industry who are
interested in having a standard now.

- The work method of MPEG is suitable
because development is performed
inside the group and because the work
is done fast!

MPEG2 is dealing only with the “core”
techniques for video and audio compres-
sion in addition to multiplexing. Other
issues like bit error handling and modula-
tion will be service dependent and will
have to be standardized for each service
area.

3.2 What happened to the other

standardization bodies?

The ITU body responsible for standard-
ization of video-conferencing with high
quality decided to work jointly with
MPEG to develop a common standard.
By this co-operation the ITU group had
the opportunity to influence the standard
in important areas for real time commu-
nications. The main issues specific for
real time communications were:

- To ensure low coding/decoding delay

- To take due care of bit error statistics
in the ATM network

- To ensure compatibility with existing
standards for real time communication
– in particular H.261.

The international body responsible for
standards in the TV area is another part
of ITU. There has been some effort from
this side to initiate work on digital TV.
However, this body has not succeeded in
establishing any significant activity. The
fact is rather that interested participants
have concentrated on the work going on
in MPEG even if it is outside the man-
date of that group to standardize digital
TV. It is foreseen that ITU will take the
outcome of MPEG2 and make the neces-
sary extension concerning service
aspects, etc. to fulfil a complete TV stan-
dard.

In Europe, EBU has traditionally been
responsible for making standards for TV
broadcasting. EBU has not been directly
involved in developing the core tech-
niques for source coding of video and
audio. On the other hand, EBU has been
active in the area of modulation, etc.

A new project – DVB (Digital Video
Broadcasting) – has been started in
Europe. The mandate is to make com-
plete European standards for digital TV
based on satellite, cable and terrestrial
transmission media.

Figure 3 illustrates the position of MPEG
in developing core technologies used by
other bodies to define application stan-
dards.

4 Main characteristics of

the MPEG coding method

This section gives an overview of the
main aspects of the MPEG coding
method.

4.1 Pixel representation and

block division

Each picture is represented by a number
of horizontal and vertical points or pix-
els. For a standard TV picture the num-
ber of pixels in a picture is 720 x 576.
Each pixel is represented by 8 bits of 256
grey levels.

The collection of pixels is divided into
blocks of data. In MPEG “block sizes” of
16 x 16 (Macro Block) and 8 x 8 (Block)
are used. These block sizes are the units
used during the coding process.

MPEG2

ITU ITU DVB

ATM
video conference

Digital TV European
digital TV

Core techniques for
video, audio and mult iplex

Figure 3 Relation between MPEG2 and the other bodies
concerned with video standards
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4.2 Prediction

A major source of compression is predic-
tion. The prediction in MPEG is block
based, which means that the block to be
coded is predicted from parts of the video
sequence already coded. Assume that the
block to be coded is:

O(i,j) i,j = 0..15

Assume that we can find a prediction:

P(i,j) i,j = 0..15

This prediction must be available at both
the encoder and decoder end. We there-
fore have to send the difference D() of
the two blocks to the decoder:

D(i,j) = O(i,j) - P(i,j) i,j = 0..15

The block D() normally contains much
less information than the original block
O().

At this point it is necessary to introduce
the three picture types defined in MPEG
(see Figure 4):

- I-pictures are coded without prediction
– or P() is set equal to 0. The I-pictures
serve as “entry points” to the video
signal since no pervious information is
needed to reconstruct a picture.

- P-pictures are predicted from the last
P-picture by motion compensated pre-
diction. This means that horizontal and
vertical “vectors” define P() as a dis-
placed block from the last P-picture.

- B-pictures. This picture type is op-
tional. If present, B-pictures require
that both previous and forward I- of P-
picture is available. The prediction P()
may be forward, backward or a combi-
nation of the two as indicated in Figure
5.

4.3 Transformation and

quantization

The block D(i,j) is divided into four 8 x 8
blocks and a two dimensional Discrete
Cosine Transform is performed (see Fig-
ure 6a). This operation has the effect of
shifting most of the energy of the signal
to a few transform coefficients.

The transform coefficients are quantized.
This means that the coefficients are rep-

resented by a number of levels. The spac-
ing of these levels are very important.
Increased spacing will reduce the infor-
mation in the signal. The result is that
less capacity is needed to represent the
signal and also that the reconstructed sig-
nal deviates more from the original.

4.4 Scanning, coding and

inverse transform

The quantized transform coefficients are
next “zig-zag” scanned (see Figure 6b)
and coded by a two dimensional Huff-
man code. A bitstream is then con-
structed.

To reconstruct the deviation from the
prediction, an inverse DCT is performed.
Due to the quantization process, the
reconstructed difference differs from D():

- D´(i,j) ≠ D(i,j)

- D´(i,j) - D(i,j) is a measure of the error
in the reconstructed pic-
ture.

The above description represents
MPEG1 coding. At the same time it
shows the elements in a “hybrid DCT”
coding scheme. By this we mean the
mixture of prediction and DCT of the
deviation from the prediction.

The main addition in MPEG2 is that pro-
vision is made for coding interlaced pic-
tures. This means that a picture or a
frame is a combination of two fields
which represent two positions in time.
This is shown in Figure 7. A block here
consists of a mixture of the two fields. To
cope with this kind of picture, some addi-
tional prediction modes are introduced.
In addition the coding may be made
“field oriented” or “frame oriented”. The
details will not be given here, but some
typical aspects will be treated in the next
section.

5 Activity at Norwegian

Telecom Research

5.1 Proposal for the initial

MPEG2 test

The MPEG2 work was started by invita-
tion for proposals to coding methods.
The rules for the proposals was set up in
early ’91. Presentation and testing of the
proposals was performed in November

I B B P B B B P

P B P

Figure 4 Picture types in MPEG

Figure 5 Different prediction modes for B-pic-
tures

Figure 6 a) 8 x 8 Discrete Cosine Transform
(DCT); b) zig-zag scanning

b)
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’91. The proposals should include the
following items:

- A complete documentation of the cod-
ing method

- An evaluation of implementation com-
plexity of the method

- Coded and decoded sequences of pre-
defined picture material. Four different
test sequences, each of 5 seconds’
duration were coded. The coding
bitrates were specified to be 4 and 9
Mbits/second.

Altogether 30 proposals were submitted
for this initial test. The actual subjective
test of all the sequences was performed
in parallel with an ordinary MPEG2
meeting and took 3 – 4 days.

In addition to the picture quality test,
there was an assessment of imple-
mentation complexity. A group of 5 – 10
hardware experts made a ranking of the
30 proposals.

The NTR proposal came out among the 3
best concerning image quality as well as
implementation complexity. No other
proposal showed similar results both in
subjective quality and implementability.

5.2 Inputs to the MPEG work

After this initial subjective test, a “Test
model” (TM) was established for further
development. The name “test model” had
nothing to do with the initial test. The
purpose of this TM was to establish a
model that would serve as a reference
during the improvement of the coding
method. The first TM was established in
early ’92 and it was improved until
March ’93. At that time the version of the
TM (TM5) was taken as the basis for the
final definition of the standard.

Several proposals for improving the test
model were made by NTR. They were all
focused on giving a good
performance/implementability relation.
Two of the main proposals which were
included in the TM will be covered
below. They are both concerned with
improvements of the prediction part of
the coding process. Prediction is proba-
bly the most important area for improv-
ing coding efficiency. The following two
sections go right into the base elements
of making a good coding method. This
also gives a good illustration of the kind
of problems that have to be addressed in
developing a compression standard.

5.2.1 Motion estimation

A major part of the coding process is to
predict a 16 x 16 block of image data
from a set of displaced blocks from pre-
viously coded pictures. The simplest case
with prediction from one previously
coded picture is illustrated in Figure 8a.
New represents the block to be coded.
Old represents a displaced block from the
previous picture. V is the motion vector.

The accuracy of V is 1/2 pixel both hori-
zontally and vertically. The meaning of
this is shown in Figure 8b. Here we see 4
possible predictions of the pixel p. The
pixels where the prediction is taken from
are marked a,b,c and d. The 4 predictors
shown in Figure 8b are:

a Integer pixel displace-
ment both horizontally
and vertically

(a+b)/2 Half pixel displacement
horizontally, integer pixel
displacement vertically

(a+c)/2 Integer pixel displace-
ment horizontally, half
pixel displacement verti-
cally

(a+b+c+d)/4 Half pixel displacement
both horizontally and
vertically.

The half pixel accuracy in the motion
vectors serve two purposes:

- The definition of displacement is more
accurate with half pixel resolution than
by integer pixel resolution.

Figure 7 A picture or frame consists of two
fields

Figure 8 Illustration of motion compensated prediction. a) Prediction by displaced block from the
previous picture; b) half pixel motion vectors; c) position of integer and half pixel positions in the
motion search

- The different predictors above repre-
sent different filters in the prediction
process.

The last point turns out to be the most
important one. The motion vector may be
considered to consist of two parts: The
integer part which gives the motion and
the remaining half pixel part which gives
the filtering.

The motion vectors are obtained at the
encoding side by “block match” opera-
tions. Taking the above considerations
into account, it turns out that the motion
search works best if performed in the fol-
lowing two steps:

- Do integer pixel search where the
block to be coded is compared with the
original previous picture. This gives
the best estimate for the motion V0.

- Do half pixel search in 9 positions
around V0 as shown in Figure 8c. This
search is performed in the previously
decoded picture to obtain optimal fil-
tering in the prediction loop.

From the beginning both integer and half
pixel search was made on original
images. The NTR proposal for doing
integer pixel search in the original pic-
ture and half pixel search in decoded pic-
ture reduced the overall bitrate by about
10 %.

Field0 representing

time T

Field1 representing

time T+1

a) b) c)
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5.2.2 Dual´ prediction

It had been demonstrated that the quality
of prediction improved significantly if
averaging the prediction from two fields
or pictures was allowed. This is one of
the mechanisms used in B-frame predic-
tion (where “B” stands for bi-direc-
tional). The essential point with “B-
frame coding” is illustrated in Figure 9a.
The coding order is: picture 4 followed
by pictures 2 and 3. Pictures 2 and 3 may
then be predicted from both pictures 1
and 4 and this bidirectional prediction
turns out to be very efficient for certain
types of pictures.

A similar benefit may be obtained with-
out reordering the sequence of coding
pictures. One version of such a predictor
has been named “dual´”. The essence of
this prediction mode is shown in Figure
9b. The macroblock to be coded consists
of two fields. Basically one motion vec-
tor V is used to define the prediction of
both fields. The prediction of each field
is made up of the average of predictions
from the two fields of the last coded pic-
ture. The displacements of the different
parts of the predictions are obtained by
linear scaling of the vector V.

This prediction mode was first proposed
by NTR and included in the standard.
Use of this prediction reduces the bitrate
by 10 – 20 % for pictures with moderate
motion.

6 Hardware imple-

mentation

It is important to point out that MPEG2
is an interface standard rather than a stan-
dard to specify how to build equipment.
Only the syntax is specified so that bits
generated from different equipments may
be decoded correctly. MPEG2 may also
be said to be the decoding standard speci-
fying the interface to be used on the
encoder side. There are therefore numer-
ous possibilities of making implementa-
tions that will satisfy MPEG2. This also
means that detailed knowledge of the
coding mechanisms is needed to make
good encoder implementations.

At NTR we are making an MPEG2
encoder implementation. We have a tra-
dition of making equipment with
favourable performance/cost relation.
This is also the approach this time. The
main characteristics of the encoder may
be summarized:

- Main profile at main level (MP@ML)

- Use of two proprietary ASICs for
motion search and prediction

- Use of one proprietary ASIC for bit
stream generation.

The encoder will fit on one board and is
planned to be ready early 1995.

7 Conclusion

The MPEG standard defines how to do
digital compression of video so that the
required transmission capacity is only
10 – 20 % compared to analogue TV.
This means that TV programmes may be
brought out to the user much cheaper
than before. An obvious result of this is
that we will see more TV programmes
brought out to the user in the future.

Another aspect is the digitization of the
video signal. This means that it will be
more easily connected with other data
services. 

These two aspects: digital video which is
more available than before will most cer-
tainly change the use of video in the
future. The technical elements are now
ready. The next step will be to define
applications which make use of the tech-
nical possibilities.

Norwegian Telecom Research have been
very active in developing most of the
present video compression standards.
Concerning MPEG2 we have taken an
active part in the development of the core
coding elements.

As a result of this, we are now undertak-
ing hardware implementation of the full
MPEG2 video algorithm.
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In the summer of 1992 a digital ter-
restrial HDTV broadcasting system
was demonstrated as a result of a
collaborative Scandinavian study.
The system included a motion com-
pensated hybrid DCT video codec,
a 512 carrier OFDM 16 QAM
modem and four ISO/IEC Layer II
sound codecs. The complete sys-
tem was implemented in hard-
ware. Since then further refine-
ments of the vision codec and final
assembly of the modem have
resulted in a fully operational
demonstration system. The current
implementation uses the
1250/50/2:1 studio standard and
fills an 8 MHz UHF channel. A sec-
ond implementation allows recon-
figuration from 1xHDTV to 4xCCIR
Rec. 601 input signals.

1 Introduction

HDTV has been a top issue in discus-
sions of the development of television
since the early eighties. Still, there is just
one regular service in the world today
broadcasting in the HDTV format. The
number of households that have access to
this HDTV service is limited. With this
in mind one has to ask why? There can
be several possible explanations. One is
that HDTV is still too expensive for the
households as well as the TV networks.
Another explanation is that the technol-
ogy developed for HDTV did not have
the potential to deliver a practical solu-
tion. Digital technology has meant  a
major breakthrough for broadcasting.
What was impossible just a few years
ago is now viable with digital solutions.
Maybe the most important benefit with
digital lies in the fact that it is so widely
exploited by major industries such as
telecommunication and computer indus-
tries and the synergies this might create
in the future. The most obvious synergy
is of course that the industries can benefit
from the joint technology that now could
be developed with the combined efforts.
Another major synergy that has just
recently become visible is that the ser-
vices and products now produced by
each industry separately can and prob-
ably will merge. This will create a major
future industry of communicating and
processing information and entertain-
ment. Perhaps the digital technology will
turn HDTV into a success.

The major obstacle down the road is the
necessity to reach common standards.
Standardization is a key activity in order
to eliminate friction in the communica-
tion highways of tomorrow. On the other
hand to establish standards means to
freeze the technological development for
a while. It must thus be timed very care-
fully before several de-facto standards
are already established but not until the
technology is reasonably mature.

In early 1986 the coding of standard tele-
vision signals down to 34 Mbit/s was not
considered viable to give broadcast qual-
ity pictures. Later that year the Swedish
Telecom proved the opposite within the
COST 211 bis programme by demon-
strating a component digital video codec
at 34 Mbit/s that not only delivered
broadcast quality pictures but studio
quality pictures. In 1992 it was believed
in Europe that HDTV could not be com-
pressed down to a level to fit into a ter-
restrial channel but in the summer that
year a Scandinavian consortium proved
at the International Broadcasting Con-
vention at Amsterdam that this was in
fact possible. This shows that the state of
the art in digital video compression tech-
nology has been a moving target during
the last 10 years. Perhaps the discipline is
mature for standardization today.

HD-DIVINE was developed to show the
feasibility of digital technology for tele-
vision broadcasting. For this reason the
combination of HDTV and terrestrial was
made. Now this goal is achieved. For real
systems to be launched for broadcasting
services the concept must be varied. For
instance the use of satellites must be
taken into consideration as well as the
delivery of standard quality television
signals.

In the following the HD-DIVINE system
is presented in technical terms.

2 The HD-DIVINE system

HD-DIVINE is a project that developed a
demonstration system to prove the feasi-
bility of HDTV in terrestrial channels.
The system as it stands today will not be
proposed as a standard neither in Europe
nor anywhere else. It comprises a video
codec and an OFDM modem as the main
building blocks.

Since the first demonstration at the Inter-
national Broadcasting Convention in July

1992 a demonstration system of a mod-
ern teletext service has been developed.
It was felt that this area of television was
not fully covered in the discussion of the
next generation of television broadcast-
ing standards. This Broadcast Multime-
dia system was demonstrated at the Inter-
national Television Symposium in Mon-
treux in June earlier this year.

A second codec was also developed with
minor changes compared to the first. The
most important added feature is the pos-
sibility to split up the service into 4 par-
allel television services each with 4:2:2
subjective video quality and stereo
sound. The future plans include a further
updated MPEG2 based video coding
algorithm, a more elaborate service mul-
tiplex, a Broadcast Multimedia function
and further studies of the basic modula-
tion parameters for the terrestrial modem
in connection with field trials.

2.1 The video coding algorithm

There are many vital building blocks in a
terrestrial digital HDTV system, one of
which is the video coding algorithm. The
algorithm used in HD-DIVINE should
demonstrate that acceptable image qual-
ity is achievable in the narrow terrestrial
channel.

Early simulations indicated that the avail-
able bitrate on the channel is about
27 Mbit/s. In HD-DIVINE 4 x 128 kbit/s
are set aside for audio, 64 kbit/s for data
and 2 Mbit/s for the video data. The four
mono audio channels are coded accord-
ing to ISO/IEC layer II.

The source video signal has 1250/50
lines/frame and 25 frames/s. This signal
is sampled at 54 MHz for the luminance
and 13.5 MHz for the chrominance. This
gives a total bitrate for the video signal
of 648 Mbit/s if 8 bits/ pixel is used. To
squeeze this signal down to 24 Mbit/s,
which is the net datarate for the video
part in HD-DIVINE, is a formidable task.

The algorithm used in the HD-DIVINE
project is of the hybrid-DCT type. As the
name “hybrid-DCT” implies, the algo-
rithm used is a combination of different
methods of which the most important are
DPCM (Differential Pulse Code Modula-
tion) and transform coding.
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2.2 DPCM

When using DPCM, a difference signal is
sent over the channel. This difference
signal is formed by subtracting a predic-
tion from the original signal. A good pre-
diction will give a difference signal (also
called “error signal” or “residual signal”)
with a very skewed distribution. A per-
fect predictor would give a difference
signal that is equal to zero, whereas a real
predictor yields a signal which is not
equal to zero. A usable predictor will,
however, give a residual signal that can
be compressed by subjecting it to vari-
able-length coding.

Fixed-length coding of values from a sig-
nal with a skewed distribution is not the
best (most compact) representation. A
more efficient method is to give short
code words to values of high probability
and long code words to values of low
probability; this is known as “variable-
length coding”. There are a number of
methods that construct code hooks
according to this principle, and the
method used by HD-DIVINE (and most
other video coding schemes) is Huffman
coding.

A good predictor for moving images can
use the previous image in the sequence as
basis for the prediction. As the greater
part of an image in a sequence does not
change from one frame to the next, the
residual image will be mainly zero or
close to zero. This results in a skewed
distribution of the residual image, which
can be efficiently compressed by vari-
able-length coding. By using movement-
compensated prediction the result of the
prediction can be even better. This is
done by first estimating the apparent
movement of each part of the image,
between successive images. The predic-
tor will then use this information to make
a better prediction for the next image in
the sequence. The coder function that
does this is known as “motion vector
estimation”. It must be remembered that
there is a cost associated with this type of
prediction. The movement vectors must
be sent over the channel to the decoder.
The algorithm must be designed so that
the gain from coding the residual image
is bigger than the loss due to sending the
movement vectors. The vital parameters
are the number of movement vectors, the
magnitudes of the movement vectors and
the quality of the movement vector field.

2.3 Transform coding

If the DPCM part in a hybrid-DCT coder
reduces mainly the temporal redundancy
of the moving sequence, the transform-
coding part is aimed at reducing the spa-
tial redundancy and exploiting the char-
acteristics of the human visual system.

Images are usually easier to describe in
the transform domain than in the time
domain. This is due to the fact that the
DCT concentrates the energy into a small
number of coefficients. For most images,
the DCT is very close to the optimal
transform (Kahrunen-Loeve) in this
respect, but it is much easier to compute.
HD-DIVINE uses an 8 x 8 pixel trans-
form and, for many blocks, just a few
(from two to four) coefficients are trans-
mitted out of the total 64.

Another advantage of a DCT coder is
that it is easy to include the frequency
response of the human visual system.
This is done in the quantization step.
Every coefficient in the transform
domain represents a spatial frequency
(not exactly but closely enough), and is
quantized according to the frequency
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this predicted image is then added to the
residual image after variable-length
decoding, inverse quantization and
inverse transformation. This sum forms
the output of the decoder.

There is one problem in this scheme:
how is the process started? The first
image after start-up cannot be predicted
from a previous image, so this image
must be treated in a special way known
as “intracoding”. Intracoding does not
use the predictor at all; the image is
coded as if it were a still image, using
only the transform coding part of the
hybrid-DCT coder. This is also done at
regular intervals to prevent the propaga-
tion of errors in the decoder. The use of
intracoding at regular intervals is also
known as “refresh” and is usually done a
few times (once to five times) every sec-
ond. The normal mode of the coder,
using the predictor and transmitting the
residual image together with the move-
ment information, is known as “intercod-
ing”. Usually the number of bits used for

an intracoded image
is much higher
than the number of
bits used for an
intercoded image.
There are rare
cases where it is
more efficient to
transmit an intra-

coded image, typically when there has
been a scene change or when the move-
ment estimator has been unsuccessful in
finding good movement vectors. The
coder has the ability to choose locally
between inter-/intracoding and it always
uses the most efficient method.

How does HD-DIVINE differ from other
hybrid-DCT coders? The most important
differences are:

response of the human visual system.
Typically, high spatial frequencies are
quantized with larger steps than low fre-
quencies.

Furthermore, the thresholding of the
quantized coefficients results in local
adaptation according to the image con-
tent. The combination of the concentra-
tion of energy into a small number of
coefficients, the quanization of the coef-
ficients and the thresholding of the quan-
tized coefficients results in a signal
which is well-suited to variable-length
coding.

The quantizing operation is also used to
control the resulting bitrate of the coder.
This is done by controlling the level of
quantization according to the degree of
output buffer filling.

2.4 Combination

HD-DIVINE makes the standard combi-
nation of DCT and DPCM, i.e. it applies
a discrete cosine transform, quantization
and variable-length coding to the output
of a DPCM loop (Figures 2 and 3). It is
important that all predictions are made
on the basis of previously transmitted
information. If this were not the case, the
coder and decoder would not be able to
make matching predictions and this is
central to the operation of a hybrid-DCT
system.

The decoder receives the residual image
and movement vectors which are to be
used in the prediction. The movement
vectors are used in the decoder to move-
ment-compensate the decoded image and
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Figure 4 HD-DIVINE motion estimator and
encoder

Figure 5 HD-DIVINE decoder

Figure 6 HD-DIVINE modulator

- The format of the movement vector
field

- The coding of the movement vector
field

- Adaptive pre- and post-filtering of the
signal.

As can be understood from the above
description of a hybrid-DCT coder, the
quality of the predicted image is of vital
importance. The better the prediction
image the smaller the number of bits
expended on the residual image. How-
ever, there is a cost associated with send-
ing the movement vectors to the decoder.
It is a delicate task to balance the gain in
coding the residual image against the
cost of coding the movement field. The
trend in modern image coding is to spend
more bits on prediction and less on the
residual image.

The magnitude of the movement vectors
is also important. There are extremely
large excursions between successive
images in a video signal. If the quality of
the prediction is to be high, it is vital that
the movement field can describe such
large excursions. But, again, there is a
trade-off between the magnitude of the
vectors and the coding gain. Large vectors
require the transmission of more bits to
the decoder.

A very dense movement field is used in
HD-DIVINE. There is a movement vec-
tor for every 4 x 2 pixel block in the
image. This makes very precise predic-
tion possible compared to older systems
that use only a single movement vector
for an 8 x 8 pixel block or for a 32 x 16
pixel block. Furthermore, the magnitude
of the movement vectors is large, ± 32
pixels (horizontal) and ± 16 pixels (verti-
cal). Furthermore, the movement estima-
tion algorithm used gives half-pixel accu-
racy. Estimation and compensation is
done on a field basis and is done only be-
tween fields of the same parity. The type
of movement vector field used in HD-
DIVINE needs efficient coding in order
to leave some bits for the residual image.
Due to the movement estimation algo-
rithm used, the movement field is very
precise, it describes the movement cor-
rectly and is noise free. One possibility
for coding the movement field is to use
DPCM, but the high quality of the move-
ment fields is such that it is more suitable
for hybrid-DCT. Accordingly, the move-
ment vectors are subjected to the same
treatment as the image data, in a hybrid-
DCT loop, but with one exception: there
is no movement compensation of the
movement field. During this coding some
minor distortion of the movement field
occurs, but, in spite of this, the quality of
the prediction remains very high.

It is not always possible to reduce the
amount of data in a video sequence by
95% without introducing visible distor-
tion. Some scenes will have perceptible
distortion and artefacts. When the images
in a sequence are difficult to code the
quantization of high-frequency compo-
nents is very coarse. This may result in
visible ringing around edges and the
image may also contain noise and arte-
facts (such as blocking effects). One way
to make images easier to code is to lower
their spatial-frequency content. This
results in fuzziness. However, it may be a
good idea to exchange the type of distor-
tion introduced by the hybrid coder with
fuzziness. An adaptive pre-filtering pro-
cess analyses the images and, in areas
where the hybrid-DCT coder risks intro-
ducing distortion, such filtering reduces
the resolution marginally.

Adaptive pre- and post-filtering has
another very significant effect on image
quality. The filters used are very efficient
in removing noise. In the pre-filter this is
used to reduce source noise. Noise is not
only unpleasant to look at: it also costs
bits to code. Consequently, the noise-
reduction properties of the pre-filter are
doubly important. The post-filter reduces
the quantizing noise that is introduced in
the coding loop. The post-filter can also
perform aperture correction, but this has
not yet been tested.

2.5 Modulation

Perhaps the most interesting part of the
HD-DIVINE project is the modulation
scheme. The technique is not new and is
currently also used in digital audio
broadcasting (DAB). The actual imple-
mentation, however, differs in the choice
of modulation parameters.

The terrestrial channel is a difficult one,
particularly due to multipath propagation.
It can be questioned whether a single-car-
rier system can be robust enough in such
an environment. One way to obtain the
desired capacity in the channel is to use
coded orthogonal frequency division mul-
tiplexing (COFDM). COFDM is a multi-
carrier system and it combines modern
forward-error protection algorithms with
very efficient implementation.

In a COFDM system a large number of
low symbol-rate carriers are used, as
opposed to single-carrier systems with
one high symbol-rate carrier. HD-
DIVINE is a 512-carrier system in which

52



only 448 carriers are actually used. The
reason for not using all 512 carriers is the
need to shape the spectrum of the
COFDM signal to match the PAL spec-
trum and to eliminate adjacent-channel
interference. In an environment where
PAL and COFDM have to coexist it is
desirable to minimize the interference
between the two types of signals. The
main problem is the large image and
sound carriers in PAL. The solution is to
open up slots in the HD-DIVINE spec-
trum and thus prevent destructive inter-
ference. Most of the 64 unused carriers
(about 40) form the slots in the COFDM
spectrum. Some are left unused on each
flank of the spectrum, due to adjacent-
channel interference (Figure 7). The
experimental modem is programmable in
respect of the number of unused carriers
and their positions in the channel.

Quite apart from the slots and flanks
mentioned above, the COFDM spectrum
is optimally shaped. The spectrum of
each closely-spaced carrier overlaps that
of its neighbours, which results in a very
flat spectrum for the total signal and an
efficient use of the available bandwidth.
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Demodulation of the carriers is possible
if they are mutually orthogonal during
the symbol time. This is valid if the fre-
quency spacing between successive carri-
ers is ∆f = 1/TS. In HD-DIVINE the sym-
bol time TS is 64 µs (Figure 8).

To make the modulation system even
more robust against intersymbol interfer-
ence, another method combined with the
long symbol time is used. The symbol
time TS is stretched to cover a small addi-
tional period ∆T where no information is
sent. The period ∆T is known as the
“guard interval” and, if given a proper
value, this totally eliminates the inter-
symbol interference. In HD-DIVINE a
guard interval with ∆T = 2 µs is optional
(Figure 9).

The use of a guard interval will avoid
inter-symbol interference but the phase
and magnitude of the received signal will
still be affected. This problem is solved
by dynamic equalization. A pre-deter-
mined signal with a known phase and
amplitude is sent regularly, and the
receiver uses this signal to measure the
influence of the channel. An equalization
characteristic for each carrier is calculated

on the basis of this measurement. In this
way the receiver can, theoretically, com-
pensate for the channel perfectly. The
method used required that the channel is
stationary, i.e. is stable over a period of
time, which should be the normal case for
HDTV reception. As the channel is
impaired by noise an averaging procedure
is done in order to get a more accurate
measurement; this also demands a sta-
tionary channel.

Each single carrier in the prototype sys-
tem is modulated using 16-state quadra-
ture amplitude modulation (16-QAM),
i.e. each symbol transmits four bits. As
the total length of a symbol T is TS + ∆T
= 66 µs and the total number of carriers
used is 448, the usable bitrate is 448 × 1 /
TS + ∆T = Mbit/s. The error-correction
code is a shortened Reed-Solomon code
(208,224) which leaves a net bitrate of 27
× 208 / 224 = 25 Mbit/s. The modem is,
strictly speaking, not COFDM but
OFDM, in the sense that the forward-
error correction is not incorporated in the
modem.

However, the overall system implement-
ing COFDM as the forward-error protec-
tion is incorporated in the video source
coder/decoder.

The modulated carriers are generated
using a 1024-point inverse discrete
Fourier transform (IDFT) implemented
using a fast Fourier transform. With the
use of modern integrated circuit technol-
ogy the modem has a very small physical
size (the modulator has just three boards,
each measuring 25 x 63 cm).
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2.6 Network planning

The network planning studies conducted
in the HD-DIVINE project are based on
the assumption that directional receiving
antennas will be used. This simplifies fre-
quency planning considerably for conven-
tional as well as single-frequency net-
works. This makes it possible to use the
same channel for two different pro-
grammes, with a minimum of separation
between the two. This is a vital difference
compared to the situation in DAB, where
non-directional antennas are used. The
protection ratio for OFDM versus OFDM
(16-QAM) is virtually the same as that
which can be expected from directional
receiving installations. The guard interval
completely eliminates the effect of inter-
symbol interference when the time differ-
ence between the OFDM signal and its
echoes is less than the length of the guard
interval. The negative effect of selective
fading can be eliminated by proper chan-
nel coding.

Good reception may require a carrier-to-
noise ratio (C/N) of less than 20 dB; this
is an improvement of more than 20 dB
compared to analogue PAL. Hence, the
transmitted power for a given coverage
area can be reduced significantly. With
techniques for integrated coding and
modulation (e.g. trellis-coded modula-
tion) the required C/N ratio will be even
lower. Planning is greatly simplified
because the protection ratio between the
wanted OFDM signal and an unwanted
OFDM signal is about an order of magni-
tude (i.e. 20 dB) better than the best pro-
tection ratios obtained using precision
offset in PAL channels. When the time
difference between the direct and delayed
paths is within the guard interval, the
orders of magnitude of the signals on
each path may be equal, without any risk
of inter-symbol interference. As the time
difference increases the magnitude of the
delayed signal decreases and thus
reduces the effect of inter-symbol inter-
ference.

One attractive way of using the single-
frequency option is in the form of single-
frequency coverage extenders, or gap
fillers, in connection with in-band net-
works using conventional frequency
planning. In the same way, a regional
power profile can be designed to fit the
desired coverage area. The basic idea is
to increase the number of transmitter
sites and to reduce the total emitted
power. The lack of overspill reduces the
frequency reuse distance to a minimum.
This power profiling technique will facil-
itate the introduction of single-frequency
services, with a minimum of blocks
available for single-frequency networks
throughout Europe. Thus the flexibility
in planning networks for single-fre-
quency operation opens up the possibility
of a combination of national, regional
and local programmes, without adversely
affecting frequency economy.

During a transition period, analogue tele-
vision and digital HDTV must use the
same part of spectrum, possibly in the
form of simulcasting. In this period the
coverage of digital HDTV will be limited
more by interference from analogue tele-
vision transmitters than from digital tele-
vision or noise. An important measure to
reduce the effect of interference from
analogue television is to leave unused the
OFDM carriers that are subject to inter-
ference from the vision and sound carri-
ers of the analogue system, as described
above.

Planning exercises suggest that the
simultaneous broadcasting of digital
HDTV and current analogue services is
possible, even in areas with intense use
of the spectrum, such as the Öresund
region between Sweden and Denmark.
This is made possible by the low power
used to transmit digital HDTV, the use of
directional antennas and the use of differ-
ent polarizations.

3 Conclusions

HD-DIVINE aims at attaining a balanced
solution for broadcasters, audiences and
the electronics industry for the next gen-
eration of television broadcasting stan-
dard. It is our hope that the main princi-
ples of HD-DIVINE will guide the pro-
cess of international standardization. The
system as it stands today is not complete.
It is the first working prototype. During
the next two years, efforts within the pro-
ject will focus on a final system. It is our
belief that, to be a success, a new televi-
sion broadcasting standard must offer
something to all parties concerned.
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1 Introduction

Most Radio and TV Production Centres
have one or more switching matrices for
the routing of audio and video signals
between the production facilities and
from there to the transmission network.
These matrices are built for analogue sig-
nals.

A new era has now started with the intro-
duction of digital and PC based produc-
tion equipment. Outside the Production
Centres the transmission networks are
being digitized. The switching matrices
are therefore no longer optimal for their
purpose and, even worse, they are quality
reducing because of all the analogue/dig-
ital/ analogue transformations they incur.

It is evident that new routing systems
will be designed for digital signals.
Replacement of the existing matrices will
also involve replacement of the cabling
system, as much of the existing cables
are unsuited for digital signals. New opti-
cal fibres will be required. The task we
are faced with is therefore a completely
new digital infrastructure.

Figure 1 shows, very much simplified,
the main functions and the main signal
routes in the NRK Radio Production
Centre in Oslo. Most public broadcasters
have a structure similar to this. The
switching matrices may be less compre-
hensive in some places and the manual
routing functions in the switching centre
more predominant. In Oslo, there are at

present 3 continuity rooms which can
provide for the program feed to the trans-
mitters.

Figure 2 shows, similarly simplified, the
main audio and video routes in the NRK
TV Production Centre in Oslo. As a
result of the price, the size and the com-
plexity of the videotape and film
machines at the time when the Produc-
tion Centre was built, the machines were
assembled in a central area as a common
resource. The complexity of this area
made it necessary to localize big switch-
ing matrices here. Otherwise there are
small switching systems both in the
switching centre itself and in the contin-
uity suite. Most of the routing to and
from external lines are made manually in
the switching centre.

Decisive for the development of Radio
and TV production techniques are:

- The digitizing of the audio and video
signals, and the effective compression
techniques being developed

- The enormous progress made in data
processing and storage.

The difference between commercial mul-
timedia equipment and professional
audio and video equipment diminishes.
The Broadcasters should welcome this
trend, which will lead to cheaper equip-
ment.

New computer based production facili-
ties for Radio and TV will replace ana-
logue facilities and offer a lot of new ser-

vices. They will necessitate production
routines which will hopefully make a
more rational use of the production staff.
We are already seeing that the structures
shown in Figures 1 and 2 are being re-
organized. This tells us that a new infras-
tructure can end up looking quite differ-
ent from the existing one, and it becomes
important to choose solutions as flexible
and open as possible.

2 Routing in a Radio

Production Centre

Analogue infrastructures have inherent
problems like electromagnetically
induced hum, noise and crosstalk. With
the introduction of digital infrastructures
these problems will disappear almost
completely. However, a new category of
problems arises and must be thoroughly
discussed. Points to be discussed are:

- Digital audio formats

- Synchronization

- Delay

- Transmission in real time

- The role of the technical switching
centre; emergency.

Digital audio formats

After many years with non-compatible
and non-standard audio formats it is now
possible to choose standardized formats
for the in-house use.
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The CCIR studio standard must be the
basis which specifies a sampling fre-
quency of 48 kHz and a word length in
the range of 16-24 bits. The AES/EBU
series interface for stereo (2 channel)
transmission in real time will be used.
Transmission data rate is 3,072 Mbps.
(EBU Rec. 3250, AES 3-1992, CCIR
Rec. 647, IEC 958.)

Multichannel transmission in real time
shall conform to the recommendation
AES 10-1991(ANSI S4.43-1991), usu-
ally called MADI (Multichannel Audio
Digital Interface). The MADI format is a
time division multiplex of 56 mono
sound channels. There is compatibility
between MADI and the AES/EBU for-
mat, so that 28 AES/EBU signals fit
exactly into one MADI. The MADI
transmission data rate is 125 Mbps.

Bit reduced audio shall follow the
ISO/MPEG 11172, layer II recommenda-
tion (Musicam). The data rate for a stereo
channel can be selected from 384 to 128
kbps. 384 kbps will offer excellent qual-
ity. A bit reduction down to 128 kbps is
possible with only minor perceptible
quality impairments. ISO/ MPEG layer II
has been selected to be used in digital
audio broadcasting (DAB). Compression
can be performed directly from the studio
standard and vice versa. ISO/MPEG,
layer III is an interesting recommenda-
tion for very low data rates, e.g. on ISDN
lines. This standard will be transformed
to the layer II standard or the studio stan-
dard.

Synchronization

Audio signal mixing requires signals
which are synchronous. A reference
clock signal must be available at the mix-
ing point. Specifications for such a clock
are given in the AES Rec.11-1991.
External audio signals must be resyn-
chronized to this clock.

There must be a centrally situated master
clock in a multistudio environment. Every
studio must have a local clock, slaved to
the master clock. This will achieve syn-
chronization when two or more studios
shall interact. At the same time the studios
may function separately if the master
clock fails. This configuration may be
modified if a central, synchronous router
is installed. The synchronization between
studios is in that case maintained via the
router.

The Radio master clock will probably be
synchronized to a corresponding master

clock in the TV Production Centre. This
enables co-production between Radio
and TV. In due time, when SDH Tele-
networks are in operation, it may be
appropriate to synchronize the Produc-
tion Centres to the Tele-network.

Delay

Digital processing takes time. A/D trans-
formation, bit compression, expansion,
multiplexing, etc. all incur some time
delay compared to the original sound.
Disturbing echo-effects may occur when
listening to sound signals received via
two different program chains. Reporters
using headsets have already experienced
the annoying situation when they hear
their own delayed speech. Program dis-
cussion sounds strange when the conver-
sation takes place via lines with a delay.
In a TV environment different delays
along the audio and the video signal path
may end up in the well known situation
of non synchronization between sound
and picture. This must be considered
when sound and picture are treated sepa-
rately (post production).

Transmission in real time 

A real time transmission lasts exactly as
long as the program material itself. It is
obvious that live transmissions must take
place in real time. A consequence of this
is that at least some future routing must
be in real time. In an analogue situation
all routing is real time routing. However,
with digitized program material and no
specific requirements for a real time
transmission, the possibilities for a faster
data transfer (to save time) or a slower
data transfer (e.g. on ISDN lines) will be
most welcome.

The role of the technical switching

centre; emergency

At present the technical switching centre
can control the quality of the essential
connections through the switching matri-
ces. In an emergency situation the
switching centre staff can easily manu-
ally bypass the failing link.

In an analogue infrastructure, sound
monitoring with quality control can be
done almost everywhere, just by tapping
the line. In a digital infrastructure this is
not feasible, as the signal transport may
be by data file or in a multiplexed format.
Even tapping of a single line with an

AES/EBU signal is difficult without
affecting the signal on the line.

Manual patch field operation as a possi-
bility in emergency situations will also
become difficult. Connectors for single
mode optical fibres are on the market,
but they must be treated with special
care, and for the time being they are not
robust enough to be used in a patch field.

As a consequence, the influence of the
technical switching centre will be some-
what reduced as far as internal routing is
concerned. Outgoing and incoming PTT
lines should continue to be controlled in
the technical switching centre.

2.1 Routing based on switching

or multiplexing

Switching matrices are available which
are capable of switching both analogue
and digital signals. They can be attractive
in a period where both analogue and digi-
tal signals are present, but they are, in
principle, analogue matrices and will not
offer the best alternative for digital sig-
nals in the future. Optical fibre technol-
ogy is interesting even for audio switch-
ing because of the immunity from elec-
tromagnetic hum and noise.

A system is shown in Figure 3 based on
time division multiplexing, developed as
a prototype by the BBC around 1990. It
is based on the MADI recommendation.
Four 125 Mbps MADIs are multiplexed,
giving 500 Mbps. This signal is transmit-
ted via an optical fibre to a central optical
splitter. The 16 splitter outputs are then
distributed back to the studios on optical
fibres where each one contains all 224
monochannels (56 x 4).

However, for the time being it seems
impossible to build an optical system for
pure radio like the one described at an
acceptable price. Presently available
commercial MADI routers do not use
expensive electric multiplexing/ demulti-
plexing at data rates above the MADI
level. Instead all the MADIs are taken to
a central switching system on optical
fibres. Transceivers developed for data
networks (FDDI) are used to feed the
optical fibres.

A MADI-based routing system to handle
real time transmissions probably will be
a good choice. This will be valid even if
we build data networks as described
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later, simply because the data networks
cannot present enough capacity to man-
age all the routing requirements in a
Radio Production Centre like NRK. A
MADI system can operate in a syn-
chronous mode and switch signals “on
air”.

2.2 Routing based on data

networks

With the introduction of PC based facili-
ties for audio editing and storage, the
idea of using a data network to intercon-
nect the units naturally arises.

Most Radio and TV stations already have
some sort of data network installed for
administrative services. The network
cabling does not necessarily include the
technical areas and the studios, but
widening the network to include these
areas would normally be easy.

The two types of LANs in common use
are:

- Ethernet

- Token Ring.

Ethernet according to IEEE recommen-
dation 802.3 uses a Bus topology (Figure
4a.) The recommendation originally
specified the use of coaxial cable, but
today a combination of optical fibres and
twisted pairs is more commonly used.

The access method in 802.3 is called
CSMA/CD (Carrier Sense Multiple
Access with Collision Detection). All
stations connected to the bus listen to the
cable to detect if a data frame is currently
being transmitted. If this is not the case,
one of the stations may start to send data.
The data will be encapsulated in a frame
with the destination address at the head
of the frame. The frame size can vary be-
tween 72-1676 bytes. If a transmission –
i.e. a carrier signal – is sensed, the send-
ing station defers its transmission until
the network is free. Even so, two stations
wishing to transmit a frame may deter-
mine that the network has been free at
the same instant of time and hence both
start to transmit simultaneously. A colli-
sion is then said to occur and the contents

of both frames will be corrupted. The
collision will be detected by both sending
stations. They will then wait for a ran-
dom time interval before trying to
retransmit the affected frames again.

The Ethernet bit rate is 10 Mbps, but due
to the access method only 30–40 % of
the capacity can be utilized.

Token Ring according to IEEE recom-
mendation 802.5 uses a Ring topology
(Figure 4b) The access method is called
token passing because a token packet cir-
culates around the ring when all stations
are idle. A station with data packets to
transmit must wait until it detects a pass-
ing token. The station then captures the
token by aborting the token transmission.
After it has completely received the
captured token, the station begins trans-
mitting one or more packets. The packets
are picked up at the destination, and the
transmitting workstation releases the
token by inserting a new token on the
ring. Other stations with data to send
must wait until transmission is completed

57

AES
to

MADI
Coder

AES
inputs

AES
to

MADI
Coder

AES
inputs

MADI
to

500 Mbps
Mux

Laser
Tx

16 Way
Passive
Optical
Splitter

500
Mbps

Demux

MADI
to

AES
Decoder

AES
outputs

MADI
Coax or

Fibre

500 Mbps
Coax

500 Mbps
Fibre

MADI

Selection
Control

DTE

DTE

bus ring

Figure 3 Multi-channel Audio Digital Interface (MADI) system

Figure 4 LAN topologies

a) b)



and the token is released. A typical
Token Ring packet size is 132 bytes.

LANs are used for distributed control of
video and audio switching matrices. For
such purposes a LAN is well suited. Con-
trarily, a LAN is not well suited for the
transmission of a real time audio signal.

A digital audio signal is quite different
from the data frames or packets which
are found in LANs. The bit rate for a real
time audio signal is directly related to the
sampling frequency, the sample word
length, the number of channels etc. Digi-
tal audio needs some sort of “circuit
emulation” through the network, i.e. a
continuous, constant data stream is
required. A transmission based on these
requirements is often called isochronous.

Isochronous transmission does not fit
into the LAN recommendations, where
data packets are sent irregularly and the
packet size is allowed to vary. Neither
does the LAN data capacity suffice for
audio transmission. This is quite obvious,
bearing in mind that one AES/EBU chan-
nel requires 3 Mbps for a real time trans-
mission. 

LANs can be used, however, for file
transfer between workstations when real
time transmission is not necessary, or
when a delay can be accepted. Some of
the latest audio editing systems take
advantage of a bit compressed audio for-
mat (i.e. Musicam). Provided there is a
limited number of simultaneous trans-
missions, a LAN can be used, but heavy
buffering will be necessary in the work-
stations, and bursty traffic due to
other data services must be kept out
of the network.

Audio file transfer between equip-
ment from different manufacturers
has up to now been a problem, as no
standard exists.

OMFI (Open Media Framework
Interchange) seems to define a
framework that can overcome the
lack of file transfer compatibility.
The proposed OMFI
has a broad support
from the manufactur-
ing industry, and thus
has become a “de
facto” standard.
OMFI aims at the whole multimedia
range. Audio, video, graphics and
pictures can be transferred together
with data for combining and present-
ing the media.

2.3 FDDI (Fibre Distributed Data

Interface)

FDDI is a high speed LAN (100 Mbps)
specified and standardized by ANSI. The
access method is token passing, like in
Token Ring. In addition a network con-
trol is provided, enabling errors to be iso-
lated.

FDDI has not yet been a big success,
partly because of the price, and partly
due to the fact that the increased capacity
still is not needed by most user groups.
For the purpose of audio routing FDDI
represents no improvement compared to
an ordinary LAN. Isochronous transmis-
sion is not possible.

To remedy this weakness, the ISO has
defined FDDI II, which is intended to
satisfy multimedia requirements.

FDDI II is an upward-compatible exten-
sion to FDDI that provides a circuit
switched service while still maintaining
FDDIs token controlled packet switched
service. A frame structure is repeated
every 125 s and circulated around the
ring, i.e. with a frequency of 8000 Hz.
An isochronous transmission will be
given access to regularly repeating time
slots in the frames.

Figure 5 shows the FDDI II architecture
with the link layer and the physical layer
of the OSI model. The most interesting
are the two new components added to the
token passing MAC module at the MAC
level: The HMUX (Hybrid Multiplexer)
and the IMAC (Isochronous MAC). The
HMUX multiplexes packet data from the
MAC and the isochronous data from the
IMAC.

An FDDI II network can operate in either
a “basic mode” or a “hybrid mode” In
basic mode only the packet switched ser-
vice is available (same fashion as FDDI).
In the hybrid mode both packet switched
and circuit switched services are avail-
able.

The framing structure of FDDI II is
shown in Figure 6. The frame consists
mainly of 16 WBCs (Wide Band Chan-
nels), each of them with 96 octets. That
makes a data capacity of 6,144 Mbps per
WBC (96 x 8 x 8000) This covers
exactly two AES/EBU channels, each of
them 3,072 Mbps. The 12 DPGs on the
left side of the frame contain one octet
each, and they are used only for token
controlled data. Including preamble and
header (116 bits) the whole frame con-
tains 12500 bits (12500 x 8000 = 100
Mbps). Each channel (WBC) can be set
aside for circuit switching or packet
switching exclusively. A circuit switched

channel can be subdivided
into several individual,
isochronous channels.
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In an FDDI II a station called a cycle
master generates the framing structure
8000 times per second. The cycle master
strips each cycle as it completes its cir-
cuit around the ring.

2.4 High speed LANs

In parallel with the development and
standardization of FDDI and FDDI II
some of the giants in the data industry
have started work to propose a new Eth-
ernet standard operating at a much higher
speed. An FDDI installation can be quite
expensive since an optical fibre ring is
required . An important aim for the work
on the new Ethernet standard has there-
fore been that existing cabling (i.e. coax-
ial cable and twisted pair of category 3 or
better) still can be used.

The work has ended up in two proposals:
100 VG Any LAN and 100 Mbps
CSMA/CD.

100 VG Any LAN is planned to replace
both Ethernet and Token Ring in the
future. The access method resembles
token passing, but without the use of a
token. Any LAN is thought of as an alter-

native even for multimedia users with a
requirement for isochronous transmis-
sion. It remains to be seen if 100 VG
Any LAN will be an alternative for pro-
fessional audio routing.

100 Mbps CSMA/CD (Fast Ethernet) is
simply an Ethernet with the speed
increased from 10 – 100 Mbps. The
access method (CSMA/CD) is un-
changed, and we know that it is not well
suited for real time audio transmissions.
However, used for file transfer between
workstations Fast Ethernet can be an
interesting alternative.

3 Routing in a TV

Production Centre

The revolution in digital video signal
processing has now reached a level
where digital “islands” are frequently
found in the analogue surroundings. Pic-
ture manipulation and graphical work are
now done by means of digital signal pro-
cessing. Digital videotape machines and
digital mixers are ordinary equipment on
the market, and digital TV signals will
soon be received via satellite.

There is already a need for transmission
of digital signals between the “islands”.
Next step will be a digital routing system
with a correspondingly reduced need for
analogue routing. In NRK we assume
that a transition to an all digital TV house
will go on until the year 2000.

The digital TV signal requires a large
transmission capacity (100 times more
than a digital stereo sound channel). It is
therefore likely that a TV Production
Centre will have an optical infrastructure.
We are now in an exceptional situation.
Specifications for a new routing system
can be drawn up which would not be
possible to comply with before:

- Non-electric connection, i.e. optical
connection, with immunity from hum
and other types of electromagnetically
created noise

- No need for signal correction within a
distance of 1 – 2 km

- All sources accessible at all destina-
tions simultaneously, a flexibility not
necessarily being fully utilized

- Source selection shall be possible at
the user position (the destination)

- The system must be expandable in dif-
ferent degrees, and provide capacity

for the future expan-
sions

- The routing
system shall
be transparent,
i.e. indepen-
dent of video-
tape formats
or standards
on the user
side

- The system
shall be non-
blocking.
A routing set-
up shall not
disturb con-
nections
already in use.

The digital com-
ponent video sig-
nal according to
CCIR Rec. 601
has become a
widely accepted
studio standard.
Almost all types
of professional
video equipment
have today
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inputs/ outputs adapted to the 601-for-
mat. Therefore, the series format of the
601-signal (CCIR Rec. 656) will be a
natural choice for the interface between
sources and destinations and the routing
system itself. The serial interface data
rate is 270 Mbps.

Composite video (PAL) should, if possi-
ble, be avoided in the new routing sys-
tem.

In addition to the video signal, the 270
Mbps stream has enough space for a high
quality stereo sound channel (preferably
the AES/EBU format), communication
and signalling functions. However, NRK

will try to standardize on a commonly
used interface for video with embedded
audio, and drop the communication and
signalling functions due to the costs. Sig-
nalling functions are no longer necessary,
and communication can take place in an
ordinary intercom system outside the
routing system which would be necessary
anyway.

3.1 RACE 1036, WTDM Broad-

band Customers Premises

Network

The aim for RACE (Research and devel-
opment in Advanced Communications
technologies in Europe) is to develop the
IBC or IBCN (Integrated Broadband
Communications Network). Within this
broadband network some user groups
have been focused on because of their
supposed need for broadband capacity,
and because they have special require-
ments for the network. The TV compa-
nies make up an important part of the
user group of the IBC. One of the RACE
projects (RACE 1036) started in 1988 to
study possible ways to apply optical
techniques to the routing needs in TV
Production Centres. The studies were
based on work done by the BBC
Research Department and a system pro-
posal was presented as early as 1985.
The work in RACE 1036 has been led by
the BBC.

The new system, verified and demon-
strated in RACE 1036, is based on a net-
work of local routing centres (LRCs),

each serving a number of
sources and destinations (see
Figure 7). In each LRC an
SDH time division multi-
plexer combines 16 STM-1

levels (155 Mbps
each) to form an
STM-16 level of
2.5 Gbps. This 2.5
Gbps signal is fed
to a semiconductor
laser which turns it
into an optical sig-

nal at a closely defined
wavelength. The wave-
lengths are spaced by 4

nm in the 1500 nm band.
Since a component video sig-
nal (Rec. 601) needs 270
Mbps, two STM-1’s must be
combined to transport one

video program. That means 8
video signals in 2.5 Gbps (see
Figure 8). At the centre of
the system the optical sig-

nals from all the LRCs are
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combined in an optical star coupler
which distributes the combined (optical
wavelength multiplexed) signal back to
all the LRCs. Each destination can select
any source by first selecting the right
wavelength and then selecting the desired
signal from those available on that wave-
length (see Figure 8).

This system has been known as a WTDM
system because multiplexing both in the
optical and the electrical domain has
been utilized (WTDM = Wavelength and
Time Division Multiplex). WDM should
be preferred as the name of the optical
multiplexing function instead of OFDM
(Optical Frequency Division Multiplex-
ing), which is used in some literature on
the subject. OFDM is too close to the
abbreviation used for the modulation
method in digital broadcasting, COFDM.

The WTDM system is originally de-
signed as a passive system, due to the
fact that optical amplifiers and optical
jackfields have been difficult to realize
up to now. To avoid the use of optical
amplifiers, it has been necessary to look
very closely at the losses in every link of
the system, and so reduce the losses as
much as possible.

The lasers must deliver a high output
power (typical -4 dBm) and the optical
receivers must have a high sensitivity
(typical -29 dBm). The total losses
through the optical chain must be kept
below this difference (25 dB).

In November 1992 the Project demon-
strated its final test bed. The demonstra-
tion showed that all the aspects of a
WTDM system are technically feasible.
The system was also successfully demon-
strated at the TV Symposium in Mon-
treux in June 1993.

The star configuration shown in Figure 7
has one significant weakness: If the star
coupler breaks down, the whole system is
dead. To overcome this, alternative sys-
tem architectures have been proposed.
One of them is shown in Figure 9.

This global architecture is based on 8 x 8
star couplers and a network of optical
fibres. The architecture looks compli-
cated, but both optical fibre and the star
couplers are rather cheap elements. By
using only 8 wavelengths another advan-
tage is achieved: The system can be kept
within the bandwidth for optical ampli-
fiers (typical 1530 – 1560 nm), thus
enabling new methods to be introduced
in the optical demultiplexing process.

3.2 RACE 2001,

the Pilot Installation

A new RACE project, R 2001,
started work early 1992.
R 2001 is taking the
WTDM system demon-
strated in R 1036
towards a pilot installa-
tion. NRK joined the
R 2001 project as a
sponsoring partner.
Recently, this has
been changed into a
full partnership.

Current work

It has become clear that
any new technology which
performs a routing function
must be available at the same cost
or, preferably, a lower cost than the con-
ventional alternative. It is in this context
that the marketable price of the
WTDM router has been investi-
gated. The costs of the various compo-
nents which make up the proposed system
are being analysed to ascertain what those
costs are, and what opportunities exist to
reduce them.

In this project DFB (Distributed Feed-
back) lasers have been used. In a laser
transmitter it is the active device itself
which is predominant in the cost. Major
cost reductions can only be achieved by
producing the devices in a more cost
effective way. This is only viable when
large manufacturing quantities are being
considered, i.e. wider use of the optical
multiplexing techniques.

The cost of passive optical components
will be dramatically reduced by the use
of silica-on-silicon tech-

nology, which is being developed within
another RACE project, R 1008. This
technology offers the prospect of mass
production. A key feature is that v-
shaped grooves for holding the input and
output fibres can be precisely defined in
the silicon substrate as part of the waveg-
uide fabrication process. The silica-based
waveguides offer both very low propaga-
tion losses and low fibre-to-waveguide
interface losses. The fibre-to-waveguide
alignment can be done passively and thus
simple and cost reducing.
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A 16 x 16 star coupler based on silica-
on-silicon technology is shown in Figure
10. Light from the input fibres is coupled
via channel waveguides into a planar
waveguide region, where it is allowed to
radiate freely for a set distance. The light
is then coupled simultaneously into 16
output waveguides which are arranged
around the far field of the waveguide
region. The radiative star coupler is

wavelength independent within wide lim-
its. Worst case port-to-port losses of 17
dB for the 16 x 16 star has been
achieved.

A study of the equipment costs for the
LRC (Local Routing Centre) has shown
that the use of alternative technologies to
achieve the same functionality as conven-
tional technologies could give significant

cost reductions. This is especially valid
for the receiving end (see Figure 8).
Important work has been done to replace
the expensive silicon-based 16 x 8 elec-
tronic switching matrix with an integrated
optical switching and wavelength demulti-
plexing device. This extended optical part
would also reduce the number of optical
receivers from 16 to 8.

In the first R 1036 demonstration optical
demultiplexing was achieved by means
of a diffraction grating and a focusing
lens. Tuneable filters are now used to
select a wavelength.

Two alternative optical switching archi-
tectures have been proposed. One is
based on the design of a polarization-
independent electro-optic tuneable filter
(EOTF) on lithium niobate. The com-
plete solution consists of a passive silica-
on-silicon splitter, preceded by an optical
(erbium fibre) amplifier, and followed by
an EOTF filter (Figure 11). After the
splitting of the wavelength multiplexed
optical signal in a number of parallel
ways towards the output of the system,
each of the optical filters can select
among all the wavelengths and thus per-
form the switching function. Detailed
designs of EOTFs for 8 and 16 channels
are now available (wavelengths at 4 nm
or 2 nm spacing, respectively).

They
have elec-

tronic con-
trol circuits
developed

to interface
the optical

switch to the net-
work control system.

The second optical
switching architecture

which has been proposed will
be a monolithically integrated

device based on indium phos-
phide (Figure 12). This

particular
design

is
tailored for the system architecture
shown in Figure 9, with six 8 x 8 stars. In
this case each LRC receives wavelength
multiplexed signals from three different
stars and each destination has to select
one of them. The active combiner is in
fact a space switch.
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As some of the possible configurations
on the demultiplexing side will need
space switching, elements for this pur-
pose are also being developed within the
project. The elements are electro-optical
switches produced on indium phosphide
(InP), and two types are being developed:

- Directional couplers

- AOG (Amplifying Optical Gates).

The AOGs have the great advantage that
they can be realized practically without
losses. Switching matrices can be made
by combining these elements on a hybrid
form.

The silica-on-silicon technology offers
many interesting possibilities in the
design of passive components. A natural
extension of the radiative star coupler
work is the arrayed waveguide wave-
length demultiplexer (Figure 13), basi-
cally two radiative stars joined by an
array of waveguides of different lengths.
Silica-on-silicon demultiplexers are close
to realization, and in large scale produc-
tion they would offer considerable cost
benefits over existing demultiplexers.
The configuration in Figure 13, a 1 x 16
demultiplexer with 4 nm channel separa-
tion would fit perfectly into the R 1036
architecture shown in Figure 7 and Fig-
ure 8.

Coherent technology is being developed
in another RACE project. The intention
is that R 2001 would provide an applica-
tion in which this technology could be
demonstrated. The coherent technique
with optical heterodyne detection allows
the optical wavelength spacing to be
much closer (fractions of a nm), in fact
only limited by the spacing that is
required by the modulated signal. The
capacity of the routing system can be
considerably increased with this tech-
nique, which is especially interesting
when HDTV is concerned. However, sta-
bilization of the lasers can be difficult
and costly, because the wavelength varia-
tions must be kept within extremely
small tolerances.

Pilot installation

As the aim for R 2001 is to develop and
install a commercially viable optical
router based on the R 1036 proposal, a
site for a pilot installation had to be
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found. It has been decided that the site
will be the NRK TV Production Centre
in Oslo. One of the project members,
GEC Marconi, England, will be the
prime contractor for the entire system
installation. The installation program will
have four phases, which are designed to
complement the existing modernization
plans for the TV Centre. The start of
phase 1 has been co-ordinated to start
when the digital equipment used during
the Winter Olympic Games at Lilleham-
mer has been moved to the Production
Centre in Oslo. The 4th phase is planned
to complete the installation covering the
whole Production Centre by the year
2000, but this will fall outside the project
time scale.

The phase 1 installation will include the
news studio (Studio 5), the graphical
workshop area and the tape and film
area. Each of these three nodes will have
an OIU (Optical Interface Unit) installed.
The OIU is shown in Figure 14. The OIU
can house all actual optical and electrical
modules needed in an LRC, and it has a
unique construction with multipurpose
electrical and optical backplanes. The
unit has an interface to a network control
system, which is also specified within the
project.

In the pilot installation all the compo-
nents and techniques described earlier in
this article will be demonstrated and
evaluated. With the OIUs it will be quite
simple to change the configuration or
expand the system in the future.

There is no doubt that a WTDM system
like the one described would fulfil all rel-
evant requirements for a TV routing sys-
tem. The vital question will be the price,
which is dependent on a large scale pro-
duction of some optical components.
Hopefully, the introduction of optical
technology into CATV or related fields
could create a market big enough for the
component production.

4 ATM (Asynchronous

Transfer Mode)

Experts claim that FDDI II most likely
represents the end of the shared access
technology. Next to come will be ATM,
or cell relay. Quite soon ATM will be in
general use in our data networks.

We know that ATM will be an essential
part of the new telecommunication net-
works, as CCITT has chosen ATM for
the switching functions and the transmis-
sion in B-ISDN. Many countries have
already built pilot networks to gain expe-
rience with SDH, and even with ATM.
The broadband routing system designed
in R 1036 and R 2001 will have an inter-
face against the IBCN outside the TV
Production Centre. SDH will be common
for both sides of the interface. When
audio and video signals from the IBCN
are received at the interface as ATM
cells, it will probably be arranged to let
the cells pass directly into the routing
system.

Transmission of audio and video have
always been a matter of circuit switching,
with well known possibilities to protect
the circuit and provide quality. Packet
switching is something new for audio
and video transport. ATM can take care
of audio and video signals by “circuit
emulation”, i.e. giving the audio and
video transmissions access to the cells
regularly and thus ensuring a constant
data rate with small delay. However,
there is a delay in the network itself.
Buffers will be needed both at the trans-
mitting end and the receiving end. At the
receiving end it will be necessary to
accommodate jitter and resynchronize
the signal. Error correction will most
likely be added, as this is not provided in
ATM. All together, ATM will cause
some delay, but probably within accept-
able limits.

There is some scepticism among broad-
casting engineers to use a public
SDH/ATM network for the transmission
of Radio and TV programmes. They fear
problems with faulty routing or overflow
due to non-important and “bursty” ser-
vices. The essential technical aspects to
investigate will therefore be whether
radio and TV transmissions can be sepa-
rately controlled, and secured the neces-
sary reliability.
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The broad-
casting of the
Lillehammer
Olympic Winter
Games show-
cased the suc-
cessful compre-
hensive use of
digital technol-
ogy. For the
first time in
Olympic his-
tory, the host
broadcaster
operation was
based on an all-
digital distribu-
tion and record-

ing system. Still, most of the con-
sumers, the world broadcasters,
were operating in analogue. Com-
patibility with prevailing systems
was thus an essential feature of
the strategy adopted by the
Olympic host broadcaster, NRK
ORTO 94.

The Host Broadcaster

Assignment

NRK’s Olympic Radio and Television
Organization, ORTO 94, was responsible
for producing and directing the interna-
tional radio and television coverage of
the 1994 Olympic Winter Games in
Lillehammer. The task was entrusted to
NRK by the Lillehammer Olympic Orga-
nizing Committee (LOOC) early in 1990.

NRK ORTO 94 was established for the
exclusive purpose of carrying out the
most extensive project ever to be under-
taken by a Nordic broadcasting company.
In addition to producing the Olympic
world feed – close to 350 hours of live
radio and TV programme, distributed
world-wide to an audience of more than
two billion people – NRK ORTO 94 was
in charge of planning, supplying and
operating the technical and production
facilities at the venues and the Interna-
tional Broadcasting Centre (IBC). A third
major responsibility lay in the provision
of requisite services and facilities to the
rights-holding world broadcasters.

As an institution, NRK took on the task
of host broadcaster for a fixed sum of
470 million Norwegian kroner paid by
LOOC, to be applied solely to the financ-
ing of the host broadcaster activity. It
was thus stipulated that ORTO was to be
kept separate of the public broadcaster in

both financial and administrative matters.
The organization was accordingly
formed with its own staff, budget and
authority.

Project Stages

In early 1990, NRK ORTO 94 comprised
11 full-time staff members. That number
grew to 81 by the end of 1993, and dur-
ing the Olympics, host broadcaster oper-
ational staff totalled more than 1,300
people.

Major tasks during the first years of the
project included planning of IBC and
venue requirements. ORTO was involved
from the very beginning in the design
and construction of the Olympic sports
venues, which were all, with one excep-
tion, built for the Games. ORTO’s persis-
tence in influencing construction to
accommodate broadcasting requirements
turned out to be vital to the success of the
Lillehammer Olympics.

Throughout 1993, venue and IBC instal-
lations were completed and a series of
sports events held at the Olympic venues
to test the facilities, equipment and orga-
nization. In September 1993, the ORTO
staff relocated from its Oslo headquarters
to the International Broadcasting Centre
to prepare the final pre-Games stage.

Having returned to Oslo, the host broad-
caster has now begun debriefing and staff
reduction. Final phase-out will be in July
1994.

Host Broadcaster System

Design

The timing was right in 1990 for NRK
ORTO 94 to give serious thought to digi-
tal broadcasting. Technology had
advanced well beyond expectations and
by 1991, the prospect of standardizing on
serial digital interfacing began to materi-
alize. After a thorough evaluation pro-
cess, the decision regarding the overall
system design for the Olympics was
made in July 1992.

ORTO decided to apply the serial digital
interface of CCIR Recommendation 656-
1, with stereo audio embedded. The deci-
sion was influenced by the fact that Nor-
wegian Telecom was constructing a digi-
tal optic fibre system for video and audio
transmission from the Olympic venues to
the IBC.

Serial digital routing ensured greater reli-
ability and easier handling, and a stable

signal quality was maintained through
the entire transmission line. The installa-
tion volume was reduced substantially
since the video signal with two audio
channels was carried on one cable.

Combined with the choice of component
Digital Betacam as the host broadcaster
videotape format for recording and edit-
ing, the technical design allowed ORTO
to stay in a digital domain from routing
and transmission from the venues to
archiving and editing at the IBC, without
any loss of quality. An important consid-
eration was Digital Betacam’s compati-
bility with Betacam SP, the format used
by the majority of the broadcasters’ uni-
lateral ENG crews.

After careful analysis, on-site product
demonstrations and finally invitations for
tenders, ORTO contracted Sony Broad-
cast International to supply the broad-
casting system at the venues and the IBC.
The contract stipulated the design, instal-
lation and maintenance of all stationary
equipment to be operated by NRK
ORTO 94.

The ORTO Olympic operation was on
the whole based on hire. Some facilities,
however, such as edit suites, VTRs and
character generators, were purchased in
cooperation with NRK Television and
used by ORTO in the operational period.
ORTO thus seized the opportunity to
concentrate on solutions that would be of
long-term benefit to NRK, as there was a
wish within NRK to convert to digital
component technology.

The installations supplied by Sony at the
venues and the IBC were rented, like the
mobile equipment brought by the produc-
tion teams, microwave equipment, spe-
cial cameras and so on. The estimated
value of all stationary and mobile equip-
ment deployed in the host broadcaster
operation totalled approximately one bil-
lion Norwegian kroner (140 million
USD).

The ORTO Production

Teams

Given the structural makeup and size of
the host broadcaster, agreements were
reached with several broadcasting orga-
nizations to provide manpower and
equipment during the Games. The Euro-
pean Broadcasting Union (EBU) and
Canadian Television (CTV) contractually
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land the biathlon, SRG of Switzerland
and FT3 of France the two alpine venues,
BBC of England the bobsleigh and luge,
NOS of Netherlands the speed skating
events and DR of Denmark the medal
award ceremonies and press conferences.
Canadian Television produced ice
hockey, figure skating and short-track
speed skating.

Each commissioned production team
supplied its own mobile production
equipment – 26 OB vans and more than
230 cameras in total. ORTO provided the
stationary installations and also several
special cameras for innovative and
dynamic coverage, including sophisti-
cated parallel-motion Cablecam and rail
tracking cameras, mini cameras and heli-

copter and airship Wescam systems.
Super slow-motion cameras were used at
most venues.

In addition to three eagle eye cameras
designed for the ORTO productions, four
panoramic cameras were available at the
IBC for broadcasters’ unilateral use.
Three of these cameras were remote con-
trolled from the IBC and provided scenic
views of the Olympic area 24 hours a
day, whereas the fourth was a roving
mobile unit operating at different loca-
tions.

Venue Operations

The great demands made on the quality of
the Olympic coverage and the magnitude
of the operations called for an extensive
and carefully planned venue structure. The
technical design (see Figure 1) was stan-
dardized at all venues, each with a Line
Distribution Room or LDR serving as the
local communications centre. All video
and audio signals were handled in the
LDR, while commentary and coordination
circuits were managed in a separate Com-
mentary Control Room, the CCR.

ORTO was responsible for all communi-
cations and signal distribution locally at
the venues. Fibre optic systems as well as
traditional cabling and RF equipment
were used for this purpose.

At most Olympic venues, the ORTO pro-
duction was carried out in analogue PAL.
The video signal was digitized and
decoded at the output of the production
unit, and routed with graphic inserts to
the LDR as a 270 Mbit/s signal with
audio embedded. (See Figure 2.)

Commentary operations entailed 3.4, 7
and 15 kHz circuits with 3.4 kHz feed-
back, and 4-wire coordination circuits.

From the LDR and CCR the signals were
passed on to Norwegian Telecom who
was responsible for transmission to the
International Broadcasting Centre. Video
and audio from all venues were transmit-
ted to the IBC on 140 Mbit/s fibre optic
feeds. Telecom was responsible for the
bit reduction and for reconverting the
signal from 140 to 270 Mbit/s at the IBC.

Thus, there was a vanda (video and
audio) signal in the true sense of the
word, as opposed to previous Olympics,
where video and audio were handled sep-
arately. These were also the first
Olympics where the international sound
was produced and delivered in stereo
from all venues.

agreed to commit OB vans and produc-
tion teams to the ORTO operation to
cover those sports in which each broad-
caster had demonstrated expertise. One-
nation teams were appointed at each
venue to guarantee fully cohesive cover-
age. Carrying the final responsibility,
ORTO designed standard production and
transmission guidelines for the interna-
tional coverage, with the aim of convey-
ing a distinct Lillehammer Games iden-
tity.

Under the aegis of NRK ORTO 94,
NRK’s own teams covered the opening
and closing ceremonies, the cross-coun-
try skiing, the ski jumping and the
Nordic combined events, SVT of Sweden
covered the freestyle venue, YLE of Fin-
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Figure 1 Venue Facilities Diagram



Figure 2 Transmission Principles Venues – IBC

Graphics

For the graphics operations, a standard
structure was established at the venues to
ensure an identical, high-quality graphic
expression from all events (see Figure 3).
The graphic standards had been pre-pro-
duced by ORTO designers in an all-digi-
tal suite. Since the graphics were super-
imposed in a digital domain, the inserts
guaranteed the same output at all times
and no local adjustments were required.

In a separate room at the venue, fur-
nished with all the necessary graphics
facilities, ORTO collected the feeds from
the LOOC results computer centre (IBM)
and the timing supplier (Seiko). The two
sources were coordinated by ORTO per-
sonal computers and fed to the character
generator Quanta Delta SE. The charac-
ter generator was furnished with a high-
speed memory (CB Ram) so running
time appeared in exactly the same style
and typeface as the rest of the graphic
information. Consequently, all informa-

Figure 3 Graphic Inserts

The international radio signal was pro-
duced in analogue stereo in a separate
mixer at the venue and transmitted digi-
tally on Telecom’s circuits to the IBC.

A special videotape facilities room was
installed at each venue, equipped with
Digital Betacam VTRs for local backup
and clean feed recordings of the interna-
tional signal.

ORTO offered a number of venue sup-
port services and facilities to broad-
casters for their unilateral operations. At
the eleven sports venues, ORTO installed
and equipped a total of almost 570 com-
mentary positions. Other unilateral ser-
vices offered by ORTO included live
interview cameras for occasional pre and
post event booking, and ENG and TV
injection points for transmission of taped
programme from the venues to the IBC.

Backup Systems

All international and unilateral connec-
tions between the venues and the IBC
were secured by Telecom’s fibre ring
structure with two separate transmission
systems. For the international signal, a
spare feed was routed permanently on a
separate fibre so that there was a hot
spare through the entire system.

Extensive measures were also taken
against power supply breaks. Diesel gen-
erators were used as backup for the
venue technical installations and as a fur-
ther precaution, all facilities used in the
production of the international signal had
an uninterrupted power supply or UPS.
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tion was converted into video characters
and combined with the pre-programmed
background graphics in the Delta, which
fed the key and fill for the total graphic
picture to the digital downstream keyer.

The International Broad-

casting Centre

The IBC, a five-storey building totalling
some 27,300 square metres, was the
nerve centre of the broadcasting opera-
tions during the Olympics. All television
and radio signals from the production
sites converged at the IBC, which was
also the gateway for outgoing traffic to
destinations worldwide.

Serving as administrative and operational
headquarters to NRK ORTO 94 and the
rights-holding radio and TV broadcast-
ers, the IBC was the workplace for more
than 3,000 broadcasting personnel during
the Olympics.

Picture and sound from all venues were
supervised, processed, recorded and dis-
tributed in the IBC by NRK ORTO 94.
(See Figure 4.) Video and audio signals
from some 75 sources included the main
and spare circuits for the international
signal from 12 venues (11 sports venues
and the medal awards venue). The
remaining origins, linked to the IBC
either by optic fibre or microwave,
included broadcasters’ private feeds and
ORTO’s panoramic cameras.

Radio international sound from the eleven
sports venues as well as commentary and
coordination circuits were also handled
by ORTO’s IBC staff.

Master Control Room

The MCR was the centre for coordina-
tion and distribution of all video and
audio signals. (See Figure 5.) Equipment
included a 64 x 32 digital matrix and a
96 x 40 analogue mixer. Automatic
changeover units detected incoming
video on the main feed and would switch
to spare in case of a breakdown. The
units could be bypassed or forced to
spare.

Among the main and spare international
feeds from 12 venues, a daily selection of
eight (varying with the competition pro-
gramme) was synchronized and delivered
unswitched on permanent feeds to the
rights-holders. The signal was fed to a
PAL encoder before distribution to
broadcasters who required a 625 PAL
signal. For ORTO’s own recording and
editing operations, the signal was fed to
the serial digital routing switcher and
applied as a serial digital component sig-
nal with audio embedded.

Unilateral signals were looped through
the MCR for equalizing and monitoring
and fed directly to the broadcasters’
areas.

Circuit Distribution Centre

The CDC was the hub for all commen-
tary and coordination circuits entering
and leaving the IBC. ORTO received a
total of roughly 1,500 circuits which
were distributed directly on 250 interna-
tional lines to some 60 destinations. The
CDC staff also monitored and distributed
the international radio sound.

Quality Control Room

ORTO had a special Quality Control
Room at the IBC where producers and
technical staff monitored the quality of
the live international transmissions from
all venues. Intercommunication equip-
ment allowed the staff to control the pro-
ductions by communicating directly with
the venue personnel.

Transmission Control Room

During the Olympics, up to three compe-
titions took place at the same time. The
rights-holders made their own priorities
as to which events to send live, and many
of them supplemented the ORTO cover-
age – which was universal and strictly
impartial – with interviews, comments,
reports and other elements adapted to
home audiences. Under final supervision
in ORTO’s Transmission Control Room,
the output was patched to Telecom inter-
national circuits for transmission to the
various destinations.
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Figure 4 General Block Diagram Venues – IBC

General Statistics

ORTO personnel 1,360
World broadcaster personnel 4,200
Total hours of live ORTO coverage 350
TV audience reached 2 billion
ORTO OB vans 26
ORTO cameras 232
ORTO videotape recorders 200
Venue commentary positions 565
Venue unilateral camera positions 230

NRK ORTO 94 Olympic
Publications

- Broadcasters Handbook

- Production and Graphic Standards

- Production Plan



The Transmission Control personnel also
operated a 48 x 8 router for switching of
occasional satellite feeds for rights-hold-
ers.

Videotape Area

ORTO’s central VTR area contained
facilities for videotape recording and
summary editing of the international sig-
nal. Four digital units equipped with Dig-
ital Betacam VTRs were designed for
non-stop recording of the ORTO cover-
age from all venues.

Five edit suites based around Digital
Betacam VTRs and Sony DVS-2000
vision mixers were used in the produc-
tion of two daily 30-minute summaries
presenting highlights from the Olympic
events.

Bookable Facilities

A number of facilities were available to
broadcasters for occasional use, includ-
ing four staffed edit suites with three
Digital Betacam VTRs and an BVW-D75
Betacam SP VTR each. This setup
allowed users to edit and record digital or
analogue footprint as required. Broad-
casters could also rent two viewing units
for videotape playback.

Sixteen commentary booths for off-site
live commenting were offered at the IBC,
as well as two staffed radio edit rooms
with a common radio studio.

Power Supply

The IBC technical and domestic power
supply was secured by three separate

incoming cables, and diesel aggregates
served as backup for parts of the system.
There were four network stations (trans-
formers) in a double ring with capacities
of 50 to 2,500 KVA. For all installations
handling the ORTO international signal,
there was a special security system
entailing UPS as well as backup diesel
generators.
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Figure 5 IBC General Flow Diagram

ORTO Venue Statistics

Event Personnel OB Vans Cameras VTRs Commentary
Positions

Opening/Closing

Ceremonies and Ski Jumping 106 3 26 9 72

Freestyle Skiing 47 1 13 11 29

Cross-country 113 3 34 15 59

Biathlon 114 4 25 10 48

Downhill and Super G 133 4 23 19 56

Slalom and Giant Slalom 109 2 21 14 60

Bobsleigh and Luge 106 3 28 13 31

Ice Hockey (Håkon Hall) 52 1 14 11 59

Ice Hockey (Gjøvik Hall) 55 1 14 12 48

Figure Skating and Short-track 53 1 12 12 64

Speed Skating 58 1 15 9 38

Medal Award Ceremonies 21 1 5 5 -

Press Conferences 14 1 3 3 -
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Introduction

Since the Status section on international research and standard-
ization activities was launched last year, we have had contribu-
tions in all the telecommunication areas listed in Table 1. With
reference to Table 1 the reader will for each of the telecommu-
nication areas have access to information such as the main stan-
dard organizations and research programmes involved, technical
study areas, achievements so far, what can be expected in the
near future, major contributions, etc.

The Status section also contains presentations of important stan-
dardization bodies or research institutions. Up till now the Sta-
tus section has had papers on the International Telecommunica-
tion Union (ITU), and the European Institute for Research and
Strategic studies in Telecommunications (EURESCOM). This
issue of Telektronikk contains a comprehensive coverage of
ongoing work in Telecommunication and Information Network-
ing Architecture-Consortium (TINA-C). TINA-C was formed
last year and the overall objective is to define and validate a
software architecture allowing provision of sophisticated
telecommunication services. Information such as organizational
structure, work plan, results achieved, and concluding remarks
highlighting concerns raised, are included in the paper. The
paper is written by Mr Tom Handegård.

With regard to the telecommunication areas, the following
papers are included:

- Telecommunication Languages and Methods
- Message Handling Systems
- Security.

The paper on Telecommunication Languages and Methods pre-
sents activities and achievements in ITU-T, EURESCOM, and
TINA-C related to this topic. Within ITU-T, SG 10 has the
overall responsibility for co-ordination of Telecommunication
Languages and Methods. In this study period SG 10 addresses
10 questions, which are briefly presented in this paper.
EURESCOM P103 studies languages and methods for
the creation of Intelligent network (IN) ser-
vices. The main achievement is a life
cycle model for service creation and
composition. In the last section
of the paper a brief presenta-
tion of the languages and
methods being used in
TINA-C is described
and evaluated. TINA-C
has adopted the object
oriented paradigm and
the concept of Open
Distributed Processing
(ODP). TINA-C also
applies the viewpoints
from ODP. The paper
is written by Mr Arve
Meisingset.

Message Handling Systems (MHS) are an infrastructure for pro-
vision of application oriented data communication services.
Today, the most important services are electronic mail, elec-
tronic data interchange (EDI) and file transfer. This paper intro-
duces the development of X.400 standards, which is one of the
most important manufacturer independent standards in the area
of MHS. The author also presents the standardization groups
and their area of responsibility, overview of the published stan-
dards and current and planned development of X.400. The
author is Mr Geir Thorud.

Finally, Mr Sverre Walseth contributes a
paper in the area of security. Special

attention is given to the ongoing
work in ISO/JTC/SC27 Infor-

mation Technology – Secu-
rity Techniques. In the

near future important
results are expected in
security techniques
such as entity authen-
tication, non-repudia-
tion, digital signa-
tures, hash-functions
and key management.
Overall presentations
of important work

items in ITU-T,
UN/EDIFACT, ETSI,

ECMA, EURESCOM and
NIST are also included.
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B Y  E N D R E  S K O L T

Issue Study area Editor
No.

4.93 Service definitions Ingvill H Foss

4.93 Radio communications Ole D Svebak

4.93 Transmission and switching Bernt Haram

4.93 Intelligent Networks Endre Skolt

4.93 Broadband Inge Svinnset

1.94 Terminal equipment and Trond Ulseth
user aspects

1.94 Signal processing Gisle Bjøntegaard

1.94 Telecommunications Ståle Wolland
Management Network (TMN)

1.94 Teletraffic and dimensioning Harald Pettersen

1.94 Data networks Berit Svendsen

2.94 Languages for telecommuni- Arve Meisingset
cation applications

2.94 Message Handling and Geir Thorud
Electronic Directory

2.94 Security Sverre Walseth

Table 1 List of contributions to the Status section
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The TINA Consortium

B Y  T O M  H A N D E G Å R D

Introduction

The TINA Consortium (TINA-C) was formed in 1993, and cur-
rently has as members more than 30 telecommunications and
information technology companies from all over the world. The
consortium will last for five years. Over this period the aim is to
define and validate a software architecture that will enable the
efficient introduction and management of new and sophisticated
telecommunications services, such as broadband virtual network
services, mobility services, and multimedia services. The name
of the architecture is Telecommunications Information Network-
ing Architecture – TINA. The Information Network is the
TINA-C term on its vision of the future telecommunications
network, a network capable of providing to its customers a wide
range of services for accessing and manipulating information in
many forms.

During its first year of existence, TINA-C has developed the
first version of the TINA architecture. It is based on the princi-
ples of open distributed processing (ODP), and takes into
account current standardization and research activities related to
IN, TMN, SDH and ATM. The next version of the architecture
will be published by the end of 1994.

Norwegian Telecom is a core member of the consortium, and
contributes one researcher to the TINA-C Core team.

Background and vision

Several challenges are currently facing the telecommunications
industry:

- It takes too long to introduce new services

- Services are too costly to introduce and maintain

- There are inconsistencies in the data needed to operate the
network and its services

- The market for POTS is becoming saturated, and the telecom-
munications operators need to offer new services to increase
their incomes

- New technology makes new services possible

- The number of actors in the business is increasing due to
deregulation and new services, resulting in increasing compe-
tition.

Intelligent Networks (IN) and Telecommunications Manage-
ment Network (TMN) are two current efforts set up to deal with
different aspects of these problems, but not all of them. For
example, current IN standards mainly focus on a set of inter-
faces and protocols which separate the service aspects from the
basic call processing and switching of PSTN and ISDN net-
works. Current IN does not address the requirements of the
upcoming broadband networks, to which more complicated call
models apply. It is centred around the basic call service, and this
will probably make it difficult to introduce truly different ser-
vices. Furthermore, current IN and TMN standardization effort
does not take advantage of recent advances in software design,
such as distributed computing and object-oriented design, to
help solve the problems connected to the service software’s
interoperability with management software, interoperability

with software in increasingly powerful customer terminals, or
the potential distributed nature of the service and management
software itself.

To deal fully with these challenges the focus of attention must
be moved from the physical network to the software system.
There is a need for a software architecture that allows services
and management applications to be introduced and maintained
quickly and at a low cost. Issues like portability, interworking
and reuse of software are of prime importance. Moreover, the
architecture must support multiple suppliers, e.g. third-party
development of software, and integration of heterogeneous tech-
nologies.

To deal with these software problems, one should exploit rele-
vant results from the software engineering field. In particular,
the field of open distributed processing (ODP) seems to address
many of the issues mentioned above. Central to the ODP work
is the vision of a “software bus” which supports interaction
among software components in a similar way as a hardware bus
support interaction among hardware components [14].

The goal of the software bus is to support pluggability of com-
ponents conforming to the same interface, so that it is easy to
plug one component out, and plug in another compatible com-
ponent or one that implements an extended interface. The inter-
operability among components will be supported if they request
and provide services through the mechanisms of the software
bus. Existing applications (i.e. applications developed without
the software bus in mind) can be plugged into the bus via an
adaptor.

Many argue that the upcoming object-oriented technology is a
promising tool for achieving this goal. Indeed, the majority of
efforts within the ODP field applies object-based or object-ori-
ented technology. When component interaction is limited to
high-level inter-object messages, distribution can be made
transparent, meaning that the objects are not able to tell
whether they are communicating locally or remotely. This
enables flexible placement of software modules. Integration of
heterogeneous components is also facilitated when the only
mode of interaction is via high-level messages, encapsulating
object internals and system details. Furthermore, objects pro-
vide the level of granularity necessary for a workable approach
to system reconfiguration supporting rapid changes and exten-
sions, as well as a focus for reliability mechanisms such as
object replication.

There are currently many efforts within the software engineer-
ing community devoted to development and standardization of
architectures based on the software bus paradigm, notably

- ISO and ITU are working jointly on a Reference Model of
Open Distributed Processing (RM-ODP) [13], currently hav-
ing the status of draft international standard.

- The Object Management Group (OMG) has standardized a
software bus, known as CORBA (Common Object Request
Broker Architecture) [10]. Several software houses currently
deliver CORBA conformant products.

- The Open Software Foundation (OSF) has defined and imple-
mented an environment for distributed applications called



Distributed Computing Environment (DCE), currently being
marketed by the individual members of the consortium.

- ANSA has developed an architecture that has provided signif-
icant input to the standards (RM-ODP and CORBA), and also
developed a pilot implementation.

Figure 1 illustrates some principles connected to the software
bus idea.

Telecommunications services and management could be viewed
as software applications distributed over the nodes of a network,
and communicating through a software bus. This is the essential
idea in TINA’s vision. TINA’s name on the software bus and its
associated components is Distributed Processing Environment
(DPE). An overall illustration of the TINA architecture is shown
in Figure 2.

Goals

The objectives of TINA-C are formulated in the consortium
charter [4], and should be interpreted on the background of the
ideas described above:

- To define a TINA that is based on state-of-the-art distributed
processing and service delivery technologies and that will
enable efficient introduction, delivery and management of
telecommunication services and infrastructures

- To validate the effectiveness of the architecture through labo-
ratory experiments and field trials

- To promote the use of TINA world wide.

The work will result in a set of specifications of the architecture,
its component parts (including a library of general objects), and
its key interfaces. Moreover, the consortium shall promote the
use of TINA by running laboratory experiments to evaluate the
architecture and prove that it can be implemented, to submit
TINA specifications as proposals to standards bodies, to publish
the results in the literature, and to participate in conferences and
workshops.

On the other hand, TINA-C shall not make products. Also,
hardware architectures of switching, transmission and comput-
ing equipment does not fall within the scope of TINA-C. The
consortium members are not obliged to use the TINA-C results.

Guidelines for the work

A set of “guidelines” have been agreed for how the work to
reach the goals should be conducted. First of all, the work is
organized as a project. A team of resident researches, the so-
called Core team, is set up in the consortium headquarters, cur-
rently located in Bellcore’s facilities in Red Banks, New Jersey,
USA. Each of the core member organizations supplies the Core
team with one or more researchers. Currently, the core team
consists of approximately 40 persons. This team of individuals
working closely, concentrated, and full time on a single task, is
considered one of the major strengths of TINA-C, and distin-
guishes TINA-C from other current research initiatives within
the telecommunications field, such as RACE and EURESCOM.

Next, the strategy of the TINA work is to reuse existing de facto
and de jure standards and other publicly available results as far
as possible. Thus, the focus of the research is integration of
existing concepts and technologies, rather than invention of new
ones. In the first year of TINA-C, the Core team’s work has par-
ticularly applied OSI/ITU and the Object Management Group’s
results within the field of open distributed processing, ISO and
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Figure 1 A simple software bus architecture
All objects communicate with each other through the software bus. The
software bus is not directly visible to the application programmer,
though. At the programming language level, objects communicate with
each other only through inter-object operation calls (straight arrow in
figure). Programming tools translate these calls into appropriate calls
to the software bus API. Internally, the software bus may dynamically
select one of several available communication protocol stacks to convey
the operation call.
The software bus API and the rules for interaction between the software
bus components on different computing nodes must be standardized.
This will make the application objects portable, and enable interwork-
ing across different nodes, vendor products, and underlying technology
(computer hardware, operating system and communication protocols).

Figure 2 Overall TINA architecture
The software components are distributed across a network of computing nodes, and
communicating through the DPE. Three categories of software components are iden-
tified: Service components, management components and DPE servers (general ser-
vices extending the functionality provided by the DPE kernel). The interface between
components managing network elements and the network elements themselves may
be outside the scope of the DPE.

DPE kernel

Transport network

Service components
Management
components DPE servers

com-
puting
node

Application objects Common services

Software Bus (DPE kernel)

Application
programming
interface (API)
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ITU’s standards within Network Management and TMN, and
Bellcore’s Information Networking Architecture (INA).

Moreover, the TINA work shall have a unified view of services
and management applications, and show how they are inte-
grated within an ODP framework.

Finally, the architecture will be validated and proven through
laboratory experiments and auxiliary projects. The Core team
will itself build a prototype DPE (again, reusing existing prod-
ucts), and design a small set of example services using the
architecture principles. In addition, auxiliary projects are run
within member companies’ home locations. These projects will
either test TINA, by building TINA conformant service proto-
types, or investigate sub-problems the Core team regards as
important, but does not have resources to deal with themselves.

Organization

There are two types of membership. Core members are organi-
zations that contribute by sending one or more researchers to the
Core team. Participating members have no representatives in
the Core team, but instead perform one or more auxiliary pro-
jects at their home location. Core members carry the costs of
their own visiting researchers. Additionally, all members share
the administrative costs of the Consortium Headquarters,
including the Core team. There is no membership fee in addi-
tion to this.

Member companies of TINA-C include telecommunications
network operators, telecommunications service providers,
telecommunications equipment manufacturers and computer
manufacturers, software suppliers to the telecommunications
industry, and research organizations. For a complete list of core
members, see Table 1. In addition to the current members, sev-
eral others are in the process of joining or have expressed their
interest, such as Amdahl, EURESCOM, IBM, Samson, Swiss
PTT and Versant.

The topmost level in the TINA-C management structure, illus-
trated in Figure 3, is the Consortium Steering Board (CSB).
Only core member organizations that are network operators
have a seat in the CSB. The CSB is responsible for evaluating

the objectives and technical
directions of the consortium,
and amend them if necessary.
The CSB reviews the technical
activities annually, and all tech-
nical activities initiated within
TINA-C must be approved by
the CSB. The CSB also deals
with membership questions and
allocation of resources to the
Core team and the administra-
tion office. Currently, the CSB
is chaired by Mr. T. Row-
botham of British Telecom.

The Consortium Technical
Committee (CTC) consists of
one technical expert from each
core and participating member
organization. The CTC has the
responsibility for the direction
of the consortium’s technical
activities, and advice the CSB

Alcatel (eq) NEC (eq)

AT&T (op, eq) Norwegian Telecom (op)

British Telecom (op) NTT (op)

Bellcore (op) Nokia (eq)

CNET/France Telecom (op) OKI (eq)

CSELT (op) Royal PTT Nederland (op)

DEC (cmp) SIP (op)

Deutsche Bundespost Telekom (op) Stratus Computer (cmp)

Ericsson/Ellemtel (eq) Stentor (op)

Fujitsu (eq, cmp) TeleDanmark Research (op)

Hewlett-Packard (cmp) Telefonica (op)

Hitachi (eq) Telia (op)

KDD (op) Telstra (op)

Korea Telecom (op) Northern Telecom/BNR (eq)

Siemens (eq)

Table 1 TINA-C core members
eq = telecommunications equipment provider, 
op = operator, 
cmp = computer or software provider

Work group
Core Team

Consortium Technical
Committee (CTC)

Consortium Technical
Management Team

General Manager

Consortium Steering
Board (CSB)

TINA
Workshop

Auxiliary
Project

Figure 3 TINA management structure



on these matters. New technical activities are proposed by the
CTC. The CTC is currently chaired by Mr Y Inoue of NTT.

Within the Core team the researchers are organized in work
groups; currently there are four of them. The 1993 achieve-
ments of the work groups are described in the next section. The
Core team is led by the Consortium Technical Management
Team, chaired by the Technical Leader. A General Manager is
responsible for managing and administering the day to day
affairs of the consortium. Currently, Mr D Guha of Bellcore is
General Manager of TINA-C.

The work plan time line

The TINA Consortium will last for five years, i.e. through 1997.
A revised version of the architecture will be published by the
Core team to the member companies at the end of each year.
The main architectural results are expected to be finished by the
end of 1995, with the last two years revisions being driven by
results from the Auxiliary projects.

Results achieved in 1993

The 1993 work in the Core team was divided between four
work groups, producing a total of 22 deliverables. An executive
summary of the results can be found in [1], and a summary of
all the reports in [2]. The availability of the TINA-C deliver-
ables is currently restricted to consortium member companies
only. This section aims to give a simple explanation of some of
the main results.

The four 1993 work groups were:

- Logical Framework Architecture

- Service Specification, Construction, and Management

- Management Architecture and Resource Management

- Portable Reference Implementation of the TINA-C DPE.

I will refer to them simply as the Framework, Services, Man-
agement and Lab groups, respectively. The reports from the
three first work groups define the first version of the TINA
architecture. The Lab group mainly worked on the specification
and design of a prototype implementation of the TINA-C DPE.

Framework

As already explained, a basic assumption in TINA-C is that ser-
vices and management applications can be viewed as distributed
software applications. The Framework defines the basic con-
cepts and infrastructure (including DPE) needed to specify,
implement, and run these applications. The Framework is based
on ISO/ITU’s RM-ODP, interpreting it where it is found too
vague and expanding it where there are needs not covered. For
example, RM-ODP does not specify any notations to write spec-
ifications. The TINA framework does.

According to RM-ODP, distributed systems can be described
from different viewpoints, and RM-ODP identifies five such
viewpoints. TINA-C has chosen to focus on three of them: The

information viewpoint, the computational viewpoint and the
engineering viewpoint. The first two focus on the structuring of
the individual applications, while the engineering viewpoint
focuses on the structure of the DPE.

Within the information viewpoint, an information model of the
application is made. The purpose of the information model is to
identify all the information entities, or information objects, that
need to be managed by the application, the relationships
between them, and the constraints that apply to objects and rela-
tionships. The TINA notation for documenting information
models is based on ITU’s Guidelines for the Definition of Man-
aged Objects (GDMO) [11] and General Relationship Model
(GRM) [12].

Within the computational viewpoint, a computational model of
the application is developed. The computational model identi-
fies the software modules that cooperate to perform the func-
tions of the application. The modules are modelled as computa-
tional objects. In addition to the objects themselves, the compu-
tational model identifies (and defines) the objects’ interfaces
and their interaction structures. Thus, the computational model
corresponds to the application designer and programmer’s view
of the application. The TINA notation for computational inter-
faces is an extension of CORBA’s Interface Definition Lan-
guage (IDL) [10].

The relationship between the information and computational
models for a given application can roughly be described as fol-
lows. The information model contains objects that represent all
the information entities relevant for the application, as well as
their relationships, irrespective of how and by who these entities
are managed. The computational objects are software objects
actually existing in the system. Each of the computational
objects will typically be responsible for managing a subset of
the information objects. This may be reflected by the fact that
the interface of a computational object contains operations to
manipulate the information objects the computational object is
responsible for.

The engineering viewpoint defines the internal structure of the
DPE, and the mechanisms needed to deploy and run the imple-
mented computational objects on the DPE.

Services

The central part of the work within the Services group is the
definition of the so called service architecture. The logical
framework described in the previous subsection is quite general,
and could in principle apply to all types of distributed software
applications. The service architecture expands the logical frame-
work by defining principles and generic, reusable objects that
are more specifically relevant and useful for telecommunica-
tions applications.

The most important elements of the Service Architecture are:

- The service lifecycle model

- The Universal Service Component Model (USCM)

- An initial set of reusable components, including a session
model.
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The service lifecycle model identifies all the stages a service
goes through during its lifetime, beginning with the identifica-
tion of the need for the service, through construction, deploy-
ment and operation, until finally the service is withdrawn. The
lifecycle model serves to place the discussion of the various
issues connected to services in a context.

The USCM identifies the separations that need to be adhered to
when defining and implementing a service. The idea is that
when a service is designed, some of the functionalities that are
needed are so different (e.g. different paradigms and tools might
apply) that they should be treated separately. The different sepa-
rations, or types of functionalities, identified by USCM are
functionalities needed to access the service (e.g. user inter-
faces), to manage the service or its components (management
interfaces), to interact with the environment of the service (e.g.
network resources), and finally the core logic of the service.

The set of generic runtime components identified partly consti-
tute a session model, and partly cover service management
issues. The objects provide functionalities such as mobility and
independence of a service from specific terminal equipment.
The identified components are likely to be needed and conse-
quently reused by most services. 

In addition to the service architecture, the services work group
has also developed a service design methodology. The method-
ology is a step-by-step process that is meant to guide a service
designer in the design of services so that they conform to the
service architecture. 

Finally, the services group has defined prose descriptions of a
set of example services, the intention being that these services
will be used to test the TINA architecture and exemplify the use
of it. The example services chosen are Broadband Virtual Pri-
vate Network, Nomadic Personal Communication (a variant of
UPT), and Multi-media, Multi-party Conference.

The service design methodology and the example services are
not normative parts of the TINA architecture.

Management

In the same way as the service architecture extends the general
framework with definition of principles and reusable compo-
nents relevant for the design of services, the management archi-
tecture specifies principles and reusable components relevant
for management applications. The scope of management appli-
cations is control, monitoring and coordination of the network
resources, both equipment and software, provided by a network
operator. Equipment and software are likely to be supplied by
multiple vendors. Important goals of the management architec-
ture are to enable reuse of management software across multiple
supplier’s products and across multiple end-user services, as
well as interworking of different management applications.

The management architecture is heavily reusing existing OSI
management and TMN standards, but extends them where
needed in order to allow consistent use of the distributed pro-
cessing principles (as defined by the logical framework).

The TINA management architecture separates management into
five functional areas: accounting management, connection man-
agement, fault management, performance management,
resource configuration management, and security management.
In 1993 specifications have been provided for three of these
areas. Thus, the management architecture currently consists of
the following parts:

- A generic network information model, consisting of managed
objects available to all functional areas

- Specification of information and computational models for
the functional areas connection management, fault manage-
ment and resource configuration management.

The network information model incorporates a set of managed
object classes from existing standards. In accordance with TMN
principles, these managed object classes are abstractions of
physical (e.g. switches) or logical (e.g. connections) network
resources. The model also identifies relationships between the
object classes. The object classes in the model are independent
of transmission and switching technology, but are biased
towards application in a broadband network (i.e. SDH and
ATM) context. Detailed specifications, using GDMO and GRM
are currently given only for a small subset of the object classes.
The idea is that the object classes in the network information
model should be available both to services and management
applications, and thereby simplify design of new services and
management applications.

The connection management, resource configuration manage-
ment, and fault management definitions contain reusable func-
tions and objects that are believed to be useful for a wide variety
of services and management applications. In particular, most
services are likely to be clients of connection management.
Connection management is currently mainly focused on func-
tions for establishing and releasing transport connections. The
clients of connection management are allowed to manipulate
connections in a technology independent way.

Lab

The long-term goal of the lab activity is to provide a prototype
implementation of the TINA-C DPE. In 1993 the work has been
focused on producing a specification of the DPE (i.e its applica-
tion programming interface), and an implementation design.
This work is directly driven by the specifications of the logical
framework, especially the computational model (which defines
the DPE’s application programming interface), and the engi-
neering model (which defines its internal structure).

The 1994 work plan

During its first year of existence, the Core team produced the
first version of the TINA architecture. The output of the work
was substantial: 22 deliverables, amounting to a total of more
than 2000 pages.

During 1994, the architecture will be revised and refined. The
second version of the architecture will be published by the end
of the year. More specifically, the expected products of the 1994
effort are [5]:



- A revised and extended version of the architecture

- An object library, i.e. a set of specifications of reusable
objects of the TINA architecture

- A (partial) DPE implementation

- Promotional and educational material, e.g. technical papers
and presentations.

It has been agreed that the Core team during this year will be
organized along the following four work groups [5]:

- Architecture extensions 

- Architecture refinements through examples

- Laboratory work

- Marketecture (i.e. marketing of the architecture).

At the same time as working on the new tasks, the 1993 deliver-
ables will be revised according to feedback from the 1994 work.
Thus, a sort of matrix organization appears, with the 1993 deliv-
erables along one axis, and the new work groups along the
other. Not all 1993 deliverables necessarily need to be revised,
and new deliverables may be identified.

The tasks of the new work groups are as follows. The extensions
group will perform the same type of work done in 1993, but
cover important issues not yet addressed. Four high-priority and
six low-priority issues have been identified. The high-priority
issues are: Service and communication session management
(developing the model for service sessions that was sketched by
the 1993 services group), Connection management (extend the
existing model with multi-point connections and routing
aspects), Performance (timing consideration, replication of soft-
ware objects, reconfiguration of components in the network),
and Packaging (define and integrate the various mechanisms
related to the building of software modules). The low-priority
issues are: Security, Naming, Federation, Service interaction,
and Data management. The Core team will only do rudimentary
studies on the low-priority issues, and then invite member com-
panies to suggest solutions (e.g. through auxiliary projects).

The refinements group will design a set of example services.
One of the problems with the first version of the architecture, is
that different parts of it were developed by different persons
working in parallel. The result is that the different parts are not
sufficiently well integrated. The idea is that designing a set of
services, using all parts of the architecture, will provide valu-
able input on how to improve the architecture in this respect. It
is also expected that the design work will result in a collection
of object specifications that will be incorporated in the TINA-C
object library. The selected example services are: Broadband
Virtual Private Network, Freephone, and Joint Document edit-
ing. The rationale for selecting these services are that they
should demonstrate the usability of the TINA architecture in
building, respectively, a set of management functionalities, an
intelligent network service, and an advanced service in line with
TINA’s information network vision mentioned in the introduc-
tion of this paper.

The lab group will continue its work on designing and con-
structing a prototype implementation of the TINA-C DPE and
other selected components of the TINA architecture.

The mission of the marketecture group is to coordinate the pro-
motion (or marketing) of the architecture, by publicizing TINA-
C results in member companies, conferences, workshops, stan-
dards bodies and the industry news media. This activity also
includes creation of documentation and training material that is
targeted to different audiences, such as systems analysts, stan-
dards organizations, other consortia, users of telecommunica-
tions services, and application developers.

Current auxiliary projects

As previously mentioned, auxiliary projects are carried out in
the home locations of consortium member companies. The pur-
pose is to supplement the effort of the Core team. The auxiliary
projects are classified within the following categories [8]:

- Projects which are customers for the entire architecture. Such
projects take the complete architecture, build experimental
applications, and feed the results back to the Core team.

- Projects which are contributors to the architecture. Such pro-
jects are typically initiated by a Core team request for solu-
tion (as with the low-priority issues of the extensions group
described in the previous section).

- Projects which independently asset the architecture using cri-
teria like time to market, availability of reliable technology,
or evolution scenarios.

Proposals for new auxiliary projects are submitted to the CTC,
and have to be approved formally by the CSB. Once approved,
one member of the core team is selected as “champion” of the
project. The job of the champion is to represent the interests of
the auxiliary project in the Core team.

Currently, nine auxiliary projects are approved. They are:

- Platform for TINA Prototyping (Telstra), uses UPT as an
example application to develop reusable software components

- Personal Presence System (Bellcore), investigates TINA-con-
sistent management of a multiparty, multimedia bridge

- Data Management Platform (CNET), investigates issues of
data management within a TINA-C DPE environment

- Service Management Experiment (Korea Telecom), validates
the TINA-C service architecture by using UPT and VPN as
example services

- Remote Data Access and Transaction Services in TINA
(Unisys, Wollongong University), investigates the use of
RDA for transactions

- Value Analysis of the TINA-C Architecture (Stentor, Stratus,
Northern Telecom, Bellcore, Hewlett-Packard), describes the
business benefits that can be derived from using the TINA-C
architecture
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- Practical TINA-C Architecture Validation (British Telecom),
validates the TINA-C architecture by using a multimedia
application as example service

- DPE on CHORUS (CNET), aims to demonstrate the TINA-C
DPE on the CHORUS real-time operating system

- Personal Communications Service (Bellcore), investigates
how to provide a highly reliable Personal Messenger Service
on the TINA-C DPE.

Concluding remarks

This paper has given an overview of the current status of the
TINA Consortium. During its first year of existence, TINA-C
has made tangible progress towards its goal of defining an open
architecture for telecommunications applications based on ODP
principles. Considering the technical complexity of the subject,
it should be no surprise that there are also sources of concern,
areas that perhaps are not sufficiently addressed by TINA (some
of them are addressed in the 1994 work plans, though). First, the
architecture work can be accused of putting to much emphasis
on problems which are traditionally associated with software
engineering, sacrificing problems of crucial importance to
telecommunications, e.g. realtime, reliability and security
requirements.

Moreover, the TINA architecture makes almost no reference to
current IN. TINA uses object-orientation, has introduced a
totally different connection management scheme, and is gener-
ally incompatible with the IN Conceptual Model. (This is in
contrast to the management area, where TINA does not make
this total paradigm shift, and has been able to reuse existing
standards to a much larger extent.) As mentioned early in the
paper, TINA is primarily targeted at new services and new
(broadband) networks. The paradigm shift within the services
field is done because it is considered necessary. However, some
argue that the migration from services based on existing archi-
tectures towards TINA should be addressed.

The decision of the Core team not to focus on a service creation
environment also concerns some. Certainly, the object library
highlighted as one of the main results of the work will be an
important element of the service creation environment. Clearly,
an object library alone is not sufficient, though.

The last area of concern to be mentioned, is that the process of
influencing standardization with TINA results has not started,
nor is there currently a strategy for contributions to relevant
standards bodies. One of the first relevant areas could be con-
nection management. TINA connection management specifica-
tions could influence (and be influenced by) ITU standards on
B-ISDN.

Anyway, the current TINA results are preliminary, and should
be judged in the light of the fact that TINA-C has only existed
for about a year. Bringing researchers with different kinds of
expertise, and from different companies, together in a Core
team has proven successful. It contributes to the development of
common understanding of important issues, and gives a good

utilization of scarce resources. Even though all parts of the
TINA-C work not necessarily will become equally important,
some parts will most likely become important, and to a certain
extent already are. For example, the TINA principles of using
an ODP framework for building telecommunications software is
currently being promoted and applied in several projects within
EURESCOM and RACE.
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Norwegian Telecom Research currently participates in interna-
tional activities on telecommunications languages and methods
in the following fora:

- International Telecommunication Union –Telecommunication
Standardization Sector (ITU-T) Study Group 10 (SG10) Lan-
guages

- EURESCOM Project 103 (EU-P103)

- Telecommunications Information Networking Architecture
Consortium (TINA-C).

ITU-T is the standardization sector of ITU. Eurescom is a joint
research organization for European network operators. TINA-C
is a consortium of some of the world’s leading network opera-
tors developing a common platform for intelligent network
applications. Some other fora will be mentioned in relation to
the above. The Norwegian Telecom Network Division and IT
department are involved in some of these.

Why are software languages important? When someone speci-
fies or develops software systems, what they specify, the quality
of the design etc. are highly dependent on the languages used.
Often the impact of the language constructs used is unknown to
the language user. Note that even informal specifications using
natural languages are dependent on language notions used infor-
mally by the specifier, and the structure of the (informal) speci-
fications has consequences for the design and functioning of the
final system. Therefore, an understanding is needed of how the
language in a broad sense influences the final design of the sys-
tem. To some extent we are talking about expressive power and
fine-grained features of the language; what is difficult to
express and what is not. However, just as important are large
scale issues; how the language contributes to layering, encapsu-
lation, reuse or joint use of modules, what is specified and what
is not, what is focused and what is not etc. This way, language
issues are central to the design of future software based systems
of any telecommunication vendor, operator or user. The design
and operation of large real-time systems have been special to
telecommunications. Now the telecommunication technology
has changed to utilize large real-time communicating databases.
The languages have to be chosen and adapted to the needs of
this new technology and services.

The subsequent presentation will describe status of work and
results from the three fora mentioned above and highlight the
Norwegian involvement in this work. The work is presented in
the mentioned sequence, as the ITU languages are used and ref-
erenced in both the succeeding projects.

ITU-T SG10 

– Languages and methods in ITU

SG10 is in this Study Period addressing 10 Questions. Each
Question has a rapporteur who together with the chairman and
vice-chairman constitute the SG10 management board. The
chairman is Ove Færgemand Eurescom/Tele Denmark and the
vice-chairman is Klaus Schulz Deutsche Bundespost Telecom.

SG10 co-operates with other SGs through the Telecommunica-
tions Standardization Advisory Group (TSAG), where all SG
chairmen participate. Also, SG10 has been participating in the
Joint Coordination Group for Telecommunication Management
Networks (JCG for TMN). Finally, SG10 has direct co-ordina-
tion meetings with several SGs. Co-ordination with the Interna-
tional Standardization Organization (ISO) is undertaken through
SG7. In addition, SG7 has adopted and developed some lan-
guages (GDMO and ASN.1) and methods from other bodies and
submitted these to other SGs. Finally, formal and informal spec-
ification techniques for services (SG2), intelligent networks
(SG11), telecommunication networks (SG4) and other have
contributed to the diversification of languages and methods
within ITU. This provides both a challenge and opportunity to
the development and co-ordination work undertaken by SG10.

Arve Meisingset is head of the Norwegian delegation to SG10.

Question 1/10 

– A data definition language for user data

Q1/10 – Improved methodology to specify Human-Machine
Interfaces (HMI) – develops a formalism for the definition of a
common user terminology and grammar for a large application
area. Arve Meisingset, Norwegian Telecom Research, is the
rapporteur for this Question.

A draft Recommendation (draft Z.353) exists for this Question.
The proposed formalism has similarities to other data defini-
tions languages, such as the Entity-Relationship formalism.
However, there are important differences needed to define the
end-user terminology as it actually appears on the screen. These
features include the handling of local names (context sensitiv-
ity), significant duplicates, persistence of forms etc. The central-
ization of the definitions in a common application schema
ensures harmonization across large application areas. Contribu-
tions exist on how to define references between data and some
behaviour aspects, as well as the definition of and mappings
between different alphanumeric and graphical terminologies.
The Question addresses linguistic (deep structure) aspects of the
HMI, not being addressed by other HMI standardization bodies.

Question 2/10 

– A reference model for Human-Machine Inter-

faces

Q2/10 – Specification techniques for the presentation and
manipulation of data at the Human-Machine Interface – devel-
ops a specification technique for the external presentation and
manipulation of data on the HMI. Alan Burger, Siemens, is the
rapporteur for this Question.

Two Recommendations are approved (Z.351 and Z.352). These
define a reference model, approach, method, scope and termi-
nology for HMI. The reference model is based on the 3-schema
architecture for data bases. However, its use and actual contents
are different. The strong data orientation makes the approach
different from more commonly applied task oriented models for
HMI. Z.352 includes an important Appendix providing guide-
lines for good data design.
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The external layer of the HMI reference model comprises two
sub-layers containing contents and layout schemata. These will
be addressed in the near future. Also, contributions exist on how
to design icons and scematic graphs to the end user, e.g. of the
telecommunications network.

Question 3/10 

– Application to TMN

Q3/10 – Specification of Human-Machine Interfaces to support
management of telecommunication networks. This Question
studies the application of the HMI Recommendations on
Telecommunications Management Networks (TMN) applications.
Currently the Question has no rapporteur. Therefore, the work is
carried out under Q1 and Q2/10.

The Z.300 series Recommendations (Blue Book) contain Rec-
ommendations for the CCITT Man-Machine Language (MML).
This includes the task-oriented SOF (Specification Of Function
semantics) method. Experienced difficulties with this method
caused the development of the new data oriented specification
technique to be provided in the Z.350 series Recommendations.

The main application area of the HMI specification technique is
TMN. Currently Recommendations exist for the data exchange
between TMN systems and Network Elements (NEs) over the
Q3 interface. The Recommendations include data definitions for
this exchange. The data definitions use Guidelines for the Defi-
nition of Managed Objects (GDMO) and Abstract Syntax Nota-
tion 1 (ASN.1). Currently there is hardly any contents of the
Recommendations for the exchange of data between TMNs
(over the X interface) and between TMN and the outside world
(over the F interface). GDMO is an object oriented language at
about the same abstraction level as SQL for data bases. How-
ever, GDMO and ASN.1 will be found more technical than SQL
by most users.

Q3/10

- is a testbed for making TMN Recommendations useful to the
final users (over the G interface);

Q3/10 has applied the HMI technique to Access Control
Administration and Alarm Surveillance and found difficulties
with both these TMN Recommendations

- is contributing to define the borderline between TMN and the
outside world;

Q3/10 has developed a draft interoperability reference model
as an extension to the 3-schema architecture and given contri-
butions to the redefinition of the F interface

- developed a graphical notation for GDMO to make TMN
Recommendations comprehensible, manageable and mapable
to the HMI.

Several other studies on HMI were undertaken in the previous
Study Period which will not be presented here. The HMI work
(G) currently suffers from small resources, similar to the situa-
tion for the work on the F and X interfaces (in SG4) of the
TMN. 

Question 4/10 

– ITU adopts software quality standards

Q4/10 – Software quality for telecommunication systems – col-
lects and reviews existing standards’ documents on software
quality. Approved results are found in Recommendation Z.400
– Structure and Format of Quality Manual for Telecommunica-
tion Software. A software quality life-cycle model and software
quality criteria are expected short term results from this work.
Yossi Winograd, AT&T, is rapporteur for this Question.

Question 5/10 

– Software architectures

Q5/10 – Software architectures and platforms for distributed
systems in the telecom domain. This question is currently in a
dormant state as no resources are available to carry out this
work. Related work is currently undertaken in Eurescom, Tina-
C and Spirit (of Network Management Forum).

Question 6/10 

– The ITU object oriented process specification

language

Q6/10 – Maintenance and support of SDL. SDL is the specifica-
tion and description language for telecommunication systems
and has been used by telecommunication vendors and pur-
chasers for a long time. The language is based on the notion of
an extended finite state machine and asynchronous signalling,
and has a graphical notation which has been found convenient
for most users. Armadeo Sarma, Deutche Bundespost, is the
rapporteur for this Question.

SDL has evolved to become a rich specification language and is
documented in the Z.100 series Recommendations. The latest
extension has been to include object oriented features in what is
known as SDL’92. Birger Møller Pedersen Norwegian Comput-
ing Centre has been a central contributor. The object oriented
features of SDL’92 have its root in the Beta and Simula lan-
guages from Norway. Rolf Bræk, Delab, has in the past given
important contributions to the SDL method.

SDL has got an advanced data definition part, known as SDL
Abstract Data Types (ADT). ADT has got a common kernel
with LOTOS, standardized by ISO. While LOTOS has its root
in the Communication Calculus Language (CCL), ADT stems
from the algebraic specification language ACT ONE.

ADT has been found too academic and hard to use by most SDL
users. This has led to investigations into integrating GDMO and
ASN.1 into SDL. A GDMO Managed Object Class may be
defined to be an SDL process. Another reason for this integra-
tion attempt is that GDMO and ASN.1 have got widespread use
within and outside ITU, and SG10 has to direct its work towards
the current market. Finally, GDMO needs a means to define the
behaviour of Managed Objects; SDL is the ITU choice for this.
In a longer time frame, other options will be investigated.
Telecommunication Management Networks (TMN) and Intelli-
gent Networks (IN) are considered being important new markets
for SDL, and co-operation with the relevant SGs and adjust-
ments to their needs are under way.
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Q6/10 is currently the largest and most active group within
SG10. The set of associate rapporteurs indicates the width:
Birger Møller-Pedersen Norway for the Simplification of SDL,
Rick Reed UK for Methodology, Lois Verard Sweden for SDL
& ASN.1, Joachim Fischer Germany for Formal definition of
the static part, Eva Hedman Sweden for Common Interchange
Format, Armadeo Sarma Germany as liaison rappoteur to SG11,
Rick Reed as liaison rapporteur to SG7, and finally Joachim
Fischer Germany as liaison rapporteur to SG7 on Open Dis-
tributed Processing (ODP). 

Birger Møller-Pedersen and Astrid Nyeng Norwegian Telecom
Research have investigated the use of either SDL’92 or the HMI
specification technique to the intelligent network service Uni-
versal Access Number (UAN). The conclusion of this study is
that SDL’92 can be conveniently applied for the formalization
of the current IN Recommendations, while the HMI specifica-
tion technique can be a more appropriate candidate for the defi-
nition of future data intensive IN services. The study results are
contributed to ITU and documented in research reports and
papers.

SDL Forum is a yearly event for presentation of the SDL lan-
guage, tools, extensions and its use.

Question 7/10 

– Modelling techniques

Q7/10 – Modelling techniques for telecommunication systems –
intended to define core modelling techniques for telecommuni-
cation applications, define suitable specializations for these
applications and guidelines for their use. The Question intended
to address new needs within ITU, in particular needs from Open
Distributed Processing (ODP). However, currently attempts are
made to adjust SDL to these needs and, therefore, Q7/10 is dor-
mant.

Question 8/10 

– Testing and verification

Q8/10 – Testing based on formal specification and verification
of formal specifications – co-operates with ISO Project 54 in
developing Recommendations for software testing and verifica-
tion. Dieter Hogrefe, Switzerland, is the rapporteur for this
Question.

Question 9/10 

– Specification of message sequencing

Q9/10 – Message sequence charts (MSC) syntax and semantics.
Z.120 provides a Recommendation for how to specify sequences
of messages, which is a need for anyone specifying interaction
between communicating systems. Ekkart Rudolph, Siemens, is
the rapporteur for this Question.

In this Study Period the technique will be extended with struc-
turing features. Øystein Haugen, Norway, is a key contributor
and associative rapporteur of this work.

Question 10/10 

– The ITU programming language

Q10/10 – Maintenance and evolution of CHILL. CHILL is the
ITU high level programming language. This is a language in the
Pascal and Algol tradition for the programming of real-time sys-
tems. Jurgen F.H. Winkler Jena University will be the rappor-
teur for this Question.

The CHILL language has been used extensively by telecom
vendors and operators for many years. Kristen Rekdal, Norway,
has been a key contributor to this language, and the Norwegian
company Kvatro A/S –where Rekdal is marketing director –
provides the only existing commercial compiler and tool sup-
port for the CHILL language, including SDL to CHILL and
ASN.1 to CHILL translators. Several large telecom vendors
provide their own tools.

After several years of maintenance, work is now under way to
develop an object oriented CHILL. Dag H. Wanvik, Kvatro
A/S, is the Norwegian contributor to this work.

EURESCOM guidelines for service

creation and composition

Eurescom P103 studies languages and methods for the creation
of intelligent network (IN) services. IN services require flexible
definition and management of services according to user needs.
This puts strong demands on service creation and composition,
and the communication of these data to and from the telecom-
munication network. Raymond Nilsen Norwegian Telecom
Research is the project leader of P103. 

P103 is currently in its second phase (July’93–Dec’94). The
first phase studied service creation, requirements on IN ar-
chitectures and status quo studies on existing architectures.

P103 is developing a method – lifecycle model – for service
creation and composition. This method comprises three major
activities for analysing and designing a service:

i) dividing it into a number of aspects that can be treated inde-
pendently

ii) elaborate each aspect into a role model, arriving at a com-
plete specification with behaviour

iii)compose the individual specifications to a complete service
specification.

The descriptions are made in OOram, MSC and SDL’92. The
Norwegian contributor to the method, being developed in phase
two, is Bengt Jensen, Norwegian Telecom Research. The
OOram method stems from the OORASS method developed at
Center for Industrial Research (SI) in Norway. This method and
its tools are currently commercialized through the Norwegian
company Taskon A/S. The method comprises Role modelling,
Object specification, Class implementation, Structure configura-
tion and System installation. MSC is described in the previous
section ITU-T SG10 Question 9/10. SDL is described in the
previous section ITU-T SG10 Question 6/10.
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Additionally, the second phase will study architectural support
for service provisioning. One initiative that will be evaluated is
TINA-C; see the next section.

Finally, the chosen techniques will be applied to a test case to
uncover possible problems.

Telecommunications Information

Networking Architecture Consortium 

The Telecommunications Information Networking Architecture
Consortium (TINA-C) develops a common architecture for a
multi-vendor telecommunication service platform. The architec-
ture is designed to meet the following requirements:

- interoperability

- reusability of application software

- distributed processing and data

- support of new types of services

- support of management

- independence from computing environment and hardware

- quality of service

- scaleability

- security

- compatibility with existing technologies

- flexibility against regulation

- conformance testing.

TINA-C has been working for one year and the current presen-
tation is based on deliverables of December 1993. Several open
issues will be studied in 1994, and the architecture will be final-
ized by then end of 1997.

TINA-C has adopted the following as fundamental technologies
to meet the requirements:

- object oriented paradigm (derived from ODP)

- distributed processing environment (DPE).

TINA-C applies the viewpoint notion from Open Distributed
Processing (ODP) in ISO. The best defined viewpoints in
TINA-C are:

- information viewpoint

- computational viewpoint

- engineering viewpoint.

The remaining viewpoints are the enterprise and technology
viewpoints. TINA-C applies a transformational approach, as
viewpoints of one development phase are transformed to that of
a subsequent phase including additional details.

Currently, TINA-C prescribes no method. For comparison, we
mention that Norwegian Telecom has experience with applying
the transformational method SSADM, which is a governmental

method in UK. Also, Norwegian Telecom Research has devel-
oped a transformational tool from SDL to CHILL and C.

The ODP viewpoints stem from the Advanced Network Sys-
tems Architecture (ANSA) and seem to have a bearing on the
more rigorous Zachman framework.

Information modelling concepts

The information specifications provide the necessary knowledge
to interact appropriately with a system. Internal aspects of the
system are normally not dealt with in the information viewpoint.

TINA-C information viewpoint does not seem to have a refer-
ence model for the target system. Consequently, both ‘external’
aspects, like screen and reports, and ‘conceptual’ aspects, the
data, are covered by the information viewpoint.

TINA-C informally defines and discusses a set of modelling
concepts for the information viewpoint. However, TINA-C does
not define its own formal language for these concepts. Rather it
applies several existing formalisms and combines these to meet
the TINA-C requirements. These formalisms have to be reinter-
preted to fit the TINA-C modelling concepts, and TINA-C
offers an evaluation and comparison of the different formalisms.
The candidates are Guidelines for the Definition of Managed
Objects (GDMO) and General Relationship Model (GRM) from
ISO, OMT from General Electric – which has a convenient
graphical notation for objects –, Object-Z – which originates
from UK, and which is currently being standardized by ISO –,
SDL from ITU, and COOLish (together with ROOM) from the
RACE Open Service Architecture (ROSA). GDMO+GRM is
recommended as the pragmatic choice, while Object-Z is the
ideal academic choice. A problem with the use of
GDMO+GRM is that it currently applies for the Telecommuni-
cation Management Network only, and not for the Telecommu-
nication Network itself and the IN. Hence, interaction with the
objects inside the telecom network – and IN – can bypass the
GDMO+GRM specifications.

TINA-C recognizes that the information viewpoint is poorly
developed in ODP. The ‘naming policy’ of the TINA-C infor-
mation viewpoint is for further study.

The Norwegian contributor to TINA-C Information Modelling
Concepts is Erik Colban, Norwegian Telecom Research.

Computational modelling concepts

The computational specifications specify the component design
of the system. The computational objects interact with computa-
tional objects only. Therefore, information objects are computed
(or represented), but not accessed, by computational objects.

A central theme in the design of the computational modelling
concepts is to achieve distribution transparency. The computa-
tional viewpoint takes the Reference Model for Open Dis-
tributed Processing (RM-ODP) from ISO as its baseline docu-
ment. Transactional operations are required to satisfy ACID
(atomicity, consistency, isolation and durability) properties.
Additionally, the computational viewpoint applies the Interface
Definition Language (IDL) from the Object Management Group
(OMG).
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The computational viewpoint has borrowed several concepts
from the Information Networking Architecture (INA) and the
later OSCA architecture (e.g. building blocks and contracts),
both from Bellcore. Also there are relations to the CSELT
(Italy) Computational Model, SERENITE Computational
Model – which cover multimedia services –, and the RACE
Open Service Architecture (ROSA) – in particular the COOLish
language.

Contrary to the information viewpoint, the computational view-
point applies the OSCA functional separation rules, which state
that functions of a building block should belong to either the
human-user interface, the management of shared persistent data
or non of these. This corresponds to the separation of the 3-
schema architecture.

One object of the computational viewpoint can have several
interfaces: be client and/or server to many objects, be producer
or consumer of stream interfaces, and/or have both service and
management interfaces.

TINA-C recommends to start with computational object defini-
tions and derive interfaces from these definitions rather than the
other way around.

Several open issues remain for the computational viewpoint;
examples are timing constraints, and how queries can be
expressed for data intensive applications. Finally, complex
transaction processing and selective use of ACID properties are
challenging areas to be studied for the TINA-C environment.

Engineering modelling concepts

The engineering infrastructure is an abstract model for the Dis-
tributed Processing Environment (DPE) and describes how dis-
tribution transparency is accomplished.

The engineering modelling concepts are based on the Reference
Model for Open Distributed Processing (RM-ODP) in ISO and
the Advanced Network Systems Architecture (ANSA) from
Bellcore. The concepts are influenced  by the Information Net-
working Architecture (INA), SERENITE, OMG/COBRA and
CHORUS.

The runtime components of the DPE are the DPE kernel and a
collection of DPE servers. The engineering modelling concepts
comprises deployment concepts, communication concepts, sys-
tems management, repository and transaction concepts. Some of
these are derived from Open Systems Interconnection (OSI) and
Telecommunication Management Networks (TMN).
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Message Handling Systems

B Y  G E I R  T H O R U D

Message Handling Systems (MHS) have been described as “the
beginning of the Information Highway”. One reason for this is
that MHS are the first application oriented data communication
service to be implemented on, practically speaking, any type of
computer platform, ranging from mainframe computers to
mobile hand held devices. A large number of applications have
been developed for this infrastructure and an even larger num-
ber are under development. The most important ones today are
electronic mail, electronic data interchange (EDI) and file trans-

fer. Other emerging applications are store-and-forward fax,
voice messaging, work flow automation, electronic forms, com-
puter conferencing and database access.

An important prerequisite for inter-organizational and interna-
tional electronic messaging is standardization. The most impor-
tant vendor independent standards are X.400 (also issued as ISO
10021), Internet SMTP (Simple Mail Transfer Protocol) and
MHS (which is not the same as MHS described above) in PC
LAN environments. This article describes the development of
standards in the X.400 area.

Brief introduction to X.400

Figure 1 illustrates the fundamental entities in an MHS based on
X.400. The Message Transfer Service (MTS) is the backbone of
the MHS. It comprises a large number of interconnected Mes-
sage Transfer Agents (MTA) whose primary function is to pro-
vide switching of messages on a store-and-forward basis.

User Agents (UA) give users (persons or computer programs)
access to the MTS. There are several types of UAs; each type
designed for a specific application of messaging. The most com-
mon type is Interpersonal Messaging UAs used for traditional
Electronic Mail. In this case, the UA provides, for example,
functions for editing, storage of messages and address lists. In
addition, it allows the user to request a notification when the
message is delivered to the recipient, set transfer priority, etc.
Other types of UAs are EDI-UAs and Voice Messaging UAs.

A UA may be directly connected to an MTA, or it may utilize a
Message Store (MS) for temporary storage of messages until the
UA retrieves them from the MS. Access Units (AU) provide
interworking with other services such as Telex, Fax and the tra-
ditional Postal service.

All entities mentioned, i.e. MTAs, UAs, MSes, and AUs, are
computer programs that may be implemented on almost any
type of computer.

When transferred through the MTS a message consists of two
primary components, the “envelope” and its “content”. The
envelope contains parameters, e.g. addresses, which control the
processing of the message in MTAs. The content is the informa-
tion supplied by the user, e.g. text and letter heading. Each type
of UA can process one type of content. Content types are today
standardized for Interpersonal Messaging, EDI, and Voice Mes-
saging.

Organizations working on X.400 related

standards

Work on X.400 and related standards has progressed in several
standardization organizations and industry associations. The
most important organizations and groups, and their area of
responsibility, are listed in Table 1.

Organization/group Area of responsibility

ITU-T Study Group 7 Technical standards1 specifying the Message 
Question 14 Transfer Service, all content types and interworking

with some other services, e.g. the traditional postal ser-
vice. The standards are published in the X.400-479
series. Most of them are also published as parts of ISO
10021, as a result of collaboration with ISO/IEC.

ITU-T Study Group 7 Protocol Implementation Conformance Specifications
Question 18 (PICS) proforma and standards for conformance test-

ing. The standards are published in the X.480 series.

ITU-T Study Group 7 Access to X.400 services via Fax-PAD
Question 8

ITU-T Study Group 1 Standards specifying the service aspects of X.400
Question 12 based services, e.g. classification of technical functions

as mandatory or optional with regard to support by an
entity. An example of other service aspects is “recom-
mended transfer times”. Standards are published in the
F.400 series.

ITU-T Study Group 3 Standards specifying principles for accounting applic-
Question 18 able to X.400 services and associated applications.

The first standard is expected in 1995.

ITU-T Study Group 8 Programming Communication Interface (PCI) for
Question 1 Telematic Services providing a common PCI for

access to Telefax, Teletex, Telex, and X.400 based
services. The X.400 part is currently being developed
and will be included in T.611.

ISO/IEC JTC1 SC18 Same area of work as ITU-T Study Group 7 Question
WG4 SWG 14. The two groups are working as a “collaborative
Messaging team”.

ISO/IEC JTC1 SGFS International Standardized Profiles (ISPs) specifying
levels of support for the most important protocols in
ISO 10021 (X.400). The ISPs also include Protocol
Implementation Statement proformas. Published as
ISO/IEC ISP 10611.

X.400 API Specifications of Application Programming Interfaces
Association (XAPIA) for access to X.400. The most recent specification,

“Common Messaging API”, may be used for both
X.400 and SMTP. It provides a common subset of pre-
vious XAPIA specifications, MAPI from Microsoft, and
VIM from Lotus.

1 The correct term for a standard published by ITU-T is “Recommendation”.

Table 1 Organizations and groups working on X.400 or related standards



Overview of published X.400 standards

Several versions of the X.400 standards have been published
since their first introduction by CCITT (now ITU-T) in 1984.
The versions are summarized in Table 2. Most standards are
published by both ITU-T and ISO/IEC, but a few have been
published by only one of the organizations.

In addition to the X-series standards listed in the table, ITU-T
has also published a number of F-series standards specifying
service aspects and an “X.400 Implementors Guide” which is
updated once or twice a year.

Current and future development

The rest of this article will focus on recent developments and
future work related to the X.400 series of standards. This work
is being pursued by the collaborative team formed by ITU-T
SG7 Q14 and ISO/IEC SC18 WG4 SWG Messaging.

Message Store extensions

The capabilities of the MS have been extended to allow storage
of submitted and draft messages. A user may utilize several
UAs to access the extended MS, e.g. one at work, another one at
home and perhaps a third when out travelling. These extensions
were approved by ISO/IEC in February 1994, and are expected
to be approved by ITU-T in November 1994.

Management of X.400 systems

A number of standards are being developed which specify how
the Telecommunication Management network (TMN) may be
used to manage entities in an X.400 system. The entities are
UAs, MTAs, MSes and Access Units. The management func-
tions offered are Accountability, Security, Configuration, Fault
and Performance Management functions. The first standards are
scheduled for approval in November 1994, and the others are
scheduled for June 1995. Standards describing routing informa-
tion for use by MTAs are also progressing, but it is not likely
that they will be approved before 1996.

Use of X.400 to provide the COMFAX service

The COMFAX service (as specified by ITU-T F.162 and
F.163) provides interconnection of facsimile terminals by
means of FAX Store-and-Forward units. X.421 specifies
how the Interpersonal Messaging Service described in
X.420 may be used for interconnection of such units, and
is expected to be approved in July 1994.

Access to X.400 through the telephone

network

The APS Alliance published the specification of a proto-
col for provision of the OSI Network Service using tradi-
tional modems and the Telephone Network in July 1993.
The specification was initially developed for access to
X.400, but may also be used to access other OSI based
services such as the X.500 based directory. Variants of

the specification may also utilize X.28 or X.32 access when the
server is connected to a public switched data network This spec-
ification is now being progressed as an ITU-T standard, X.445.
This is expected to be approved in November 1994.

Year Standard Content

1984 X.400, 401, Specifies the message transfer system (MTS) and the
408, 411, Inter-personal Messaging Service providing an Elec-
420, 430 tronic mail service for transfer of IA5 (ISO 646) encoded

text messages and binary files.

1988 X.400, 402, Extends the 1984 functionality with “Distribution lists”,
403, 407, the P7 protocol for access to a “Message Store” from
411, 413, PCs, security functions based on cryptography, delivery
419, 420 of messages via the traditional postal service, rules for

use of the X.500 Directory Service, and transfer of any
(privately) defined type of information.

1990 ISO 10021 Identical to the CCITT 1988 version except for a few
very minor extensions.

1991 X.435 Describes a new type of content for transfer of Electronic
Data Interchange (EDI) based on, for example, the EDI-
FACT and ANSI X12 standards. This standard was
included in ISO 10021 in 1993.

1992 1988 This is essentially a maintenance version of the 1988/
standards 1990 version. The major extensions were a new content
plus X.440. type for Voice Messaging (X.440) primarily intended for
Amendments interconnection of voice-mail systems (accessed via
to ISO 10021. ordinary telephones), enhanced functions for transfer of

files, and mechanisms for reverse charging of user
initiated receipt notifications.

Table 2 Versions of the X.400 and ISO 10021 standards
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Extended P3 protocol

The P3 protocol is used for direct interconnection of a UA and
an MTA. A new version of the protocol has been approved by
ISO/IEC and is expected to be approved by ITU-T in November
1994. The new version provides enhanced security functions
and extends the UA’s control of functions that are performed by
the MTA.

Asynchronous Computer Conferencing (ACC)

ACC is an application of X.400 that allows messages to be
exchanged in the context of an “activity” which will often be
related to a particular topic or task. An activity has members
and may be moderated. Messages related to an activity can be
stored on dedicated servers for retrieval at any time. X.400 or
special protocols may be used to distribute messages between
servers, and by a user to access messages stored on a server. A
large number of optional functions have been proposed and it is
therefore necessary to specify subsets of the service. One subset
is expected to be similar to the USENET News service. So far,
the work has progressed slowly. It is unlikely that approved
standards will be available before 1997.

Inter-Application Messaging (IAM)

The Society for Worldwide Interbank Financial Telecommuni-
cations (SWIFT) has proposed a new content type which is opti-
mized for transfer of files between applications. The content
type may carry information describing each file, and for each
file an identification of the receiving application. It also pro-
vides security functions and mandatory receipt notifications
indicating receipt or non-receipt per transferred file. The content

type has not received wide support from ITU-T members. If the
new content type is approved, it is unlikely to happen before
1996.

Enhancements to X.435 (EDI Messaging)

X.435 may carry EDI interchanges encoded according to the
EDIFACT syntax (ISO 9735). A new version of ISO 9735 is
expected to be published in 1996, and updates to X.435 are
needed for alignment with the new version. In addition, several
other enhancements have been proposed. A new version of
X.435 can be expected in 1997 if ISO 9735 progresses accord-
ing to current plans.

Relation between X.400 and Internet standards

for messaging

With the recent introduction of commercially offered Internet
services, the relation between X.400 and similar protocols used
in the Internet has become an important issue. The US member
body of ISO/IEC JTC1/SC18 has proposed a “new work item”
for preparation of a technical report investigating the possibility
of merging X.400 with some of the Internet mail standards. The
first formal discussion of this issue will take place in July 1994.

Other extensions

A number of other minor extensions are being developed, but
are unlikely to be approved before 1996. Two areas in the work
plan are enhancements for multimedia messages and access to
X.400 using mobile UAs, but work in these areas has not yet
started.



Introduction

Security is a discipline which may affect many areas of
telecommunication. The security functions may be applied to
several telecommunication services and on several of the OSI-
layers.

The traditional security services includes Authentication, vari-
ous non-repudiation services, integrity and confidentiality.

- Authentication in the telecommunication context is the verifi-
cation of the identity of the communication partner.

- Integrity will ensure that any unauthorized alteration of
exchanged data is detected by the receiver.

- Non-repudiation of origin resp. receipt means that a particular
user, called the originator resp. receiver, cannot repudiate (i.e.
deny) to have signed resp. received a particular electronic
document.

- Confidentiality is the prevention of unauthorized access to
data. This is usually implemented by encryption of the data to
be transmitted.

A common feature of almost all security services in an open
environment is the fact that realization is only possible through
the use of cryptographic techniques. To use these cryptographic
techniques some measures must be taken to distribute and
update the keys that are needed. For open user groups this prob-
lem of key management can be solved by the involvement of a
so called Trusted Third Party.

This section contains an overview of international standards
regarding the realization of security services related to telecom-
munications.

The latest results from the following organizations are pre-
sented:

- ISO (International Standardization Organization)

- ITU-T (International Telecommunication Union – Telecom-
munication Standardization Sector)

- UN/EDIFACT (United Nation / Electronic Data Interchange
for Administration Commerce and Transport.)

- ETSI (European Telecommunication Standards Institute)

- ECMA (European Computer Manufacturers Association)

- EURESCOM (European Institute for Research and Strategic
Studies in Telecommunication)

- NIST (National Institute of Standardization, USA).

ISO/IEC

The main part of Information security work within ISO is done
in

- JTC1/SC21 (Information Technology – Information Re-
trieval, Transfer & Management for OSI)

- JTC1/SC27 (Information Technology – Security Techniques)

- TC68 (Banking Systems).

SC27 is divided into 3 working groups:

- WG1: Requirements, Security Services and Guidelines

⋅ Identification of application and system requirements

⋅ Development of standards for security services using tech-
niques and mechanisms developed by WG2

⋅ Development of supporting documents

- WG2: Security Techniques and Mechanisms

⋅ Development of techniques and mechanisms which are
needed by services identified by WG1.

- WG3: Security Evaluation Criteria

⋅ Standardization of criteria for security evaluation of IT sys-
tems and components.

Ongoing work in WG2:

Entity authentication (ISO/IEC 9798-x)

This standard has 5 parts. Part 1 (General model) and part 3
(Mechanisms using a public key algorithm) are published as
International Standards. Part 2 (Mechanisms using symmetric
encipherment algorithms) is to be published as an IS this year.
Part 4 (“Mechanisms using a cryptographic check function”) is
subject to a Draft International Standard (DIS) ballot in 1994.
Part 5 (“Mechanisms using zero knowledge techniques”) is
expected to reach Committee Draft (CD) level in 1994.

Non-repudiation (Project no. 1.27.06.0x)

The project has 3 parts. Part 2 (“Using symmetric encipherment
algorithms”) is being registered as CD, while part 1 (“General
model”) and part 3 (“Using asymmetric techniques“) are
expected to reach CD level in 1994. All parts are expected to
become International Standards no later than 1996.

Digital signatures with appendix (Project no.

1.27.08.0x)

This project has 3 parts; “General model”, “Identity-based
mechanisms” and “Certificate-based mechanisms”. They are all
at Working Draft (WD) level and are expected to become Inter-
national Standards by 1997.

Hash-functions (ISO/IEC 10118-x)

Part 1 (“General model”) and part 2 (“Hash-functions using an
n-bit block cipher algorithm”) are published as International
Standards in 1994. Part 3 (“Dedicated hash-functions”) and part
4 (“Hash-functions using modular arithmetic”) are both WDs
and are expected to become International Standards by 1996.

Key management (ISO/IEC 11770-x)

Work on part 1 (“Key management framework”) has just
started, and a 1st WD is available. Part 2 (“Mechanisms using
symmetric techniques”) and part 3 (“Mechanisms using asym-
metric techniques”) are on a CD letter ballot, and they are
expected to become International Standards by 1995. Part 4
(“Cryptographic separation”) is a new work item, and a 1st WD
is expected in 1994.
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ITU-T (earlier CCITT)

Security services may be applied to many of the standards
developed by ITU-T. Recommendation X.509 (ISO 9594-8)
“Directory System Authentication” is very central for key man-
agement issues for various application fields. Other recommen-
dations to be mentioned are:

X.800 (ISO 7498-2) OSI Security Architecture

V4.0 Open Systems Security Infrastructure

UN/EDIFACT

The UN/EDIFACT organization deals with syntax and message
development, i.e. only the content of business information to be
transferred via telecommunications are candidates for standard-
ization. The UN/EDIFACT organization has a co-operation with
ISO, where e.g. the EDIFACT syntax has become an ISO stan-
dard (ISO 9735).

The SJWG (Security Joint Working Group) has been assigned
the task of recommending standard security procedures to pro-
tect EDIFACT messages. The basic pre-requisites of the secu-
rity solutions are the independence of the transport mechanism
and cryptographic algorithm.

The proposed solutions from SJWG includes the AUTACK
message, the CIPHER message, message level security and
EDIFACT key management.

AUTACK (secure AUThentication and ACKnowledge-

ment) Message.

An AUTACK message used as an authentication message is
sent by the originator of messages to facilitate message origin
authentication, validation of integrity of content, validation of
message sequence integrity or non-repudiation of these mes-
sages.

An AUTACK used as an acknowledgement message is sent by
the recipient of previously received messages to facilitate con-
firmation of receipt, validation of integrity of content, validation
of completeness or non-repudiation of receipt of these mes-
sages.

The AUTACK message can apply to one or more messages
from one or more interchanges, or to one or more interchanges.

CIPHER Message 

(Cipher is a synonym for cryptology. The message name
reflects that the message shall be encrypted or enciphered) 

The purpose of the CIPHER message is to provide contents con-
fidentiality for messages and interchanges. The CIPHER mes-
sage is built by preparing confidentiality security header(s) and
by putting the filtered encrypted text inside USE segments.

The CIPHER message is processed by its receivers as any other
UN/EDIFACT message. If the receivers are authorized and able
to do this, the encrypted USE segments are decrypted and the
original entity recovered. This entity should then be processed
as intended.

Message Level Security

All services except confidentiality may be provided by the
inclusion of generic security header and trailer segment groups
after the UNH and before the UNT, in a way which may be
applied to any existing message.

Typically, a message security header/trailer pair is required for
each security service.

The purpose of the Message Security Header is to specify the
security methods applied to the message and to hold the associ-
ated data necessary to carry out the validation calculations. A
special segment contains details of the security algorithms,
other segments may contain the relevant public key certificates.

The Message Security Trailer is used to hold the security result
corresponding to the security functions specified in the associ-
ated Message Security Header. The Message Security Header
and Message Security Trailer are repeated for each set of ser-
vice and originator. This approach allows for maximum flexibil-
ity on future work.

The SJWG’s work on Key Management is performed by a
TEDIS project named SAM. The results are presented for
SJWG which may give guidelines to the work. 

ETSI

Two groups in ETSI are concerned mainly with information
security. They are the Security Techniques Advisory Group
(STAG) and the Security Algorithms Expert Group (SAGE).

For organizational purposes, STAG appears to be a part of Net-
work Aspects, but STAG is to provide advice and technical
assistance to all of ETSI. STAG’s role is to act as the authority
and ensure a consistent approach to security standardization
throughout ETSI.

SAGE is a closed group within ETSI and its dedicated task is to
develop and maintain cryptographic algorithms for ETSI Tech-
nical Committees.

In addition, security features are considered in many other ETSI
groups. A non-exhaustive list includes:

- GSM. A new export version of the cryptoalgorithm, A5/2, has
been developed.

- NA6 Intelligent Network (IN)

- NA7 Universal Personal Telecommunication (UPT)

- SMG5 Universal Mobile Telecommunications System
(UMTS)

- TE9 Multi application smart cards. The group has made two
specifications, one for a multi application smart card, and one
for a security module. A reversible cryptoalgorithm called
TESA7 has been developed. This algorithm can be used for
authentication, key establishment, key diversification and
MAC (Message Authentication Code). In the follow up to of
this work, an authentication algorithm to be used with the
UPT service has been developed. This algorithm is called
USA4.
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- TE10 Multimedia and audio-visual services. The project team
PT38V has recently specified a cryptographic algorithm to be
used in a confidentiality system for audio-visual services.

- RES3 Digital European Cordless Telecommunication
(DECT)

- RES6 Trans European Trunked Radio (TETRA).

ECMA

TR-46 Open Systems Security Framework

Std-138 Data Elements and Service Definitions (Security in
Open Systems)

WD Authentication and Security Attribute Service Defi-
nition (Security in Open Systems)

WD Secure Association Service and Management 
(Security in Open Systems).

EURESCOM

One objective of EURESCOM is to support the development
and provision of harmonized pan-European public fixed
telecommunications networks and services. Security is an
important aspect in this context.

In the work area of telecommunications services, one of the
objectives is to provide an overview of the authentication meth-
ods applied in telecommunications, analysis of the pros and
cons of these, and a guide for developers of services that need
authentication.

In the work area of Telecommunications Management Network
(TMN), the main objective of the Project P110 “Security and
Integrity Requirements”, was to provide a set of recommended
security measures for prevention of threats in a pan-European
TMN. The final deliverable (Feb. 94) of the project consists of 4
volumes: Main Results, Task Reports, Security Cookbook, and
The Crypto Extension.

NIST

NIST has developed a digital signature algorithm called DSA.
This algorithm is a standard in the USA for digital signatures
(DSS – Digital Signature Standard). NIST has proposed that the
algorithm also becomes a European standard. The European
countries have adopted a waiting attitude to this question.
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