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Imagine a world without speech and lan-
guage! That cannot be the world you and I
know. Imagine a world of telecommunications
without speech and language! That cannot be
a world meant for humans.

Humans invented speech and language to com-
municate with each other. They invented tele-
communications to use speech and language
over larger distances. In fact, the first practical
telecommunications system of the world, tele-
graphy, did not support transmission of speech.
It could only transmit text messages using the
Morse code. Invention of telephony in the begin-
ning of the last century put speech in the centre
of telecommunications, something which led to
widespread acceptance and use of telecommuni-
cations systems throughout the world. The
speech centric nature of telecommunications
prevailed for many years, until the late 1990s,
when digital data began to become the focus of
the industry.

Undoubtedly, the paradigm shift from speech
centricity to data centricity, also known as con-
vergence of speech and data communication sys-
tems, represents a positive development and has
created a lot of new possibilities. However, the
most significant consequence of this paradigm
shift is the introduction of machines that possess
some kind of intelligence to the telecommunica-
tion grid. This in turn has resulted in at least two
new basic scenarios in bipartisan telecommuni-
cations, namely, human-to-machine and
machine-to-machine communications. These
two new scenarios together with the old, but still
important scenario of human-to-human commu-
nication, make the basis of all imaginable possi-
bilities in modern telecommunications.

Even though the emergence of data centric com-
munication seems to have pushed the speech
technology to a corner in the telecommunica-
tions arena, this is actually not the case at all.
We should not forget that speech based human-
to-human communication is still a major part of
telecommunications. This is not going to change
significantly as long as speech remains to be
humans’ preferred mode of communication with
each other. Nevertheless, technologies such as
speech coding, which provides the base for
speech based telecommunications, have reached
a saturation point and therefore it is difficult to
expect a significant growth in this area, at least

in a technological sense. In the meantime,
however, new scenarios in telecommunication,
human-to-machine and machine-to-machine
communications, have made speech and lan-
guage technologies even more important.

A typical example of human-to-machine com-
munication would be the scenario where a user
requests a service from a machine using a com-
munication device. A fundamental problem in
such a situation is the fast and efficient under-
standing of each other’s goals, thoughts and
intentions. Arguably speech is the key to solving
this problem since it is the most developed and
efficient communication mechanism possessed
by humans. Using speech for better human-
machine interaction has been a dream for a long
time. However, the idea was limited to science
fiction until the 1970s. But now, the key tech-
nologies that realize this dream, speech recogni-
tion and speech synthesis, are mature technolo-
gies used in widespread commercial applica-
tions. Speech recognition makes it possible for
the machine to know the words the user utters to
express his thoughts and intentions, whereas
speech synthesis converts the information the
machine gathers, for example by searching a
database, back to speech.

Even though speech has its strengths in many
situations, there are occasions where speech is
not the most suitable candidate medium for pro-
viding/acquiring information to/from a machine.
However, if speech is combined with other types
of input or output channels, this disadvantage
can be avoided. Multimodal processing makes
such combinations possible and hence allows
a high quality human-machine interaction.

Human-machine interaction can be seen as co-
operation between a human and a machine to
perform a certain task. Unless the task is very
simple, this cooperation needs to extend over
several steps and in each of these steps either the
user or the machine queries the respective coun-
terpart to get a response. In other words, there is
a dialogue between the user and the machine.
During the dialogue, the machine should at least
be able to understand the user’s queries and for-
mulate answers, to generate queries for the user,
to contact the back-end applications such as
databases and to decide what to do next. Dia-
logue control is a technology that allows us to
endow the machine with such an ability.
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Front cover:
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A variety of persons, a variety of
ways of talking – and often a vari-
ety of languages. A machine that
responds to a spoken language
must have the ability to adopt to
all such diversities within the
repertoire of instructions/commu-
nications that can be understood.
The basic issue is yes or no to
accepting an instruction upon
which a desired action takes place.

A machine may sense your pres-
ence in a certain setting and take
the responsibility to guide you to
a number of predefined “destina-
tions” – on the way to which a
decision-based communication
may take place. A person can
choose not to react to the ma-
chine speaking, but the machine
must react if it concludes “yes –
understood” to spoken instruc-
tions delivered all through the var-
ious segments of a service/ser-
vices. The artist Odd Andersen
visualises this basic process by a
dynamic Yes as we move through
the spectrum of possibilities on
our way to fulfilling our service
needs.

Ola Espvik, Editor in Chief
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While speech recognition, speech synthesis,
multimodal processing and dialogue control
are essential for efficient and natural human-
machine communication, another set of tech-
nologies related more to the written language are
of paramount importance to the future machine-
to-machine communication.

In the early era of machine-to-machine commu-
nication, the focus was on transferring a chunk
of bytes from one machine to another without
considering the meaning hidden behind these
data. However, this attitude is changing with
the emergence of new open communication
paradigms such as XML based web services. In
one modern view, the purpose of machine-to-
machine communication would be to make use
of data (and other resources) in one machine to
provide the information required by another
machine. Usually, the information sought is
related to the meanings of the available data and
therefore a processing at semantic level is
needed to serve such requests. If the data were
available in a structured form such as tables in
relational databases, then this would be rela-
tively easy, at least for restrictive tasks. But
unfortunately more and more of machines
exposed to the Internet today are serving
unstructured natural language (NL) documents
or “weakly” structured HTML or XML docu-
ments. The emerging semantic web paradigm is
an effort that tries to change this trend by mark-
ing-up semantics of the web page contents.
However, it is way too unrealistic to assume that
at least a substantial part of the existing or future
NL documents on the Internet will be (manually)
structured by their authors to a sufficiently fine
level for their semantics to be readily utilized by
other machines. The only way out of this prob-
lem is to enrich the communication chain by
introducing components that perform online or
offline automatic semantics processing. This is
exactly where the language technologies play
their role.

Natural language understanding is a technology
which enables a machine to read through an NL
document and extract its meaning, so that ad-
vanced queries can be answered. However this is
not a very mature technology and the substitutes

are less powerful information retrieval or ques-
tion answering techniques which are based on
shallow, often statistical analysis of texts. If sev-
eral languages are involved in communication,
then automatic translation technology is needed
to match the request, data and response with
each other.

Spoken language technology is a vast area which
spans from speech recognition and speech syn-
thesis through multimodal processing to dia-
logue processing, and maintains close ties with
natural language understanding, information
retrieval and automatic translation. This issue
of Telektronikk contains a collection of articles
which disclose the internal details of these core
technologies as well as how they can be utilized
to create innovative telecommunications applica-
tions.

The success of telecom applications and services
offered to the users depends heavily on whether
they make a real difference in the users’ day-to-
day lives. Further, everybody in society, irre-
spective of their technical capabilities, should be
able to get the benefit of today’s hugely invested
telecommunications infrastructure. The key to
achieving this is the introduction of more intelli-
gence to the network – where appropriate,
whether it is between the user and the system or
between the system units. Unfortunately, this
does not come cheaply; hard work based on a
deep understanding of the state-of-the-art is
required to achieve the necessary technology
breakthroughs. Contrary to the widely held
(mis)conception, we believe that this is a com-
mon responsibility of all actors in the telecom-
munications industry, including operators, equip-
ment manufacturers and research organizations.

We hope that this issue of Telektronikk will give
the reader an insight into how spoken language
technology can be used to make telecommunica-
tions services more intelligent and hence more
accommodating.
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1  Introduction
Spoken language played a crucial role for the sur-
vival of humans in the early stages of their his-
tory. Technological development in spoken lan-
guage for inter-human (tele)communication was
critical for the impressive advancement of human
civilization in recent history. Spoken language
technology will play an even more important role
in our battle to improve living standards in the
modern day and the future information society.

The concept of Information Society (IS) has
attracted huge interest from every corner of the
world. In particular, the European Union (EU)
has taken it into consideration in policy making
and developed a clear vision of such a society in
a 5–10 year perspective. Further, the Information
Society Technologies Advisory Group (ISTAG)
of the EU has identified “Ambient Intelligence”
as the main feature of the IS in which technol-
ogy will help people in their everyday life, both
for business and pleasure. In this vision personal
agents interact with their owner as well as other
agents and humans. When the owner is busy, the
agent will communicate on behalf of the owner
and settle small affairs, but let important mes-
sages through. In the ISTAG scenarios the spo-
ken language capability of the agents is used
extensively, but it has been taken for granted!

However, realization of these scenarios requires
significant enhancements of the spoken language
and related technologies, even though these
technologies are mature enough for certain types
of applications even today. These enhancements
include increased accuracy of speech recognition
under real world conditions, improved quality of
speech synthesis, improved quality and robust-
ness of dialogue handling, increased utilization
of multimodality and betterment of the quality of
machine translation etc. In order to give an idea
of these areas together with the possibilities of
the spoken language technology both today and
in five years’ time, we will present two scenar-
ios. The technology building blocks and associ-
ated research issues of these scenarios are cov-
ered in detail by the subsequent articles in this
collection. The connection between each of the
issues of interest and the corresponding articles
that go into details of the issue concerned are
indicated as references in the scenario descrip-
tions. Therefore, the scenarios presented in the
following two sections can be considered as an
overlay that puts the articles in this collection
into perspective.

2  A Day With Speech/
Language Technology
in 2003

Rune is a 35 year old lawyer who works for
a big oil company. Next week he will have to
attend a business meeting with one of their col-
laborating companies in Russia. He therefore
wants to find some information about an area
close to Moscow where he plans to stay. He has
used a web search engine and found several
pages which contain relevant information about
this area. Unfortunately, these pages are in Rus-
sian. Thanks to automatic translation services
offered by certain websites (e.g. Babelfish) he
solves the problem within seconds [2]. Even
though he gets most of the information from the
Russian-to-English translated pages, the quality
is not very good. Therefore he wants to talk to
one of his colleages who has experiences in
doing business in Russia. Rune vaguely remem-
bers her last name, but does not know her tele-
phone number. Unfortunately, it is almost noon
and most of the secretaries at the switchboard
are out for lunch. But, in this case too, he just
calls the automatic switchboard service of the
company which is operational 24 hours a day,
seven days a week [1] [12]. The service recog-
nizes the name Rune utters already on the sec-
ond try and asks whether the call should be for-
warded automatically to that person using a syn-
thetic voice. The synthesized voice is under-
standable though not quite natural for this infre-
quent name [4]. He says yes and is automatically
forwarded to the person he wishes to talk to.

After receiving the relevant information, he
has to take a short leave due to an appointment
with his radiologist. Rune has a suspected bro-
ken rib from an accident on a previous skiing
trip. The radiologist finishes the examination
very quickly as he uses an automatic dictation
system to take the notes, something which
allows both of his hands and eyes to be free [3].
After the hospital visit Rune has to attend an
important meeting lasting the whole afternoon.
On his way back home Rune wants to plan his
trip to Moscow. Even though the current time is
4.30 in the afternoon it is not a big problem. He
just calls the automatic voice operated flight and
train information services. These services have
no negotiation or understanding capability, but
the trip is planned and tickets are booked when
he arrives home [12]. Rune was a bit puzzled,
however, because in each of the above services,
the synthetic voice answering for the different
companies was the same [4].

Introduction
N A R A D A  W A R A K A G O D A  A N D  I N G U N N  A M D A L
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3  Norwegian Tourist in Beijing
for the Olympics in 2008

John is on his way to see the Olympics in Bei-
jing. His fellow travellers are already there; he
had to join a couple of days later because he had
an important contract to finish. Now everything
is settled and his mind is totally off work and
ready to enjoy the sporting event, the city of Bei-
jing, which he has never visited before, and the
company of his friends. He takes with him his
“multi-everything terminal”, a PDA-type device
which he decided to buy recently. One reason
for buying it was exactly this trip. Thanks to the
open standards, this device is fully compatible
with the devices his friends have got. John had
no time to try it out it, but his wife uploaded
Beijing software before he left.

On the long haul flight to Beijing, John has noth-
ing else to do than to configure and try it out.
His family and friends will expect him to use
the device to keep them updated on the Olympic
events and all the exciting things he will en-
counter. The first step in configuring the device
is to use speaker verification “It’s me” to load a
personal profile with advanced adaptation fea-
tures [6] for the best speech recognition perfor-
mance. He regularly uses speech dictation soft-
ware at work to cure his mouse strain injury, but
forgot to upload his personal versions of acous-
tic models, pronunciation and speaking style.
Anyway, this device has new online adaptation
that is improved while he is speaking and is
saved with his personal profile. There is no need
for specific adaptation training like in the older
systems. The noise in the cabin is annoying, but
noise robust features [5] make the speech recog-
niser work properly.

First of all he tries out the tourist guide applica-
tion which is equipped with advanced speech
technology. Even if he has not used this guide
before it is easy and intuitive to communicate
through the friendly avatar structuring the infor-
mation needed into a personalized style guide
[10]. The terminal is multimodal to show maps
and tables of information while still maintaining
the rich capabilities of spoken language interac-
tion. The multimodal terminal manufacturer did
make it through the last crack in the telecommu-
nication industry since they decided to make
their user interface design stand out from the rest
of the competitors [11].

John arrived at the Beijing airport next morning.
At the taxi information at the airport a low cost
speech technology system is available where the
tourists can ask where to go without speaking
Mandarin. Several languages are available, but
not Norwegian – John chooses English. Lexical
adaptation to non-natives [7] is available and
for the medium vocabulary of streets, points-of-

interest and hotels in Beijing this is sufficient
to get a reasonable performance. The translated
request is printed out in both languages, one for
the traveller and one for the driver. On the way
into the city John uses the GPS location to fol-
low the route on his map. Points-of-interest are
also highlighted as their drive proceeds. The
avatar asks if he wants a guided tour as they
drive, and a pleasant text-to-speech synthesis
voice [8] reads selected information about the
things that they pass by. He has several options
for personal favourites in voices for TTS. For
reading longer texts about historical places
“emotional” speech is necessary.

After having settled into the hotel John starts to
plan his day. He is really a well equipped tourist
confident on managing his tourist affairs helped
by his PDA-based tourist guide. He has plans to
join his buddies today, but before that he wants
to walk around the city with his “electronic
assistant” to get the feel of Beijing. Again the
noise robust features are essential for the perfor-
mance of the device in the heavy traffic noise,
and the babble of public places [5]. The machine
translation capabilities of the device makes it
possible to talk to people the tourist meets, where
the avatar works as a translator. The machine
translation properties [2] are working well en-
ough to order food at restaurants and John has
a nice meal in a local dumpling restaurant. The
device has a tone recognition module for the best
performance on Mandarin [3].

At a cafe our tourist decides to listen to a voice
message that arrived when he was busy ordering
food. It is from his brother on trip on the west
coast of Norway. At first he is puzzled to hear
that this certainly sounds like his brother’s voice
but with a west coast intonation. John calls him
up and then his brother enthusiastically tells
about a west coast friend who has got his hands
on TTS software with intonation patterns from
different dialects [9]. 

Now it is time for John to meet his friends and
he locates them on the map, the claimed compat-
ibility of the device works. He sends a voice
message to all of them to say that he has arrived
safe and sound and is ready to meet them. The
avatar locates a nice pub close to the football
stadium where two of John’s friends have just
finished watching Norway losing to France in
their first match. The friends get the message
converted to text because they would not have
a chance to hear anything in the noise of the
French singing [3] [10].

It is quite a distance to the stadium and our trav-
eller decides to take a taxi – they are quite cheap
even during the Olympics. He lets the avatar
speak to the taxi-driver. The taxi driver answers



5Telektronikk 2.2003

(through the avatar) that John is his third passen-
ger with this kind of device and that he is getting
quite used to them [10]. What our two men in
the taxi do not know is that there is a traffic jam
ahead because of an accident on the planned
route. The traffic surveillance system is sending
out messages, fortunately in a format compatible
with the device. The avatar notifies the driver
and they discuss how to proceed. John gets a bit
annoyed that he is left out of the discussion. He
breaks into the conversation and the avatar in-
forms him that they were discussing where to
buy the cheapest petrol.

In front of the stadium it is impossible to see
John’s mates in the crowd. “How can I find
them”, John cries out in despair, but the device
notifies his two friends and guides them to each
other. In the pub after the usual greetings, they
order beer with the help of the translation mod-
ule in the PDA [2] [3]. It automatically switches
to a speech synthesis voice similar to the waiter
and the avatar acts as a mediator to carry on the
conversation with the waiter. One of his friends
who has another dialect wants to try out the
translation. But the pronunciation module [7]
detects this and merges the appropriate pronun-
ciation rules with the stored pronunciations.
After getting the beer and updating the plans for
tomorrow, they find that the night is still young
and they do not want to return to the hotel yet.
“What’s on tonight”, John asks the avatar, which
quickly locates the specific Olympic module that
is free to download and shows events nearby.
There are many things happening and the small
screen cannot show them all. “You have to say
what kind of event you would like or where”, the
avatar says. “Something with a local flavour, but
close to here”, one of them asks and the result is
a list of Chinese cultural events in the neigh-
bourhood [10]. They decide to go to a mini-ver-
sion of a Beijing Opera, something they have
never seen before. “But don’t store this choice
in my profile before I know I like it”, is the last
message to the avatar before they turn it off for
the night.

At the entrance they are all delightfully surprised
to find the fourth friend waiting for them togeth-
er with an old acquaintance of them all. “I ran
into her on the Tienamen square, what a coinci-
dence! As your avatar was in “group” mode it
notified us where you were going, so we decided
to join!”
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Introduction
The capacity for speech communication is a trait
that distinguishes man from other species. Con-
sequently, speech has also fascinated humans for
centuries. In ancient times, objects that seem-
ingly could produce and understand speech were
attributed with having supernatural powers. One
such phenomenon was the Greek oracles, which
would give cryptic answers and predictions to
the questions presented. Today, we know that
the voice of the oracle emanated from a person
hidden inside the oracle, speaking into a tube
that led into the oracle’s head.

In more recent times, speech enabled objects are
still desired, although the supernatural notions
are long abandoned. Speech is a simple means
of communication for humans, and has the
advantage that communication can be under-
taken while your hands and eyes are busy with
other tasks. Speaking and listening does not
require that you learn motor skills like using a
keyboard, and does not even require that you
are able to read and write.

Speech technology can enable us to communi-
cate with machinery by voice. This includes the
technology that can enable machines to produce
intelligible and natural sounding speech: speech
synthesis, and the technology for recognizing or
understanding what we speak: speech recogni-
tion. Combining these technologies is necessary
in order to produce spoken dialogue systems,
systems where the interaction between user and
machine is based on speech.

In spite of intensive research efforts over nearly
half a century, making truly speech enabled
machines remains an elusive goal. Although the
technology has come a long way since the first
efforts at producing electronic machinery for this
task, the current state-of-the-art systems can be

described as being at an early adolescent evolu-
tionary stage. The simple tasks are well mas-
tered. More complex tasks are also mastered
when the circumstances are favorable and the
environment well controlled, but the perfor-
mance tends to fail when this is not the case.
The technology that will enable spoken human-
machine communication to be as effortless and
reliable as spoken communication between
humans, for all acoustic environments, topics of
conversation and speaker accents is still far from
reality. Indeed, until we have a deeper and more
complete understanding of the human speech
communication process, and of how technology
can be applied to speech communication, speech
technology will only be successful in restricted
application domains.

What is it that makes speech communication
such a difficult task for machines? Most humans
master the process of speech communication
without much drama, although learning to speak
and to understand speech can take many years.
Once learned, the human capacity for e.g. recog-
nizing speech in noisy environments is quite
amazing. Near perfect speech recognition in
environments where the noise level exceeds the
speech level is something most people do with-
out too much effort. An automatic speech recog-
nizer on the other hand will be rendered nearly
useless if the SNR drops below 10–15 dB.
Changes in speech patterns, topic shifts etc. are
also handled without problems by humans while
the machines have huge difficulties with situa-
tions that deviate from a well-defined and well-
known setting.

In this paper, we will take a look at some of the
main technology development trends in different
speech technology areas. We will begin with a
short description of the basics of speech commu-
nications, speech production and perception

Speech Technology: 
Past, Present And Future
T O R B J Ø R N  S V E N D S E N

Speech technology is intended to enable human-machine communication by voice. This includes

making computers able to understand human speech, speech recognition, to produce intelligible and

natural sounding speech, speech synthesis, and to determine who is speaking, speaker recognition.

Unlike many other technology areas, speech technology is closely linked to an understanding of basic

human properties. Without knowledge of the fundamentals of human speech production and perception,

progress in speech technology will be difficult to achieve. In this paper we start out with an overview of

human speech communication before describing the main trends in the development of speech tech-

nology, from the early efforts of mimicking human speech production up till today’s, mainly data-driven

statistical approaches. Although the progress in speech technology performance has been great over

the last 25 years, the technology is far from perfect. Many useful products and services employing

speech technology exist today, but significant research issues need to be resolved before computers

can approach the performance of human listeners and talkers.
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before moving to the technologies that aim to
enable machines to speak, and to recognize (and
understand) speech.

Speech Communication
Let us take a look at the steps involved in speech
communication. In Figure 1, a communication-
theory inspired interpretation of the steps in-
volved in the speech communication chain is
depicted [16]. The initial step is generation in
our mind of a notion or an idea that we wish to
convey. This is represented as an output, M,
from a message source, with an associated prob-
ability, P(M). The message will need to be for-
mulated in words, a transformation that is depen-
dent on the semantics, syntax and grammar of
the language. In the speech chain this is illus-
trated by transmitting the message through the
linguistic channel, producing a word sequence
W. Since a message can be formulated in many
ways, the mapping is described by a probability,
P(W | M). The word sequence then triggers neu-
romuscular activity in the articulatory channel.
This produces the spoken message, which is a
sequence of sounds, S, radiating as an acoustic
wave from the speaker’s mouth. The articulatory
channel will be different for every individual
speaker; the shape and length of the vocal tract,
the dimensions of the vocal folds and the mus-
cles that control the articulators are different for
each individual. This makes it impossible for
two speakers to produce identical waveforms,
indeed, it is near impossible for a speaker to
reproduce a particular realization. The mapping
of words to sounds is ruled by the probability
P(S | W).

The acoustic wave from the speaker’s mouth
will be further affected by the transmission chan-
nel from the mouth to the receiver to produce the
received signal, X. The factors affecting the
transmission channel will depend on the type of
communication. In the simplest case of human
speech communication this transmission channel
will consist of the acoustic channel from the
mouth to the ear, defined by the propagation
properties of the room and the additive ambient
noise. If the speech communication is conducted
over the telephone, the channel will be combined
of the acoustic channel from mouth to micro-
phone (including effects of ambient noise on the
transmitting end), the telephone transmission
channel (including the transduction from acous-
tic to electric wave and back), and the acoustic
channel on the receiving end. If we are looking
at human-to-machine communication, the signal
received by the speech recognizer will at least be
affected by the acoustic channel from mouth to
microphone and the characteristics of the micro-
phone and A/D conversion. The mapping per-
formed by the transmission channel is given by
the probability P(X | S).

At the receiving end, the human listener will try
to reverse the production process to decode the
original message. This process includes the anal-
ysis of the speech signal performed by the ear,
which in turn produces electrical activity in the
auditory nerve. The brain then applies knowl-
edge of the language system in order to decode
and comprehend the original message.

In order to better understand the rationales
behind various approaches to speech recognition
and synthesis, we will spend a little time looking
at some fundamentals of speech production and
perception before going into speech technology
issues.

Speech Production
Speech is air pressure waves radiating from the
mouth and nostrils of the speaker. The main
components of the human speech production
apparatus are the lungs, the glottis and the vocal
tract. The driving source is air from the lungs.
At the glottis, the vocal cords constrict the path
from the lungs to the vocal tract. In voiced
sounds, air pressure from the lungs build up
behind the closed vocal cords, until they abrupt-
ly open to release a burst of air before closing
again. The cycle repeats and produces a quasi-
periodic sequence of excitation pulses. The
inverse of the pulse period is called the funda-
mental frequency, which determines the per-
ceived pitch of the speech signal. In unvoiced
sounds, the vocal cords are open. The intonation
of speech is determined by the variations of the
fundamental frequency.

The excitation is filtered by the vocal tract to
produce the sounds. The shape of the vocal tract,
i.e. the position of the jaws, the opening of the
lips, the shape of the tongue and the opening or
closing of the velum will determine the fre-
quency response of the vocal tract. Analysis of
the vocal tract shows that the frequency response
will typically be dominated by a small number
of resonances, the formants. As we speak, we
change the shape of the vocal tract, and thus the
frequency response of the filter, in order to pro-

Figure 1  A communication-
theoretic view of the speech

communication chain 
(adapted from [16])
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duce different sounds. The positions of the for-
mants are the most significant factor in terms of
human identification of speech sounds. Vowels
can to a large extent be identified on the basis of
the position of the two lowest formants, F1 and
F2 (see Figure 2). However, the distribution of
F1/F2 values for the different vowels has over-
lapping regions where the formant information is
insufficient for making unambiguous decisions
on vowel identity. 

The smallest distinguishing unit of a language is
the phoneme. The phoneme is an abstraction,
covering a multitude of possible actual realiza-
tions, phones, of the sound. Different sounds are
created by moving the articulators (e.g. tongue,
lips, jaws). The articulators are physical entities
with a mass, which means that their movement
cannot be instantaneous. Thus, the realization of
a phoneme will depend on the articulator posi-
tions of the preceding and the succeeding
sounds. This phenomenon is called coarticula-
tion. An accurate modeling of the coarticulation
phenomena is vital for the performance of both
speech recognizers and speech synthesizers.

Hearing and Perception
The human ear consists of three sections, the
outer ear, the middle ear and the inner ear. The
received air pressure wave travels trough the
outer ear and sets up a vibration at the eardrum.
Vibration at the eardrum is picked up by the tiny
bones of the middle ear which connect to the
inner ear through the oval window of the
cochlea. The cochlea is a liquid filled organ that
connects directly to the auditory nerve. Vibra-
tions at the oval window cause a displacement of
the liquid along the basiliar membrane of the

cochlea, the place of maximum displacement
being dependent on the frequency content of the
vibration. The displacement causes hair cells on
the basiliar membrane to be bent, resulting in
neurological firings to the hearing nerve.

Human speech perception is dependent on the
frequency of the stimulus. The cochlea performs
a frequency analysis of the sound and decom-
poses it into spectral components, similar to a
bank of overlapping bandpass filters where the
bandwidth of each filter is increasing with the
center frequency. It has been demonstrated that
the bandwidth increase follows an exponential
rule for frequencies above approximately 1 kHz
and is close to linear below 1 kHz. This has
prompted the use of the mel and Bark scales in
speech analysis.

In terms of perception, the formants and the fun-
damental frequency are the factors that are the
most important. Flanagan [13] reports results of
a series of experiments aimed at determining the
smallest deviations in isolated parameters for
speech production that could be perceived by
humans. The most sensitive parameter is the
fundamental frequency where a deviation of
0.3–0.5 % could be detected. The frequencies
and amplitudes of the two lowest formants were
also parameters where small changes were easily
detected. The formant bandwidths were less
important, and humans seem to be fairly insensi-
tive to deviations in the “spectral valleys”,
between the formants.

Speech Technology
Speech technology comprises a number of dif-
ferent technologies. In the interest of space, this
treatment will concentrate on automatic speech
and speaker recognition and speech synthesis,
excluding interesting areas such as speech cod-
ing, language identification and speech enhance-
ment.

Speech Recognition
A speech recognizer is basically a device that
upon the presentation of a speech utterance per-
forms a predefined action. The predefined action
can be to present a written transcription of the
spoken utterance; to perform the action the utter-
ance refers to (e.g. “Turn on the light”, “Open
the last accessed document in Word”) or to
extract the information in the spoken utterance
that is relevant for a specific task and to interpret
the meaning of that information (e.g.; if a user
says “I need to go to the city to meet a friend,
and I am running late. Can you tell me when the
next bus from the University leaves?” the essen-
tial information a system for bus traffic informa-
tion needs to extract is “Give departure time for
next bus from University to city”).

Figure 2  The vowel triangle
showing the distribution of
English vowels as a function of
the first (F1) and second (F2)
formants. The phoneme
symbols are in SAMPA [35]
notation
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A speech recognizer can be viewed as a classi-
fier. The task of a classifier is to determine
which class an observation belongs to. The num-
ber of classes is normally limited. For the speech
recognizer the classes can be e.g. the words con-
stituting the vocabulary of the recognizer. A typ-
ical measure of the quality of a classifier is the
risk of misclassification. If we regard the speech
recognizer as a word classifier and define the
cost of erroneous classification uniformly to be 1
and the cost of correct recognition to 0, then the
misclassification risk equals the word error rate,
i.e. the expected percentage of words that will
not be correctly recognized. The word error rate
is the most widely used quality measure for
speech recognizers.

The complexity of the task, and consequently the
performance of the speech recognizer will
depend on a number of factors. The most impor-
tant are:

Vocabulary. The size of the vocabulary, i.e. the
number of different words the recognizer is
trained to recognize, will depend on the task the
recognizer is designed for. Increasing the vocab-
ulary size will increase the footprint of the rec-
ognizer, and it will also increase the risk of mak-
ing errors. In addition, it is important to note that
the content of the vocabulary can influence the
performance of the system. Vocabularies con-
taining many short, phonetically similar words
are difficult to handle. This can be an important
design factor for small vocabulary systems
where it is possible to custom design the voc-
abulary content.

Speaking style. The speaking style can be iso-
lated utterances or continuous speech. Isolated
utterance systems are typically command and
control applications, where the system only
understands a limited number of commands. In
continuous speech, the words of the vocabulary
can be combined in any syntactically relevant
manner to produce sentences. Continuous speech
will typically allow an extremely high number
of legal utterances, and will yield more complex
systems than recognizers for isolated utterances.
Large vocabulary continuous speech recognizers
have traditionally required the user to speak in a
carefully articulated manner, similar to reading.
Spontaneous speech contains phenomena such
as significant speaking rate variation, sloppy
pronunciation, incomplete sentences and restarts,
“uhms” and “ahs”, which most recognizers can-
not handle. These artifacts are present e.g. in dic-
tation, particularly if the user is not accustomed
to dictating. Even more of these artifacts are pre-
sent in conversations and dialogues, where prob-
lems like turn-taking and simultaneous speech
are also present. The difficulties presented by
speaking style is clearly illustrated when looking

at current state-of-the-art performance for con-
versational speech, which show word error rates
around 35–40 %.

Speaker mode. The characteristics of speech
depend on the speaker. This is partly due to
physical differences in the vocal apparatus,
e.g. differences in the length of the larynx, but
dialects and accents will also contribute strongly
to differences in the uttered speech. In order to
achieve the best performance, a recognizer
should ideally be trained on speech from the
target speaker. This is impractical for most app-
lications. Most modern speech recognizers are
trained on speech from a large number of speak-
ers, exposing the training algorithm to most nor-
mal variations in speech characteristics. For
many applications this is sufficient to enable a
satisfactory performance. In order to enhance the
performance, the recognizer can adapt to the cur-
rent speaker using whatever speech is available.

Speaker Recognition
In contrast to speech recognition, where the task
is to identify what is spoken, the task of speaker
recognition is to identify who is speaking.
Speaker recognition can broadly be divided into
two main application areas. The first is the task
of verifying a speaker’s claimed or assumed
identity, speaker verification, which is a binary
(yes/no) classification problem. The second is
speaker identification, which is to determine the
identity of a speaker, either from a set of N
known speakers (closed set), or from an unlim-
ited set of speakers of which N are known to the
system (open set). Closed set speaker identifica-
tion is an N-class classification problem, while
an open set speaker identifier can be viewed as
an (N+1)-class classifier where class (N+1) rep-
resents all unknown speakers. As N increases,
the probability of correct identification will
decrease.

Speaker verification has received most interest,
both because it is seen as having the highest
potential for commercial applications (and is
more reliable), and because many speaker identi-
fication applications can be recast to be imple-
mented using speaker verification methods.
Today, both speaker verification and speaker
identification methods are based on very similar
statistical paradigms. Thus, speaker verification
will receive the greatest attention in this paper.

Speaker verification can be used for access con-
trol, which can include both physical access to
restricted areas and logical access to various ser-
vices. Examples of such services are telephone
banking; telephone shopping; information
access; travel services and computer account
access. Speaker verification can also be applied
to law enforcement by assessing the likelihood
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that the voice in audio recordings made from e.g.
telephone conversations is that of a specific per-
son. It should however be noted that the use of
speaker recognition is not admissible in a court
of law in many countries. Another use of
speaker recognition which lately has received
considerable interest is speaker detection, or seg-
mentation, which consists of identifying the cur-
rent speaker in a multi-speaker audio recording
such that segments of the recording can be auto-
matically labeled with the identity of the speaker.

The intended application will determine the app-
roaches to speaker recognition and to the relia-
bility of the recognition. The main factors are:

Speech modality: Is the textual content of the
speech known to the system or not? If the text is
known, by requiring the user to speak a prede-
fined or prompted phrase, system reliability
can be very high. Such systems are termed text
dependent. In text independent systems, the
textual content is not known. The phonetic con-
tent of the input speech is thus also unknown,
and the system cannot utilize knowledge about
the speaker specific phone realizations, resulting
in lower reliability.

Speech quality: The quality of the recording will
have a strong impact on the performance of
speaker recognition systems. Channel and ambi-
ent noise in an application where the user is call-
ing the system from a mobile phone will cause
degradation in the system performance relative
to an application where the user is speaking
directly into the microphone in a quiet environ-
ment. Similarly, forensic speaker recognition
based on a (hidden) omnidirectional surveillance
microphone in a reverberant room is far more
difficult than recognition from a recording of a
fixed line telephone conversation.

Amount of speech: Generally, a speaker recogni-
tion system will perform better the more speech
can be made available for recognition. In many
applications there will obviously be a trade-off
between reliable identification and user conve-
nience. A speaker recognition system requires
speech data to train the speaker models, i.e. to
“learn” the characteristics of the speakers. The
amount of speech data available for training will
have a strong influence on system performance.

Evaluation of system performance will be
dependent on the boundary conditions defined
by the application. For speaker verification sys-
tems there are two types of errors, false accep-
tance, i.e. that the identity claim/assumption is
accepted although the speaker is an imposter,
and false rejection, i.e. that the identity claim
is rejected although the voice belongs to the
claimed speaker. The severity of the two error

types will vary depending on the application,
and deciding the relative costs is an important
design criterion. False acceptance constitutes
a security risk, while false rejections mainly
impact on user convenience. A system designed
for a high security application will thus attempt
to minimize the false acceptances at the cost of
accepting a higher rate of false rejections.

Speech Synthesis
Speech synthesis is generally the act of making
the computer generate a spoken message from a
textual concept. If the message vocabulary is
small, the spoken message can be generated
either by simple playback of pre-recorded mes-
sages or by phrase concatenation. During sys-
tem design a library of pre-recorded phrases, i.e.
parts of sentences, are recorded. For a talking
clock a library consisting of the phrase “The
time is now” and pronunciations of the numbers
0–20, 30, 40 and 50 would suffice to enable the
computer to tell the time in hours and minutes.
For example, at 21:37 hours, the clock can say
the time by concatenating the carrier phrase
“The time is now” with the words “twenty”;
“one”; “thirty” and “seven”. In applications
where the output messages are syntactically
restricted and the number of messages is limited,
a properly designed phrase concatenation system
gives very high quality at a low cost. However,
if it is desirable to change the message vocabu-
lary a complete redesign is usually needed –
unless the speaker that contributed the original
recordings is available and the recording envi-
ronment can be fairly closely reconstructed.

Although phrase concatenation has been widely
used in applications with limited message vocab-
ularies, the term “speech synthesis” is usually
associated with text-to-speech synthesis (TTS).
TTS implies that any text can be rendered as
speech by the speech synthesizer. An important
part of a TTS system will of course be the actual
synthesizer, i.e. the conversion of a (textual)
string of symbols to speech. But the TTS system
must also perform a linguistic analysis of the
input orthographic text in order to extract infor-
mation about pronunciation, stress and timing,
estimate where the emphasis should be put in a
sentence, disambiguate words and phrases when
multiple interpretations will yield different pro-
nunciations, etc.

The quality of a TTS system will depend on
both the linguistic processing and the speech
synthesis. The basic linguistic processing will
for instance ensure that numbers and abbrevia-
tions are correctly interpreted and pronounced
and is thus an important factor in the overall
quality assessment. However, the most wide-
spread assessment strategies for TTS emphasize
naturalness and intelligibility. Intelligibility is
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often measured by the capability of human lis-
teners to correctly identify the phonetic content
of short, nonsense words or the words of seman-
tically unpredictable sentences. Naturalness on
the other hand is typically measured using tech-
niques developed for evaluating speech com-
pression algorithms, such as a subjective evalua-
tion of quality by paired comparison or mean
opinion score (MOS).

Spoken Dialogue Systems
In a spoken dialogue system, speech recognition
is used to convert spoken requests and informa-
tion to a symbolic form understandable by the
information retrieval module. The speech recog-
nizer can be used in conjunction with a semantic
analysis module which attempts to extract the
semantically meaningful part of the utterance,
or the semantic processing can be integrated in
the recognizer. Speech synthesis is employed to
prompt the user for information and to convey
the information the user has requested. In addi-
tion to the speech I/O modules, a vital part of a
spoken dialogue system is the dialogue manager.
The dialogue manager controls the dialogue,
keeps tabs on the dialogue flow so that the sys-
tem is not lost if the dialogue should not follow
a linear path, performs recovery from errors
made by the recognizer or the user, and acts as
an interface between the information retrieval
module and the speech modules. An example
dialogue system is depicted in Figure 3.

The Past and Present
This section will attempt to give a brief overview
of the most important developments in speech
recognition and synthesis up till today. By neces-
sity, the presentation will be rather superficial,
leaving out many significant contributions to the
development of speech technology.

Speech Synthesis
Early efforts at constructing speaking machines
were undertaken as early as the second half of
the 18th century. Wolfgang von Kempelen con-
structed a “speaking machine” [18] which was

an ingenious mechanical approximation of the
human speech apparatus, using a bellows to sim-
ulate the function of the lungs, a reed to approxi-
mate the vocal cords and a flexible rubber tube
could be manipulated to shape the “vocal tract”
to produce the correct sound.

An electronic analogue to von Kempelen’s
machine was demonstrated by Homer Dudley at
the 1939 World Fair [8]. In Dudley’s VODER,
the user could manipulate the resonances of the
vocal tract, thereby affecting the sound charac-
teristics, and the voicing and pitch could also
be controlled by levers and pedals. Making the
VODER speak was like playing an instrument,
and although both the VODER and von Kempe-
len’s speaking machine demonstrated that it was
possible to make machines produce fairly intelli-
gible speech, it could not be done automatically.
The first attempt at automating the procedure
was done in the early 1950s, when the pattern
playback machine [6] was designed to produce
a sound pattern that followed a spectrogram.

The early efforts at producing speaking machines
focused more on the sound production than on
text analysis. In fact, this has been the case up
till today. Yet, the quality of the linguistic analy-
sis of the text, including text normalization,
homograph disambiguation, stress analysis and
grapheme-to-phoneme conversion constitute will
define the upper bound on the achievable quality
of the complete TTS system. Still, here we will
only remark that the text analysis is developing
from a traditional, rule based approach to
include more and more data driven approaches,
e.g. by exploiting statistical methods for infer-
ring general rules from exposure to examples.
The remainder of this section will treat sound
production.

From the early days there were two competing
paradigms for speech synthesis. One approach
aimed at modeling the articulators of the speech
production mechanism in detail, articulatory
synthesis. The other approach was targeted at

Figure 3  A spoken dialogue
system for bus traffic
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modeling the speech signal itself, through a
source-filter model [10]. This is often also
termed terminal-analog synthesis [12]. Model-
ing the signal is intrinsically simpler than model-
ing the articulators, and the terminal-analog syn-
thesizers were dominant, with formant and linear
predictive synthesizers being prominent exam-
ples. Articulatory synthesis still remains an
active field of research.

The formant synthesizer is based on synthesis-
by-rule. In a synthesis-by-rule synthesizer, rules
for parameter values and trajectories correspond-
ing to explicit phonetic phenomena are used to
drive the synthesizer. The parameters are typi-
cally divided into source and filter parameters,
e.g. voicing, durations, formant frequencies and
bandwidths. The rules are extracted from para-
meterized speech data, and the extraction and
refinement of the rules can be a grueling task.
Perhaps the most prominent example of formant
synthesizers is Dennis Klatt’s Klattalk [19]
which was later commercialized as DECtalk [5].
The strength of rule-based synthesis is that in
principle, the rules can be applied to e.g. change
the speaker characteristics and the speaking style
without the necessity of a major redesign of the
synthesizer. The clear disadvantage is that even
in the best systems, the naturalness of the syn-
thetic voice is limited.

The linear predictive synthesizer was the first
example of concatenative speech synthesis
which deviates from the synthesis-by-rule para-
digm in that the synthesizer possesses a very
limited explicit knowledge; most is embedded in
the actual segments to be concatenated [9]. In a
linear predictive synthesizer the filter parameters
are generated from analyses of actual filter tra-
jectories of speech segments. Since coarticula-
tory influences are smaller at the center of a
phoneme, and the transitions between phonemes
are perceptually crucial, the diphone was pro-
posed as the basic synthesis unit. The diphone
is a unit which stretches from the middle of one
phone to the middle of the succeeding phone.
The linear predictive model of speech is a simple
source-filter model and lends itself readily to
prosodic modification by altering the excitation
(for pitch modification) or by interpolating the
filter parameters (for modifying segment dura-
tions). Yet, the model has intrinsic weaknesses
in terms of the achievable quality of the syn-
thetic speech. The speech quality can be im-
proved by introducing better production models,
e.g. by the use of Multi-pulse excited LPC [1].
However, improving the production model
comes at the cost of making prosodic control
more difficult.

The next major step forward was the introduc-
tion of the Pitch-Synchronous Overlap Add

(PSOLA) technique [23]. The PSOLA approach
allows manipulating the prosodic features of
stored diphone waveforms, and the concatena-
tion of the prosodically altered segments can be
performed using the same paradigm. Thus, any
desired sequence of phones exhibiting a desired
prosody can in principle be generated from a
limited diphone inventory. In practice there is a
limit to what extent the prosody can be manipu-
lated before it results in audible distortion. Also,
the technique does not directly solve problems
associated with spectral or phase discontinuities
at the concatenation points. Nevertheless, the
PSOLA technique was a quantum leap in terms
of improving the naturalness of synthetic speech.

Diphone based PSOLA techniques depend on
predicted prosodic characteristics, and the
speech quality is vulnerable to discontinuities at
the joints of the diphone segments. Unit selec-
tion synthesis (see e.g. [24, 4, 3]) is designed to
avoid these disadvantages by eliminating, or
greatly reducing, the need for prosodic manipu-
lation of the stored waveforms. Instead of having
a carefully designed diphone inventory with only
a single, neutral realization of each diphone, unit
selection synthesis is based on the availability of
a large speech database, containing most of the
natural prosodic variation. The basic idea is that
if a desired phonetic and prosodic context can
be found in a database of natural speech, nothing
can be more natural sounding than that. The
principle of unit selection synthesis is that the
(appropriately processed and labeled) database
is searched for a sequence of units that best
matches the sequence that is predicted by the
text analysis part of the TTS engine. The search
of the database can be performed using dynamic
programming. The cost of using a specific unit
from the database is combined of two parts, the
target cost, which is a measure of the match
between the database unit and the desired unit,
and the concatenation cost, which is a measure
of the distortion that will arise by concatenating
the unit with a preceding database unit. Letting
the concatenation cost be zero for database units
that are spoken in succession leads the search to
favor unit sequences that occur naturally. This
reduces the amount of spectral discontinuities
and tends to imitate prosodic structures found in
the database. Unit selection synthesis can pro-
duce very natural sounding speech, but can also
fail miserably if the database does not contain
good matches. Critics of the technique empha-
size the data coverage problem as the main prob-
lem: due to the enormous variations in speech, it
is impossible to collect (and use) a database that
contains all possible phonetic and prosodic vari-
ation. However, allowing limited, high quality
prosodic manipulation of the database units may
reduce the validity of this criticism.
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Speech Recognition
The first speech recognizer of sorts was demon-
strated in the late 1920s. Radio Rex was a
mechanical toy dog that would jump out of his
house when his name was spoken. The action
was basically triggered by the level of sound
energy around 500 Hz, which is the frequency
band around the first formant of the vowel ‘e’
(which implies that Rex would jump into action
also as the result of other acoustic stimuli than
his name). The first real speech recognizer was
a device capable of recognizing the digits 0–9,
developed by researchers at Bell Labs in the
early 1950s [7]. This device identified the digits
on the basis of a crude estimate of the formants
of the vowels contained in the digits.

With the advent of the digital computer more
sophisticated methods were made possible. In
speech recognition the two most important con-
tributions to the progress were the introduction
of dynamic programming techniques for time-
scale adjustments when comparing patterns and
the introduction of robust and efficient methods
for spectral estimation.

Temporal variation in speech tends to be non-
linear. In order to compare two patterns of dif-
ferent length, but where the ratio of the durations
of the speech sounds in the two patterns is not
constant, the use of dynamic programming for
time alignment was introduced ([17, 25]).
Dynamic Time Warping was a dominant tech-
nique for speech recognition until the mid-
1980s, and systems using this simple method for
matching time patterns can still be found. Still,
most important was the introduction of dynamic
programming methods to speech processing.
Dynamic programming is a very powerful tool
and is extensively used in current speech pro-
cessing algorithms (see e.g. [21]).

The speech waveform itself exhibits too much
variation to be well suited for speech recogni-
tion. Even in the early systems it was realized
that the spectral domain is well suited for distin-
guishing between sounds. The introduction of
short-term spectral estimation methods and cor-
responding distortion measures that were reason-
ably robust to speaker variations and which cor-
responded well with hearing constituted a major
step forward. Several of these innovations came
from outside the speech recognition community
(e.g. linear prediction analysis, cepstral represen-
tation of the spectrum, distortion measures), but
were readily applicable to ASR.

The early systems for speech recognition tended
to adhere to two paradigms: pattern matching
and/or acoustic-phonetics. Pattern matching sys-
tems based on Dynamic Time Warping tried to
match incoming speech patterns with stored ref-

erence patterns, taking into account the non-lin-
ear time variation exhibited. The reference pat-
terns were typically word-length, making it diffi-
cult to construct large vocabulary systems. Sys-
tems based on acoustic-phonetics originated in
the study of the properties of the speech sounds,
the phonemes. The phonemes can be classified
depending on how and where in the vocal appa-
ratus they are generated; i.e. the articulatory con-
figuration typically observed for each sound.
There are two main problems with the acoustic-
phonetic approach: the difficulty of reliably esti-
mating the articulatory features from a speech
sample, and the insufficient description of the
variability in real, spontaneous speech, often
contaminated by noise. Thus, these approaches
could be successful for limited vocabulary sys-
tems with carefully articulated speech, but were
not adequate for solving the general problem of
speech recognition.

A major step forward came with the introduction
of statistical approaches for speech recognition.
Hidden Markov Models (HMM) were proposed
for speech recognition in the mid-70s ([2, 15])
and were within a decade to become the de facto
standard approach to speech recognition. The
success of the statistical approach, and HMM
in particular, can be attributed to the following
main factors:

1 The statistical approach has the capability of
modeling the variation found in normal
speech.

2 The emergence of large databases made it pos-
sible to obtain reasonable parameter estimates
for the complex statistical models needed to
describe this variation.

3 The statistical framework is applicable to
modeling the probabilistic mappings in the
speech communication chain, in principle
enabling a unified approach to decoding the
underlying message.

Most research has concentrated on modeling the
acoustic and linguistic mappings in Figure 1.
The optimal classifier for determining the word
sequence, W = (w1, w2, …, wN) that is the
source of an acoustic observation, X, will select
the sequence W’ that maximizes the a posteriori
probability, i.e.

(1)

Since the maximization is independent of P(X),
this term can be neglected. Thus, the choice of
the optimal word sequence is dependent on two

W’= arg max
w

P W X( ){ }

= arg max
w

P X W( ) ⋅ P W( )
P X( )

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
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terms, the acoustic likelihood, P(X|W) and the
language model P(W). A simplified block dia-
gram of a statistically based speech recognizer
is shown in Figure 4.

The task of the statistical recognizer is thus to
find the most likely word sequence for an
observed spoken utterance, represented by a
sequence of feature vectors produced by the sig-
nal analysis. In order to do this, statistical mod-
els for the various speech sounds must be esti-
mated in a training phase. Normally, several
models are produced for each speech sound,
dependent on the phonetic context surrounding
the target sound. This is done in order to model
coarticulation effects. In order to describe the
words of the recognizer vocabulary, a pronun-
ciation lexicon defining the words in terms of
phone sequences is required. Also, a language
model must exist. This will in most cases be a
statistical N-gram model, i.e. a model that esti-
mates the probability of an N-tuple of words.
For example, a trigram language model restricts
the language modeling by assuming that the
probability of a target word is only dependent on
its two most recent predecessors, i.e. P(wn | wn-1
wn-2 ... w2 w1) = P(wn | wn-1 wn-2). Then, the
probability of a word sequence (e.g. a sentence)
W = {w1, w2, …, wN} can be found as

(2)

Other notable advances in automatic recognition
include the use of a perceptually based warping
of the frequency axis when performing the sig-
nal analysis, and the use of a decorrelating
(cosine) transform for producing mel-cepstrum
feature vectors as the input to the statistical clas-
sifier. Mel-cepstrum feature vectors augmented
by estimates of their first and second order time
derivatives are standard features of current
speech recognizers.

Speaker Recognition
The development of speaker recognition tech-
nology has to a large extent paralleled the evol-
ution of speech recognition. As for a speech
recognition system, an operational speaker
recognition system will consist of an analysis

 
P w1w2KwN( )→ P w1w2K wN( )

stage and a pattern matching stage. The analysis
is aimed at extracting features that are robust and
that are able to represent the speaker characteris-
tics. Identity information that is embedded in the
speech signal includes information on the physi-
ology of the vocal tract, suprasegmental infor-
mation like pitch and stress patterns and higher
level information such as pronunciation, word
and phrase frequencies and syntax. Supraseg-
mental and higher level information are rela-
tively easy to mimic (these are features typically
used by human mimics), and are not well suited
for most applications of speaker recognition.
The features used for speaker recognition are
basically the same as used for speaker indepen-
dent speech recognition, namely spectral fea-
tures containing information on the vocal tract
shape. This is intriguing, as the aim of the fea-
ture extraction in speaker recognition is to
extract parameters that consistently and robustly
emphasize the differences between speakers,
while a speech recognizer front end should pre-
serve the phonetic characteristics and aim to
minimize the influence of speaker variations.
However, both the main phonetic and the
speaker dependent characteristics are dependent
on the shape of the vocal tract, which is effi-
ciently described by the smoothed spectral en-
velope that can be represented by e.g. cepstral
or mel-cepstral parameters. Interestingly, the use
of dynamic parameters (time derivatives of e.g.
mel-cepstral parameters) was first proposed for
speaker verification [27, 28] but is now common
in both speech and speaker recognition systems.

The pattern matching stage compares the
extracted features to stored models for each
speaker known to the system in order to find the
best match. Early systems used simple template
matching techniques. More advanced template
matching methods employing statistical feature
averaging were introduced for text-independent
speaker recognition in the 1970s. Here, a tem-
plate is created for each speaker by averaging
the feature vectors over the training speech. In
recognition, a distance measure evaluating the
deviation between the test speech and the stored
template is evaluated and constitutes the basis
for the decision. Dynamic Time Warping, which

Figure 4  Statistical speech
recognizer 
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was introduced for speech recognition around
1970 was quickly adapted to speaker recogni-
tion, particularly for text-dependent applications.
Here, templates representing words or utterances
are created during training, and the test speech is
compared and evaluated against these reference
patterns.

The predominant approach to speaker recogni-
tion over the past 15 years has been based on
probabilistic modeling. Nearest Neighbor mod-
eling, which is a non-parametric approach, is
based on representing each speaker’s acoustic
space by a collection of feature vectors. The col-
lection can consist of all feature vectors in the
training speech [29] or a vector quantization
codebook designed from the training speech
[30]. The distance between an input feature vec-
tor and its nearest neighbor is a measure of the
probability of the assumed speaker, and is the
basis for calculating the speaker score, which
can be viewed as an estimate of the probability
that the test speech emanates from a given
speaker.

Yet, the parametric approach of Hidden Markov
modeling has lately been the most successful
approach to speaker recognition, as it has been
for speech recognition. The basic HMM para-
digm can be applied to both text-dependent and
text-independent speaker recognition. In text-
dependent speaker recognition, speaker models
are created as word models or phone models,
depending on the application. Using phone mod-
els, the speaker models can be used to verify any
spoken word sequence. Word (or phrase) models
restrict the application to a predefined vocabu-
lary. For text-independent applications, a single-
state HMM is used to model each speaker’s
acoustic space. This approach, usually referred

to as Gaussian Mixture Models (GMMs) [31],
can also be viewed as modeling a speaker as a
probabilistic source with a probability distribu-
tion that is a weighted sum of multivariate Gaus-
sian densities. Recognition will then basically
consist of estimating the likelihood of the speech
being produced by a speaker and making a deci-
sion based on the estimated likelihoods.

The likelihood score obtained using HMM app-
roaches can exhibit significant variation due to
factors that are not related to the speaker, such as
noise; microphone, channel and text variability.
These effects can be reduced by processing the
extracted feature by e.g. cepstral mean normal-
ization [34]. An efficient method for reducing
these effects are imposter models, which are
used to normalize the likelihood score by letting
the input speech be scored against both the target
speaker and the imposter models [32, 33].

In speaker verification systems, it is vital to min-
imize the risk of accepting imposters. The algo-
rithms for speaker verification take this into
account by basing the decision on features that
describe the vocal tract, a feature that is hard
to mimic. However, in many applications one
needs to consider the possibility of intruders
using analog or digital recordings of a speaker.
This can successfully break the system security
if it is text-independent, or if fixed pass-phrases
are used. Because of this, most current applica-
tions use prompted phrases. The system will
generate a sentence which the user is asked to
utter. In this way, the verification can be text-
dependent (as the system knows which sentence
to expect) but since the same sequence of words
are never repeated; recordings cannot be used to
defeat the system.

Figure 5  Speaker identifica-
tion and verification

Feature
extraction

Speaker 1

Speaker 2
Speaker ID

Speech

Speaker identification

Speaker
model

Imposter
model

Speech, S

Speaker verification

Θ
<

>
Λ

Accept

Reject

log[P(S|Speaker)]

Feature
extraction

Decision

Speaker N

-log[P(S|Imposter)]



16 Telektronikk 2.2003

Brief Summary of the 
State-of-the-art
Speech synthesizers have during the last decade
moved from being fairly intelligible but not very
natural sounding to being (at best) quite natural
sounding through the application of PSOLA-
techniques and unit selection synthesis. For
speech synthesis within a specific task domain,
e.g. reading of news reports, unit selection syn-
thesis currently produces (on average) quite nat-
ural sounding synthetic speech, although the
prosodic variation is more limited than in human
speech. For general reading machines, where it
is desirable to produce a multitude of speaking
styles, including the ability to express emotions,
unit selection synthesis is currently not applicable.
It is still an open question whether this will be
attainable using corpus based speech synthesis.

Two of the major problems associated with unit
selection synthesis is the footprint of the system
and the complexity of creating new voices. The
size of the database used in the synthesis will
reflect on both memory requirement of the syn-
thesizer and the computational requirements.
Database design and organization are important
issues if unit selection synthesis shall be avail-
able e.g. for handheld devices. Creating a new
voice will include the recording and annotation
of a large speech database. In particular, the pro-
cessing and annotation of the data is time con-
suming and costly if done manually. Recent
efforts at automating the process [26] have
shown very promising results, and can lead to
great savings in time and cost of creating new
synthetic voices.

The state-of-the-art in speech recognition is
mainly dependent on speaking style and the
noise environment. For clean speech, i.e. when
the effects of ambient or transmission noise is
negligible, the performance of current speech
recognizers is adequate for a large number of
tasks as long as the input speech is fairly well
articulated and fluent. Dictation systems for
limited domains, such as radiology, where the
amount of variation in syntax and vocabulary is
limited, and the speakers are used to dictation,
have been well received. Good performance for
general speech-to-text remains a more elusive
goal. When it comes to spontaneous and con-
versational speech, the performance of current
speech recognizers is far below what is accept-
able for most applications. Systems for automat-
ically transcribing spontaneous monologues or
natural conversations are beyond the capabilities
of today’s technology.

One of the main problems for current speech
recognizers is the performance in the presence
of noise. Humans have little problems with
understanding noisy speech, even at high noise

levels, but speech technology has yet to find
good methods for handling the effects of addi-
tive or convolutional noise. Many approaches
have been investigated, but the problem is far
from solved. Even relatively simple tasks, such
as isolated word recognition for command and
control applications, can be severely affected if
the noise conditions do not match the environ-
ment for which the recognizer was trained.

Systems for spoken dialog, e.g. for automated
information retrieval, have been successfully
deployed. The complexity and performance of
these systems depend on the dialog structure
adopted. System driven dialog systems for
restricted tasks can be well performing, particu-
larly if techniques such as word spotting or con-
cept spotting is employed, allowing words not
relevant for the task to be ignored or even mis-
recognized. Mixed initiative, or even user initia-
tive systems such as AT&T’s “How may I help
you?” system for routing telephone calls [14],
are not quite as readily deployed, although very
encouraging results are obtained.

The Future
One of the major trends that can be observed
from the progress in speech technology over the
past decades is that there is a convergence of the
techniques employed in the various disciplines.
It is a clear tendency to rely on data driven meth-
ods, using statistical tools for modeling. In
speech synthesis this is exemplified by the cor-
pus based unit selection synthesis, the HMM-
based methods for segmenting and labeling the
speech databases, and also statistical methods
for linguistic analysis.

In speech recognition, statistics has ruled the
ground for the past 15 years, dominating both
the acoustic modeling and the language and
grammar. Even for semantic processing, statisti-
cal methods have shown great promise. On the
other hand, speech recognition has over the same
period of time moved from being a more or less
pure signal processing discipline to requiring the
use of explicit linguistic knowledge. This is of
course connected to the evolution of the task
complexity, which in many cases today requires
the application of knowledge of linguistic, pho-
netic and discourse structures.

One interesting recent development is the inter-
est in finite state automatons for speech recogni-
tion. Although finite state networks have been a
useful representation of both simple grammars
as well as the state networks used for HMM
decoding, work at AT&T has introduced a
weighted finite state transducer (FST) formalism
for describing the entire decoding process,
including the acoustic models, the vocabulary
and pronunciation lexicon, context dependency
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and language model [22]. The immediate advan-
tage of the FST formulation is that it allows for
designing faster and more efficient decoders.
However, the formalism can also give new
insights into speech recognition and allows for
a very interesting connection to the use of finite
state machine formalisms in text-to-speech syn-
thesis and in computational linguistics.

In spite of the convergence of techniques, there
is still no “Grand unifying theory of speech” that
can guide the way to better speech technology.
We still lack some of the fundamental under-
standing of speech and language communication
that can produce truly speech understanding sys-
tems, generation of natural sounding (emotional)
synthetic speech from a concept, and conversa-
tional machines. We are currently making up for
some of the lack of theory by employing statis-
tics, with some degree of success.

Conclusions
Speech technology has come a long way from its
primitive origins, and the technology is currently
at a stage where a significant number of useful
and profitable applications can be made. Still, it
is important to be aware of the limitations of the
current technology, both for designing good and
user-friendly systems today, and for aiming to
solve the challenges of tomorrow. Speech tech-
nology is not mono-disciplinary, and in order to
be able to create a speech-enabled machine that
can pass the Turing test, the collaborative efforts
of scientists from many areas are needed.

Among the immediate challenges are: how to
design speech recognizers that are robust to
speaker accents and dialects as well as to noise
contamination, how to create speech synthesiz-
ers that are able to convey emotions and can
adopt speaking styles appropriate for any given
text, how to deal with multi-linguality, how to
attack the problem of recognizing spontaneous
speech, just to name a few. Many problems have
been solved, but speech technology research will
not lack challenges in the years to come.
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1  What is Machine
Translation?

Machine Translation (MT) is transfer of text
from one language to another by use of comput-
ers. The need for MT has been articulated for
more than 50 years by industry and govern-
mental institutions. After World War II it was
assumed that translation was more or less the
same as “code cracking” as it was called in mili-
tary intelligence services. So, translating Russian
texts into readable English was assumed to be
more or less the same as interpretation of coded
German messages to submarines into readable
English. In retrospect, it is fair to say that the
highly optimistic opinion in the postwar years
was totally misguided, and nowadays it is
replaced by a more modest and realistic view.

2  Why is MT Difficult?
In the mid sixties it became clear that the “sim-
ple” methods used in the first generation MT
systems did not deliver translations with reason-
able quality. The problem with this approach,
and indeed every MT approach, is, somewhat
simplified, that syntactic variation (word order
variation) and ambiguity make the “mechanic”
translation process far more complex than “code
cracking”. In addition, good translations involve
interpretation and understanding of the source
texts prior to text production in the target lan-
guage. Fluent speakers of English know whether
a phrase or sentence is an idiom or a collocation,
e.g. “kick the bucket”, ... , “walk her home”.
It is of course harder for a computer to decide
whether phrases are to be interpreted literally or
not. Generally, as every professional translator
and most people with academic background
know, translation is indeed difficult, and often
the problem boils down to choosing the most
appropriate translation rather than a translation
which seems to work. Given the complexity of
the translation problem for humans, it is not sur-
prising that computers face problems when they
are set to translate between natural languages.

3  Is MT Possible?
It is quite natural to ask whether MT is possible
at all. If computers in general are expected to
produce translations just as good as human
translations, the answer is clearly no. But if the
goal is more limited, for instance that computers
translate in very restricted textual domains, that
an automatic system should propose translations
which human translators can choose from, or
that the expected quality is “raw translations”
where errors are allowed to occur, then MT is
here already. Consider for instance the Babelfish
translation system which is part of the search
engine Alta Vista, where users can ask for trans-
lations from e.g. German to English.

4  Rule-Based MT
Most existing MT systems are rule-based. That
is to say, the knowledge of the systems is formu-
lated by means of carefully designed rules which
describe grammatical properties of the source
and target languages, word pairings between the
languages in question and “transfer” rules which
couple expressions between the relevant lan-
guages. The exact nature of these rules vary con-
siderably. Modern experimental systems utilize
powerful description languages whereby it is
possible to “decorate” phrase structure rules, as
they are known from e.g. compiler theory, with
so-called unification equations. By doing so it is
possible to capture complex and subtle grammat-
ical details of the languages by applying a man-
agable number of rules and general principles.

The automatic translation process consists at
least of the following modules:

(Preprocessing) -> Analysis -> Transfer
-> Generation -> (Postprocessing)

The first phase takes care of various formatting
issues so that the analysis component can be rea-
sonably clean, i.e. without grammatically irrele-
vant details. Analysis consists of some sort of
parsing, which is automatic analysis of text from
the source language. The parsing result is some
kind of linguistic structure. The details of the
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parsing operations are dependent on which trans-
fer strategies are used (we return to transfer
strategies below). After the transfer operations
are completed the system is ready to produce
sentences in the target language on the basis of
the output from the transfer component. If the
generation step gives a set of sentences, some
postprocessing device must pick the most likely
candidate, or a human will have to choose the
best alternative.

4.1  Analysis
As just mentioned, analysis involves parsing
of the source text. Modern systems use phrase
structure rules with unification equations. We
illustrate this with a simplified, but realistic
example from English:

S -> NP VP
S:properties = VP:properties
VP:properties:subject = NP:properties
VP:properties:head:number = 
VP:properties:subject:number

The first line of the rule says that a sentence (S)
consists of a noun phrase (NP) and a verb phrase
(VP). So, in a simple sentence like “Saddam dis-
likes George” the words “dislikes George” con-
stitute the verb phrase (or “predicate” if one
prefers this notion), and “Saddam” is the noun
phrase (NP) in the rule. The first equation in the
rule says that the properties of the sentence (S)
are the same as the properties of the VP. The
second equation states that the subject of the VP,
and hence the subject of the sentence, since S
and VP share their properties, is to be under-
stood as the properties of the NP. And finally,
the rule requires that the grammatical number of
the subject must be the same as the grammatical
number of the VP. This latter constraint will
only work if the grammar contains another rule
which guarantees that the VP and the verb share
their properties, for instance in a rule like

VP -> V NP
VP:properties = V:properties
NP:properties = VP:properties:object

When these two rules work together the parser
will collect information about the subject and the
object of the sentence. The nature of this infor-
mation depends on the grammar writers. In gen-
eral, semantic properties are included in the
information structure. The semantics will at least
specify that the logical or semantic subject refers
to some individual with the name SADDAM,
whereas the the logical or semantic object is an
individual carrying the name GEORGE. These
semantic entities are connected via the semantic
predicate we might call DISLIKE. We use capital
letters when we refer to meaning properties of
the information structure in order to distinguish

the English word “dislike” from the semantic
relation DISLIKE, which will receive another
formal expression in a different language.

Scandinavian languages have productive com-
pounding. Consequently, for principled reasons
it is impossible to list all words in the language.
New words can be created on the fly, for in-
stance telekommunikasjonsinteresse (interest in
telecom). Robust parsing systems must be able
to recognize and semantically analyze new
words of this sort, which is quite hard to accom-
plish safely.

4.2  Transfer
When the analysis module is finished the rele-
vant information about the source sentence must
somehow be related to information about poten-
tial sentences in the target language. In this pro-
cess we might use knowledge of the language
pair in question. For instance, if we translate
from English into Norwegian information about
subject-verb agreement in English can be omit-
ted, since this constraint is absent in Norwegian.
On the other hand, the system must collect rele-
vant information about gender, number and
definiteness for certain types of noun phrases
because there is such agreement in Norwegian.
Obviously, the transfer component must take
care of lexical selection in the target language,
that is, put together words from source sentences
and target sentences. The nature of this process
is often far from trivial – consider for instance
walk and go in English and their Norwegian
counterparts spasere and gå. Walk usually goes
with spasere, but not in cases like “walk out of
a meeting” with the intended meaning “to leave
in protest”.

4.3  Interlingua
It is often objected that transfer strategies imply
that unique transfer components must be written
for every language pair, one for each translation
direction, which seems to be a bad idea if there
is a need for translations between many lan-
guages, as in the European Union with its many
official languages. An alternative to the transfer
strategy is the idea that source sentences could
be translated to some general semantic form,
which in turn could be used to generate sen-
tences in many languages. This semantic form is
commonly referred to as an interlingua which is
assumed to have all relevant semantic properties
to be found in all languages in the language
“pool”. As part of a research programme for MT
the interlingua idea is appealing, but as it turns
out, no serious system with reasonable coverage
is based on an interlingua strategy alone. The
explanation is simply that a generally valid
description of semantic properties common to
many languages is indeed very hard to obtain.
When interlingua is included in a system, it is as
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a “last resort” when other strategies have failed.
This low ranking stems from the annoying ten-
dency that translation via interlingua leads to
sets of translation suggestions where it is prob-
lematic to choose the best alternative, if there
are feasible suggestions at all.

4.4  Generation
Generation of natural language ranges from triv-
ial template forms to the subtleties of translation
via interlingua. The key question is always “gen-
eration from what?”. A compiler in program-
ming languages will output certain messages
when the syntax of the program code is illegal,
and in circumstances like this, the natural lan-
guage sentences can be put more or less directly
into the application program. In MT the genera-
tion phase in most cases receives some linguistic
structure as a premise for sentence generation.
The generator has to find sentences which are
compatible with the linguistic structure given as
input, although large parts of the search problem
could have been resolved by some transfer mod-
ule. Inevitably, semantics plays an important
role for the generator. If no semantics is speci-
fied, any grammatically correct sentence will do,
provided the other parts of the linguistic input
structure are compatible with the grammatical
properties of the generated sentence. The general
rule of thumb is “the more detailed grammatical
and semantic structure in the generation premise,
the more precise generation results you will get”.
Consequently, the preparation prior to genera-
tion becomes very important, as is the case in
automatic dialogue systems; see below.

Productive compounding was mentioned in con-
nection with parsing, and this phenomenon pops
up in the generation module as well when trans-
lation goes from English to e.g. Norwegian,
because a collection of English words must be
glued into a novel, coherent and grammatically
correct compound in the target language.

4.5  Discourse Analysis
A notorious problem in natural language analy-
sis is how to refer to discourse referents cor-
rectly. When is it appropriate to use pronouns,
when definite expressions (for instance the solu-
tion vs a solution), and when should proper
names be re-entered in a text? When translation
goes between European languages these prob-
lemes are not so apparent because these lan-
guages share most of the relevant properties
more or less directly. But if translation goes
from a language where discourse referents to
a greater extent are implicitly understood (like
Japanese or Vietnamese) to a target language
where they are grammaticalized, problems arise
immediatedly. This is so because it is difficult to
model discourse referents correctly in formal
language models.

An additional problem is discourse structure and
how it effects sentence structure. Basic concepts
here are new and given information.

5  Relevance for Telecom
Applications

After the above tour through the basics of MT
we proceed to discuss some relevant aspects of
MT approaches for telecom applications.

5.1  Translation with 
Speech Front Ends

An obvious candidate application is the idea of
a translation system with speech front ends; that
is, a modular system like the following:

Speech Recognition -> Analysis -> Transfer
-> Generation -> Speech Synthesis

This model was the ideal of the German Verb-
mobil project – a huge German research initia-
tive funded by the German government from
1993 to 2000 (see http://verbmobil.dfki.de/).
Even though Verbmobil did not deliver an oper-
ational system, the project has shown that grand
applications of this type are conceivable, when
certain important prerequsites are met, like trans-
lation within restricted domains together with
general restrictions for successful use of auto-
matic speech recognition.

5.2  Dialogue Systems
Grammars with fairly broad empirical coverage
have been developed for English and German in
research projects like LINGO (see http://lingo.
stanford.edu/) and PARGRAM. The latter also
includes grammar development for Norwegian,
see http://www2.parc.com/istl/groups/nltt/
pargram/. These grammars are developed for
use in application types where formal grammars
are needed, including MT. Dialogue systems
are highly relevant in the telecom application
domain because “intelligent” dialogues require
both analysis (understanding what the user asks
for) and generation (give answers after reasoning
over properties of the application domain). Dia-
logue systems will enter a loop where system
and user “negotiate” in order to make the system
able to understand the user needs, and formal
grammars can be used in these dialogues.

Ambitious dialogue applications where system
control is relaxed, require that the analysis com-
ponent is able to handle different ways of formu-
lating the same message or question. Grammars
with broad coverage appear to be the most
salient solution, in particular if robust analysis of
unknown words is possible. Some version of a
finite state transducer is the standard technique
used for analysis of unknown words.
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5.3  Limitations of Rule-based
Approaches in the Speech
Domain

Modern speech technology is dependent on
stochastic methods, simply because these meth-
ods give the best results, both with respect to
real time performance and accuracy. Rule-based
systems in language technology tend to be
unable to scale up when exposed to realistic
application domains outside the labs where good
real time performance is required (finite state
methods escape this generalisation). If sophisti-
cated rules systems are being built, then power-
ful description languages will be used, and, con-
sequently, the worst case complexity properties
of the systems are not appealing. This is not to
say that rule-based techniques are irrelevant “in
the real world”, but one should be careful if rule-
based mehods are imported into e.g. automatic
telephone applications with speech front ends.
Applications where real time requirements could
be relaxed, as in the SMS domain, rule-based
systems are however highly relevant, see for
instance Amble 2000 (and the SMSTUC appli-
cation www.lingit.no).

6  Further Reading
The present article provides a very brief sketch
of basic problems in MT. Readers who would
like to explore this field in more detail should
consult Dorr, Jordan & Benoit (1999), which is
an excellent introduction and overview of the
field with all relevant references given. The stan-
dard reference for unification is Shieber (1986),
but Jurawsky & Martin (2000) also provide a
good exposition. In addition, this book offers
an overview of language technology in general,
and it is widely used as textbook at universities
around the world. A thorough introduction to
formal semantics and discourse analysis is Kamp
& Reyle (1994).
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1  Introduction
Speech generation is a transduction process in
which the talker’s essential idea (e.g. to invite
someone to lunch) is being transduced to a
sequence of words (e.g. “Aren’t you hungry?
Would you like to go to lunch together?”),
which are then realized by human’s articulatory
apparatus in the form of acoustic signal, propa-
gating over the air to reach a listener. Speech
recognition, in a strict sense, is the reverse of
this process, aiming at recovering the words that
are embedded in the acoustic signal, and the
original notion, carried by a sequence of words.
Automatic speech recognition is the task of a
machine, most likely a computer, which carries
out this reverse process. A speech signal (the so-
called acoustic events) may encompass linguisti-
cally relevant components, such as words or
phrases, as well as irrelevant components, such
as ambient noise, and extraneous or partial
words. The existence of irrelevant components
(noise and extraneous sounds), distortions (un-
desirable modification of the sound quality), and
the ambiguity in the transduction process (e.g.
imprecise articulation or mispronunciation) is
what makes the task of automatic speech recog-
nition challenging.

Speech recognition may sometimes include
speech understanding in a casual sense. This is
because speech recognizers are often designed
to take in natural spoken sentences and used for
spawning certain actions in a limited domain,
such as routing a call to an extension (e.g.
“Please connect me to Fred, the manager”
given to an automatic call router). In performing
this kind of tasks, rather than converting sounds
into words in a one-to-one manner, the recog-
nizer is usually constructed to focus on the
talker’s notion (or some keywords in the sen-
tence, “Connect”, “Frank” in the example) from
the speech signal and ignore the rest of the sig-
nal. Here, the recognizer does not really “under-
stand” speech but only appears to, because the
total ideas carried in a sentence for such an
application are limited and the finite possibilities
can be uncovered by mapping “spotted” key-
words to a prescribed set of actions. This tech-
nology is generally referred to as “keyword spot-
ting”, in contrast to the above sound-to-word

conversion process which is referred to as “tran-
scription”.

In this paper, we will present the fundamental
concept and techniques used in an automatic
speech recognition system. We will explain
state-of-the-art technologies and their perfor-
mances in the form of benchmark for future ref-
erences. We conclude our presentation with a
discussion on remaining challenges in the field
of automatic speech recognition and its exten-
sion to spoken language understanding.

Before we proceed, it should be understood that
while the field is still under active research,
existing technologies are mature enough to
support a wide range of applications such as
an automatic voice activated typewriter that
responds to voice in a quiet room, voice-con-
trolled devices or access to information services
(e.g. news and stock quotes), and automated
commercial transactions (e.g. account balance
inquiry or merchandise order by telephone),
just to name a few.

2  Fundamental Concept
and Building Blocks of
a Recognizer

Figure 1 illustrates the essential steps in convert-
ing speech signals into a sequence of words.
First, a microphone picks up the sound in the
ambient in which the speech signal is being gen-
erated and turns it into an electrical signal. A
device called Analog-to-Digital (A/D) converter
is used to transform the analog electrical signal
into a digital representation, ready to be pro-
cessed by a digital processor or computer. The
digital computer performs a set of algorithms, or
computing procedures, to accomplish the sound-
to-word process, which begins with “feature
analysis”. The purpose of feature analysis is to
extract the essential and salient characteristics,
which are critical to the automatic recognition
process, of the input speech signal. The result is
a set of so-called features or feature vectors. The
most prevalent feature of speech is one that is
derived from its short-time spectrum, which is
obtained by applying short-time spectral analysis
over a window of the speech data, usually 20–30
ms in duration. Successive application (say
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every 10 ms) of short-time spectral analysis
over the entire duration of the signal produces
a sequence of spectral representations, which
forms a vectorized speech feature pattern, in a
two-dimensional, time and frequency domain.

A store of phoneme patterns or models need to
be established beforehand through a training
procedure, called “acoustic modeling”, which
finds the elements of speech, i.e., essential char-
acteristics of the acoustic realization of the
“phonemes”, and organizes them to represent the
fundamental units of the language when realized
in spoken form. The speech feature pattern is
compared to the units in the store to generate a
unit sequence hypothesis or a set of such conjec-
tured hypotheses. A speech signal has substan-
tial variations along many dimensions. First and
probably the most obvious one is the speaking
rate. A human speaker cannot normally repro-
duce at wish an utterance of identical duration.
Second, variation in articulation is inevitable
both in terms of talker-specific characteristics
(e.g. differences in vocal tract length and shape)
and in the manner a phoneme is produced. Third,
the pronunciation variation occurs across speak-
ers (e.g. dialect or accent) as well as speaking
contexts (e.g. some phonemes may be dropped
in casual conversation). A procedure called
Dynamic Programming is used during unit com-
parison to generate the best match by normaliz-
ing, i.e., stretching or compressing (i.e. time
normalizing), the temporal pattern (so-called
“Dynamic Time Warping”) and by conjecturing
how a phoneme may have been produced in a
statistical sense, to account for the aforemen-
tioned variations. The purpose of training is to
obtain knowledge of such statistics. Training is
performed over s large collection of data, with
known labels or identity, according to a proce-
dure and the statistical knowledge is encapsu-
lated in a mathematical formalism, the most
widely adopted one of which is the so-called
“hidden Markov model (HMM)”.

A hidden Markov model is a doubly stochastic
process involving (at least) two levels of uncer-
tainty. It is a finite state (say N-state) machine
in which each state is associated with a random
process. The random process in each state
accounts for the variation in the realization of a
speech unit (such as a phoneme), across time as
well as across speakers and speaking contexts.
The finite state machine is a Markov chain,
which characterizes the probabilistic relationship
among the states in terms of how likely one state
may follow another. Depending on the designa-
tion of the state, this inter-state relationship can
be representative of the nature of phonology and
syntax of the language. Figure 2 illustrates a 3-
state hidden Markov model.

The resultant hypothesized unit sequence is then
matched to the stored dictionary, or more specif-
ically the lexicon, which is the collection of tar-
get words each being represented by a unit
sequence, to reach a tentative decision on the
word identity. The decoded word sequence is
further subject to verification and validation, to
ensure its conformance to syntactic and grammar
constraints. Often, these constraints are intro-
duced even during the word sequence search
stage to eliminate unnecessary errors early on to
prevent the so-called error propagation and to in-
crease the search efficiency (meaning to reduce
the possible hypotheses in the search space).

Syntactic and grammar constraints can be
expressed as deterministic rules or as statistical
models. The former defines permissible word
sequence relationship deterministically and the
latter associates probabilities with these relation-
ships. In general, they are referred to as the “lan-
guage model”, in relation to the aforementioned
“acoustic model”. The most frequently used lan-
guage model is based on N-gram statistics which
assigns a probability to the occurrence of a pre-
sent word, conditioned on the N-1 words that
appeared before it. The finite state nature of the
language model renders itself synergistic with

Figure 1  Basic components of
a speech recognition system
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the hidden Markov model, used for acoustic
modeling, and amenable for efficient computa-
tion in the search.

Training of a statistical language model concerns
with the procedure to obtain the proper statistics
in terms of word sequence relationship (which
words and how often they are likely to form a
sequence one next to the others). To ensure the
probability estimate is accurate, the procedure
must involve a large database of text, which
should be sufficiently rich in various kinds of
sentential expressions to reflect the language.
Insufficient data for training will lead to either
unreliable probability estimate or poor “cover-
age” – meaning, many expressions the recog-
nizer experiences may not have appeared, or not
sufficiently in the database for training and thus
have un- or ill-defined probability.

3  Speech Recognition Task
Categorization

Machine recognition of speech has neither fol-
lowed nor achieved what a human listener is
generally capable of doing. In fact, the develop-
ment of automatic speech recognition technolo-
gies in the past often assumes a certain catego-
rization of the speech recognition task due to this
lack of generality in the system capability. For
example, a system that is designed for a specific
talker, the so-called speaker-dependent system,
would have a much simpler architecture than a
“speaker-independent” system that is meant to
deal with users in the general population.

Similarly, in terms of acoustic realization of lin-
guistic expressions, a sequence of words may
be uttered individually in isolation or in a con-
nected manner without clear, intentionally con-
trolled articulation gaps that separate the words.
A system designed for the former is called an
“isolated (or discrete) word recognizer”, while
for the latter a “connected word recognizer”
(e.g. dealing with a digit sequence spoken with-
out intentional pauses) or a “continuous speech
recognizer” (e.g., dealing with naturally spoken
paragraphs of an article).

In the case of continuous speech recognition,
one needs to be cautious about the implicit spon-
taneity in the utterances. The speaker’s articula-
tions can be drastically different between read-
ing a prepared text, such as a well-written news-
paper article, and conversing freely and
impromptu with another person. In the former
case, words and phrases are normally well artic-
ulated with few “disfluencies” and sentences fol-
low syntactical and grammatical rules with few
exceptions. Recognition of such kind of utter-
ances is relatively much easier than that of a
conversational speech which can be significantly
ill-formed and with a substantial amount of dis-

fluencies, such as partial words, stuttering,
repairs, etc. or incomplete sentences. When dis-
fluencies occur, the pre-established decoding
scheme would usually fail because, so far, mod-
eling of disfluency proves to be difficult and has
not been cogently formulated and built in any
practical engineering systems to perform real
tasks.

Another dimension in speech task categorization
is the degree of sophistication, or complexity, of
the task. The complexity of a task is a strong
function of the size of the vocabulary that the
system is designed to deal with, and the perplex-
ity of the grammar and syntactic constraints. A
task involving a few tens of words in the vocab-
ulary is generally called “small vocabulary
recognition,” and is mostly used for command-
and-control applications with isolated word
utterances as input to the recognizer. In these
command-and-control applications, there are
usually very few grammatical constraints. When
the vocabulary grows to a few hundred, it be-
comes possible to construct meaningful natural
sentences, although the associated grammatical
rules are still fairly rigid (e.g. the Naval
Resource Management task in the DARPA
research program). For dictation, report writing,
or newspaper transcription, a large vocabulary
(may be well beyond a thousand words) system
is generally needed.

A large vocabulary continuous speech recogni-
tion system has a set of acoustic models that
probabilistically characterize the (almost) entire
acoustic space associated with speech, and a lan-
guage model with a sufficient coverage of lin-
guistic expressions for the language used in the
task. Depending the task, the set of linguistic
expressions in the task may be rather limited, or
may be uncountably large. The complexity is
often measured in terms of “perplexity” which
can be considered as the average word branching
factor, meaning the average number of distinct
words that can follow a word. The higher the
perplexity, obviously, the harder the recognition
task as the recognizer needs to deal with a higher

Figure 2  A 3-state hidden
Markov model
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degree of uncertainty. A “language” generated
with a stylized grammar such as that in the
Resource Management task usually has a per-
plexity in a few tens. Newspaper articles have a
nominal perplexity on the order of a hundred.
Therefore, when describing a continuous speech
recognition task, it is informative to include an
estimate of its perplexity, qualified by the lan-
guage model used in the estimation process.

4  Technology Development
– A Historical Perspective

Speech recognition technology today is the
result of decades of research by a large number
of scientists and engineers, and the financial sup-
port from many governmental as well as indus-
trial organizations. Figure 3 compiles a number
of major steps that contributed to the advance in
speech recognition, providing a historical per-
spective for the development of such an impor-
tant technology.

Automatic speech recognition before the 1950s
was viewed mostly from the acoutic-phonetic
and linguistic perspectives. Many acoustic-pho-
netic studies aimed to discover the key “fea-
tures” of the acoustic event that are associated
with a phoneme, which is commonly viewed as
the most basic unit of speech. These features
were discussed both from the angle of speech
articulation, such as place and manner of articu-
lations, and the angle of speech (auditory) per-
ception, such as the just noticeable difference
(JND) or difference limen (DL) (e.g. in terms of
formant frequency, bandwidth and amplitude)
and the articulation index. The speech spectro-
gram, the so-called “visible speech”, developed
in the 1940–50s by displaying the time-varying

energy distribution of the speech signal in differ-
ent frequency bands has made the study of
acoustic-phonetics more ready for engineering
uses. These studies help researchers tremen-
dously in the understanding of the speech signal,
but have not yielded directly a practical and suc-
cessful method for automatic speech recognition.

Starting from the late 1950s, engineers started to
build and experimented with systems that are
designed for only a very small set of words.
While they followed the suggestions from acous-
tic-phonetic studies, the idea of pattern matching
(inferring the identity of the unknown pattern by
matching it to pre-stored templates with known
identities) emerged as the basic architecture of
practical system designs. The focus of inquisi-
tion was then shifted from discovery of acoustic-
phonetic features to distance measures (which
measure the similarity between two patterns in a
intuitively appealing and objectively tractable
way) and the algorithms for temporal alignment
(to deal with the very fundamental time variation
in speech production as mentioned above). The
success in the cepstral distance measure and the
rather thorough study of the dynamic program-
ming based dynamic time warping algorithm
came about in the late 70s and early 80s. Suc-
cesses in these areas also reinforced the concept
and applicability of the formal statistical pattern
recognition methodology in automatic speech
recognition.

An important basis of the statistical pattern
recognition approach is Bayes’ decision theory,
which formulates the pattern recognition prob-
lem as a problem of statistical inference using
knowledge of the joint distribution of the ob-

Figure 3  A historical
perspective of the
development of speech
recognition techniques
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served pattern and its identity. This provides a
tractable methodology for the design of a pattern
recognition system. When the bridge between
pattern matching and probability (or likelihood)
assessment was established for the speech recog-
nition problem in the early 80’s, the statistical
method became a preferred choice due to its
algorithmic tractability and engineering prag-
matism.

Another major advance came about when hidden
Markov model was proposed, first in the late
60’s for sequence analysis, and then mid-70s for
speech modeling. The formalism of hidden
Markov model works well with the concept of
dynamic programming, which is a critical com-
ponent in pattern sequence matching, and is
readily useful as a means to approximate the
probability distribution of speech. Today, most
if not all speech recognizers are based on hidden
Markov models.

As the architecture of hidden Markov model is
applied to large vocabulary continuous speech
recognition, it was found that elaborate model
structures that take into account the dependency
of the speech signal upon neighboring phonemes
(or events) are helpful and necessary. The prac-
tice of context-dependent statistical modeling of
acoustic events thus became widespread. It is
now a common scheme that a large vocabulary
speech recognition system uses thousands of
context-dependent subword models, rather than
just a few tens according to the list of phonemes
of the language.

Recent improvements to the fundamental meth-
ods of statistical pattern recognition have
focused on the issues of distribution mismatch
(between the observed data and the chosen form
of the observation distribution), which has to be
circumvented in order to achieve a potential
optimal recognition accuracy, and of condition
mismatch (between the operating and the train-
ing conditions, say noisy and quiet conditions)
which causes degradation to the recognizer’s
performance. New concepts in discriminative
modeling, which aim at direct minimization of
the recognition error by introducing a proper
optimization criterion to the training process,
have led to substantially high recognition accu-
racy in real world applications and tasks. Just as
active is the area of adaptation, or adaptive mod-
eling, which tries to find a proper way to miti-
gate the problem of condition mismatch by
either rapidly adapting the pre-stored templates
or statistical models to the field data as the sys-
tem is being used, or transforming the observed
data such that the model likelihood computation
will produce reliable results.

5  State of the Art
Since the early 1990s, we have started to witness
modest success of the automatic speech recogni-
tion technology in limited applications. These
limited successes usually appeared in the area
of small to medium size vocabulary recognition
for well-defined tasks, such as interactive voice
response systems with voice control (e.g. the
Conversant System of AT&T and later of
Lucent), credit account inquiries (e.g. the AT&T
Universal Card Services that automate millions
of calls every month), dictating an X-ray readout
by a radiologist, voice dialing of telephone num-
bers, or voice-enabled call routing with a private
bureau exchange (PBX) system. Towards the
late 1990s, further advances made possible tasks
like voice-activated word processing and docu-
ment editing, voice-browser for Internet surfing,
and voice-directed advanced information ser-
vices such as stock quote and news headlines
over the telephone.

Each of these applications demands a certain
degree of recognition accuracy for the deploy-
ment of the service to be viable. While these per-
formance figures are task dependent and often
kept only for the deploying company’s internal
reference, we review typical speech recognition
performances for some benchmark tasks here to
provide a general perspective for the maturity of
the technology. Table I shows the average word
error rate for isolate word recognition without
grammar constraints achieved by both speaker-
dependent (SD) and speaker-independent (SI)
systems. Generally speaking, the performance is
more sensitive to the confusability in the vocab-
ulary than to the size of the vocabulary. The 39-
word alpha-digits vocabulary (consisting of let-
ters A through Z, digits 0 through 9, and three
additional command words) contains several
highly confusable word subsets, such as the E-
set (B, C, D, E, G, P, T, V, Z and digit 3) and the
digit three, and the A-set (A, J, K and digit 8).
A state-of-the-art SI system can only achieve a
word accuracy of about 93 %. In comparison, a

Recognition Task Vocabulary Size Mode Word Accuracy

Digit (0-9) 10 SI ~100 %

Voice Dialing 37 SD 100 %

Alpha-digits & Command Words 39 SD 96 %

SI 93 %

Computer Commands 54 SI 96 %

Air Travel Words 129 SD 99 %

SI 97 %

City Names (Japanese) 200 SD 97 %

Basic English Words 1109 SD 96 %

Table I  Performance of
isolated word recognition

systems in various tasks
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task involving 1,109 common English words
(in isolation) can be accomplished with a word
accuracy of 96 %.

For connected-word and continuous speech
recognition, as mentioned above, it is important
to associate a task with an estimate of the per-
plexity of the task. Table II provides a perfor-
mance benchmark for various continuous speech
recognition tasks.

As mentioned above, the Naval Resource Man-
agement task involves a language used in mili-
tary duties and highly stylized with a perplexity
of no more than 60. In the Air Travel Informa-
tion System (ATIS), the utterances are usually
queries of flight information such as airfare,
flight time, the origin and destination cities, and
so on, and are limited in structural variations,
even though the sentences appear to be natural.
It has a perplexity of less than 25. The Business
Newspaper Transcription task involves “read”
speech – the speakers read to a fixed mounted
microphone the text of news articles in the Wall
Street Journal newspaper. Utterances in the
Broadcast News Transcription task, neverthe-
less, are the so-called “found” speech, such as
news announcement from radio or television sta-
tions, and may be mixed with background noise
or music, or distorted during radio transmission.
Obviously, such task would be more difficult
than transcribing a news article in a quiet room
with a well-mounted microphone. The recogni-
tion accuracy reflects well the implicit complex-
ity or difficulty of the task.

6  Further Challenges
The rapid advancement of the automatic speech
recognition technology has pushed the frontiers
of human machine communications into a brand
new era. Newer and more ambitious applications
have been field tested and introduced as services
or products, like the AT&T’s “How May I Help
You?” System for routing a customer’s request
to an appropriate department, IBM’s “Via Voice”
speech-to-text transcription system for preparing
a first draft of a letter or memo, United Airlines
flight information system to answer questions
regarding to arrival, departure and other infor-
mation regarding to United Airlines flight sched-
ule, to name just a few most noticeable ones.

Again, we should not be too excited by the suc-
cess or enthusiastic receptiveness of these new
applications. Human-machine communications
based upon the current technology are still in
their infancy and the success of any new applica-
tions, if any, is by all means limited. When com-
pared to human’s speech recognition, under-
standing and responding capabilities, the current
ASR technology based systems still have a long
way to go.

Normal human beings have a much sharper
hearing than what the current best ASR systems
have, especially in a noisy environment.
Humans, in general, can also make a much better
sense of ill-formed input speech than the best
machine can. Stuttered, ungrammatical, sponta-
neous and conversational speech does not seem
to cause any hardship to a human listener. Some-
times those ill-formed input speech are not even
noticed by the listener. But the current speech
recognizers experience tremendous difficulties
in dealing with such kind of corrupted input and
as a result, the recognition performance degrades
dramatically down to a level which renders the
ASR system not usable.

To face these new challenges, new knowledge or
quantifiable knowledge that can be modeled and
built into the next generation ASR is absolutely
necessary. The questions are what is the knowl-
edge and how to acquire and to quantitatively
characterize it. We feel that to understand how
humans do it is crucial. Even though by mimick-
ing every details of bird many not be adequate,
even harmful for us to learn how to fly or build
something that can fly. But to learn how a bird
can fly gracefully and sometimes even effort-
lessly, is always helpful and insightful to us.
Similarly, to understand how human beings can
separate speech from background noise or inter-
fering speech, or to bring our attentions to such
fascinating phenomena of human hearing mech-
anism is useful. Speech researchers can thus
learn how to develop new robust algorithms for
the next generation ASRs.

Efforts in these directions can roughly be put
into the following categories:

1 Robust auditory peripheral including cochlear
and hair cell modeling in human inner ear;
masking effects in the auditory peripheral and
neuron firing rate, etc.

2 Auditory scene analysis at the cortex where
different auditory scenes can be grouped into
relevant clusters and different but overlapped
in time and frequency scenes can be separated.
Purely information theory based approach like
independent component analysis (ICA) has
been shown effective in separating indepen-

Recognition Task Vocabulary Perplexity Word
Size Accuracy

Connected Digit Strings 10 10 ~99 %

Naval Resource Management 991 <60 97 %

Air Travel Information System 1,800 <25 97 %

Business Newspaper Transcription 64,000 <140 94 %

Broadcast News Transcription 64,000 <140 86 %

Table II  Performance
benchmark of various
continuous speech 
recognition tasks
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dent sound sources blindly using the infomax
principle with certain mild constraints.

3 Discrimination of one sound from the other in
human auditory cortex, including: the magnet
theory of vowel prototypes in human auditory
cortex and experiments of training Japanese
native speakers to differentiate the two semi-
vowels, “l” from “r”, which are indistinguish-
able in Japanese. Researchers of the artificial
neural networks have advocated the ideas to
train highly discriminative neural nets to sim-
ulate this specific behavior. More cogent sta-
tistical approach have also been adopted by
speech researchers to train highly discrimina-
tive HMM models using the Minimum Classi-
fication Error (MCE) or the Maximum Mutual
Information (MMI) principles.

4 Missing feature theory in human perception
where human beings have been found capable
of filling the missing (or occluded) acoustic
cues due to mis-production or noise masking.
It is also reported that human beings can adap-
tively weight noisy acoustic features in terms
of their relative contaminations (by interfer-
ences) such that their hearing in a noisy envi-
ronment can degrade more gracefully. In the
HMM context, marginalization (ignoring or
weighting down uncertain features) and data
imputation (estimating noise contaminated
parameters using an optimal criterion like the
Maximum A Posterior (MAP) to obtain a con-
ditional mean) have shown reasonable success
in improving recognition performance in noise.

5 Human listeners do not have any serious prob-
lems, or they can adapt themselves easily, to
recognize speech input from different speakers
of different gender, age, accents, different
environments or transmission media, etc. HMM
adaptation has been the central research focus
to achieve similar goals when the training and
test speech are highly mismatched with each
other.

The speech recognition research, an interdisci-
plinary field, requires a very wide range of
knowledge from both speech production and
speech perception. In order to make ASR more
robust to interference, more discriminative to
differentiate similar sounds and more versatile
to handle large vocabulary, continuous, speaker
independent, spontaneous speech input, we need
to tackle the problem from various angles and
to gain some true understanding of the whole
speech chain, from production to the perception.
In the mean time, before we obtain a universal
solution to the general ASR problem, certain
part of the technologies are matured enough to
successfully support some useful, hopefully
lucrative, applications. In search of the so-called

“the killer application”, we need first to under-
stand the advantages and limitation of the state-
of-the-art ASR technology, then to sift through
an endless list of possible application scenarios
before we can find the best marriage between the
current technology and a matched applications.
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Text-To-Speech (TTS) synthesis can be defined
as computer-generated speech used to translate
electronically stored text information into aural
information. The more general term speech syn-
thesis is used when also talking about synthesis
independently of the input format, such as sim-
ple playback of stored words, phrases and sen-
tences and also about the generation of speech
from any other input source than text. Speech
synthesis has a long history, and even though
TTS has been around for many decades, research
and development in this field are more extensive
than ever.

Applications 
– What is TTS Used For?
Speech is the most natural way of human-to-
human communication. Synthetic speech is a
method of copying the generative part of natural
speech communication. Speech synthesis can
help humans and machines to communicate in a
more natural way. The range of applications is
wide, from simple talking clocks, calculators and
telephone messaging systems with a small and
limited vocabulary, to 3D talking heads with
synthesis of unrestricted text and synchronisa-
tion of head and mouth movements.

Applications for the Handicapped
The blind have been pioneers in applying TTS
in everyday communication. Their strong need
to get text read aloud has made them generally
more willing to accept the low quality of avail-

able TTS systems in the past, and they became
very early adaptors to this technology. Audio
books existed long before commercially avail-
able TTS systems, but the production of audio
books is expensive and time consuming. A lot
of text such as newspapers, magazines and mail
is never read and recorded as audio books. TTS
introduces freedom and flexibility to read any
text any time. When Raymond Kurzweil in 1976
introduced the Kurzweil Reading Machine
(Kurzweil 1990) with an optical scanner, charac-
ter recognition and TTS, a whole new world of
paper text reading became available to the blind.

From its origin as a special purpose reading
machine, this technology has moved on to gen-
eral purpose PCs. With a scanner, software OCR
and TTS, it is easy and affordable to make a nor-
mal PC into a reading machine. Today, TTS is a
very useful tool for blind PC users reading
e-mail, news, and other web content.

Synthesized speech also gives the deaf and
vocally impaired a possibility to communicate
with people who do not understand the sign lan-
guage. The well-known astro-physician Stephen
Hawking gives his lectures using TTS.

The use of TTS can be more difficult and frus-
trating for vocally impaired than for blind users.
The TTS voice is a replacement of their personal
voice. It should therefore be as representative as
possible for each individual in age and dialect,
and it should also able to convey emotions such
as happiness and sadness. Most available TTS
systems have only a relatively small number of
different voice personalities and the ability to
convey emotions is more or less absent.

Education
TTS can be used in many educational situations.
A computer with a speech synthesizer is an
always available and patient teacher. It can be
used in teaching native or foreign languages.
The TTS system can spell and pronounce sylla-
bles, words, phrases and sentences helping the
student as needed. It can also be used with inter-
active educational applications.

An Overview of Text-to-Speech Synthesis
P E R  O L A V  H E G G T V E I T

This paper will provide a brief overview of text-to-speech (TTS) synthesis. TTS is defined here as com-

puter generated speech used to translate electronically stored text information into aural information.

The topics covered include TTS applications, milestones in TTS history, components of a typical TTS

system, signal generation methods, state-of-the-art and current research trends, standard application

frameworks such as APIs and Markup Languages, and commercial systems.
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Especially to people who have reading impair-
ments (dyslexics), speech synthesis may be very
helpful.

TTS in connection to a word processor is also a
helpful aid to proof reading. Many users find it
easier to detect grammatical and stylistic prob-
lems when listening than when reading. Normal
misspellings are also easier to detect.

Multimedia and Telecommunications
TTS has been used for many years in different
kinds of telephone enquiry systems. The text
information presented as speech ranges from
simple program announcement of cinemas, the-
atres, exhibitions, etc., to presentation of results
from huge database information queries.

In Unified Messaging systems and talking e-mail
readers, you get e-mail read aloud over the tele-
phone line. The email headers and content is pre-
sented to the user as synthesized speech. SMS-to-
Voice services are also available where you get
the SMS messages read aloud instead of reading
the messages yourself. The most successful
application of talking e-mail seems to be as an
integrated part of unified messaging systems as a
complementary service to other ways of access-
ing your messages. Most of the main messaging
platform vendors include such functionality.

Automatic Reverse Directory services are
offered in several countries with commercial
success (Nebbia et al. 1998). In this service you
input a telephone number by voice or keypad
and you get the name and address read back to
you. Most of the text synthesized is name and
address information that is quite different from
general text. The sentence format is relatively
simple and more or less the same for each utter-
ance, but the pronunciation can vary a lot
depending on the origin of the name.

TTS also plays an important role in virtual per-
sonal assistants that route calls, take messages,
manage contacts, dial outgoing calls, etc. Auto-
matic speech recognition (ASR) is used to con-
trol the assistant and TTS to get textual informa-
tion back from the assistant. A well-known com-
mercially available voice-activated assistant is
Wildfire (www.wildfire.com) owned by Orange.

Another range of voice applications is called
Voice Portals providing callers with access to
news, stock quotes, movie listings, driving direc-
tions, and more.

Auto attendants allow a customer to say the
name of the department or individual they wish
to contact using ASR to recognize the names and
TTS to read the recognized names back to the
caller for confirmation.

The newest applications in speech synthesis are
in the area of multimedia and multi-modal
speech synthesis. A popular and well-known
example is the web based Ananova Video
reports service. A synthetic animated female is
reading the news stories much like a real live
news reporter would do. The difference is that
Ananova reads for you anytime (www.ananova.
com). Visual head and face synthesis can also
make TTS easier to understand and more natu-
ral, just as it is easier to understand a human
when you see his or her face.

Another use of TTS is in speech-to-speech lan-
guage translation systems. Such systems recog-
nize spoken input, analyze and translate it, and
finally utter the translation in the language trans-
lated into. In the project VERBMOBIL three
business-oriented domains, with context-sensi-
tive translation between three languages (Ger-
man, English, and Japanese) is implemented
(Wahlster, 2000).

History 
– Milestones in TTS History
In 1791 Wolfgang von Kempelen introduced his
“Acoustic-Mechanical Speech Machine”, which
was able to produce single sounds and some
sound combinations (Klatt 1987, Schroeder
1993). Later, in the mid 1800s Charles Wheat-
stone constructed a more complicated version
of von Kempelen’s speaking machine, which is
shown in Figure 1. It was capable of producing
vowels and most of the consonant sounds, as
well as some sound combinations and full
words. Vowels were produced with a vibrating
reed. Deforming the leather resonator made
voice resonances. Consonants were produced
with turbulent flow through a suitable passage
with no reed vibration.

The young Alexander Graham Bell, inspired
by Wheatstone’s speaking machine, in the late
1800s constructed his own complex speaking
machine, which was able to produce a few sim-
ple utterances. Bell also made some experiments
with his terrier. He put the dog between his legs
and made it growl continuously, and then manip-
ulated the vocal tract by hand to produce speech-
like sounds (Flanagan 1972, Schroeder 1993).
After a long period of training he made his dog
utter the sentence “How are you, Grand-
mamma?”.

Stewart introduced the first electrical synthesis
device in 1922 (Klatt 1987). The synthesizer had
a buzzer as excitation and two resonant circuits
to model the acoustic resonances of the vocal
tract (formants). The machine was able to gener-
ate single static vowel sounds with two lowest
formants, but not any consonants or connected
utterances.

Ananova, an artificial news
reporter (www.ananova.com)
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The first device to be considered as a speech
synthesizer was VODER (Voice Operating
Demonstrator) introduced by Homer Dudley in
New York World’s Fair 1939 (Flanagan 1972,
Klatt 1987). The VODER consisted of a wrist
bar for selecting a voicing or noise source and a
foot pedal to control the fundamental frequency.
The source signal was routed through ten band
pass filters whose output levels were controlled
by fingers. It took considerable skill to play a
sentence on the device. The speech quality and
intelligibility were far from good but the poten-
tial for producing artificial speech was well
demonstrated.

After demonstration of VODER the scientific
world became more and more interested in
speech synthesis. It was finally shown that intel-
ligible speech could be produced artificially. The
basic structure of VODER is very similar to pre-
sent systems based on the source-filter-model of
speech.

The first formant synthesizer, PAT (Parametric
Artificial Talker), was introduced by Walter
Lawrence in 1953 (Klatt 1987). PAT consisted
of three electronic formant resonators connected
in parallel. The input signal was either a buzz or
noise. A moving glass slide was used to convert
painted patterns into six time functions to con-
trol the three formant frequencies, voicing
amplitude, fundamental frequency, and noise
amplitude.

At about the same time Gunnar Fant introduced
the first cascade formant synthesizer OVE I
(Orator Verbis Electris) which consisted of for-
mant resonators connected in cascade. Ten years
later, in 1962, Fant and Martony introduced an
improved OVE II synthesizer, which consisted
of separate parts to model the transfer function
of the vocal tract for vowels, nasals, and obstru-
ent consonants (Fant and Martony 1962). Possi-
ble excitations were voicing, aspiration noise,
and frication noise. The OVE projects were fol-
lowed by OVE III and GLOVE at the Kungliga
Tekniska Högskolan (KTH), Sweden, and the
present commercial Infovox system is originally
descended from these (Carlson et al. 1990).

In 1958, George Rosen introduced the first artic-
ulatory synthesizer, the DAVO (Dynamic Ana-
log of the VOcal tract) (Klatt 1987). The synthe-
sizer was controlled by tape recording of control
signals created by hand.

In the mid 1960s, the first experiments with
Linear Predictive Coding (LPC) were made
(Schroeder 1993). Linear prediction was first
used in low-cost systems, such as TI
Speak’n’Spell in 1980, and its quality was quite
poor compared to present systems, but with
some modifications the method has been found
useful in many present systems.

Figure 1  Wheatstone’s
reconstruction of 
von Kempelen’s speaking
machine (Flanagan 1972)

Figure 2  The VODER speech
synthesizer (Klatt 1987)
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The first full text-to-speech system for English
was developed in the Electrotechnical Labora-
tory, Japan, 1968 by Noriko Umeda and his
companions (Klatt 1987). It was based on an
articulatory model and included a syntactic anal-
ysis module with sophisticated heuristics. The
speech was quite intelligible but monotonous
and a far cry from the quality of present systems.

In 1979 Allen, Hunnicutt and Klatt demonstrated
the MITalk laboratory text-to-speech system
developed at M.I.T. Two years later Dennis
Klatt introduced his famous Klattalk system,
which used a new and sophisticated voicing
source (Klatt 1987). The technology used in
MITalk and Klattalk systems still forms the
basis for some of the present commercially
available synthesis systems, such as DECtalk.

In the late 1970s and early 1980s, a considerable
amount of commercial text-to-speech and speech
synthesis products were introduced (Klatt 1987).
In 1983 the first commercial versions of
DECtalk and Infovox synthesizers were intro-
duced (Klatt 1987).

Some milestones of the speech synthesis history
are shown in Figure 3.

Present research and commercial speech synthe-
sis technologies involve data driven methods and
algorithms from mathematics, statistics and lin-
guistics that can easily be implemented in com-
puters. These are rule systems (finite state rules,
context free rules, rewrite rules), hidden Markov
models (HMM), Neural Networks, Classification
and regression trees (CART), etc.

HMMs have been applied to speech recognition
from the late 1970s. For speech synthesis sys-
tems it has been used for about two decades.
Neural networks have been applied in speech
synthesis for about ten years. Like hidden Markov
models, neural networks are also used success-
fully with speech recognition (Schroeder 1993).

The most promising and popular trend of present
research is corpus based unit selection synthesis
and data driven prosody modelling. The first unit

selection synthesis system was n-Talk (Sagisaka
et al. 1992) and shortly after came CHATR
(Black and Taylor 1994). More about unit selec-
tion synthesis and recent research in this area
can be found in the Concatenative synthesis
chapter.

Components of a Typical TTS
System
It is not possible to decompose a TTS system
into generic modules or components present in
all TTS systems. But the boxes in Figure 4 rep-
resent high-level modules present in some way
in most TTS systems. The figure can also give
the impression that the different modules process
data in a serial way, which is often true. But it
is also common to organize the process in other
ways where modules can interact both ways and
in a different sequence.

There are several frameworks for encapsulating
the whole TTS process to make it more easily
available for users and application developers.
These frameworks are briefly described in the
chapter Standard Application Frameworks –
APIs and Markup Languages. Here we will
focus on the core modules of TTS where we
look at generic text as input and speech in some
format as output. The presentation in this chapter
is inspired by the book An introduction to text-
to-speech synthesis by Thierry Dutoit (1997).
A more in-depth introduction to this field can
be found there.

Gunnar Fant (KTH)
with his OVE speech

synthesizer

Figure 3  Some milestones in
the history of speech synthesis
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Text Pre-Processing
The first step in TTS is to convert all non-alpha-
betical characters, numbers, abbreviations, and
acronyms into word like units. A number like
“234” is converted to “two hundred and thirty
four”. The beginning and end of sentences must
also be detected. Text pre-processing can be
done with simple lookup tables and regular
grammar rules, but in some cases additional
higher-level information is needed.

The same character used as sentence period can
also occur as decimal point in numbers (“1.23”),
in dates (“9.11.01”), and as part of abbreviations
(“etc.”) and acronyms (“N.T.T.”). To solve this
ambiguity you need to look at the context of the
period character. But even with a context analy-
sis you cannot solve all ambiguities. A common
problem is misinterpretation of abbreviations as
end of a sentence:

“Mary lives at St. Johns Street”.

To find out there is no sentence end after “St.”
some higher-level analysis is needed.

Short abbreviations can often be ambiguous.
“St.” could mean street, saint or station. Number
expressions such as 3/9 could be either a date or
a fraction. A simple method of handling such
ambiguities is to treat them in a neutral way
without making a decision of what they really
means. You just read 3/9 as “three slash 9” and
“St” as “s t” and so on. But it is not possible to
handle sentence end ambiguities in this way. A
more ambitious solution to this problem is to do
higher-level analysis in this or a later phase of
the text analysis. Liberman and Church have
proposed a probabilistic solution to the problem
(Liberman & Church 1992).

Morphological Analysis
The morphological analysis module generates
in principle all possible syntactic categories like
noun, verb, adjective/adverb, preposition etc.
and subcategories of these, for each individual
word. These categories are often called Part Of
Speech (POS).

The basis of the analysis is the spelling of the
word, a lexicon and a morphological rule sys-
tem. The lexicon contains among other things
the possible POS-tags of words.

If the word is not found in the lexicon, a morpho-
logical analysis is performed trying to find the
possible POS tags from decomposing the word
into a stem found in the lexicon and an affix in-
dicating that this is a particular inflectional or
derivational form. A compound analysis is also
often performed to find out if the word could be
a compound of words found in the lexicon.

If the morphological rules for a particular lan-
guage are simple, it is common to use ad-hoc
rule systems, but for more complex tasks, sev-
eral different morphological rule formalisms
have been applied. Some of them are Definite
Clause Grammars (Traber 1993), Finite State
Automata (Pachunke et al. 1994) and constraint
rules (Karlson 1990).

Because of the low cost of computer memory,
it is now common to use large word lexica
(> 100,000 words) in TTS. Typically are all the
functional words (determiners, pronouns, prepo-
sitions and conjunctions) found in the lexicon
because they are limited in number.

All common content words (nouns, verbs, adjec-
tives and names) are also often included in the
lexicon. But it is impossible to include all words,
because new words are constructed every day,
and in many languages you can have very com-
plex derivational and inflectional word forms.
The analysis must also handle misspelled words.

Context Analysis (POS Tagging)
The morphological analysis will result in one or
more POS-tag for each word. A word with more
than one POS-tag is ambiguous, and we call the
alternatives homographs (e.g. “lives” can be
both noun and verb).

You have to examine their syntactic context to
select the right POS-tag. An automated POS-
tagging module usually does this.

Homographs can have the same pronunciation
or they can have different pronunciation. In TTS
the homographs with different pronunciation are
most important, because if you select the wrong
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POS-tag the pronunciation will be wrong (e.g.
“address”).

Several methods have been successfully applied
in automated POS tagging. These are briefly cat-
egorized as deterministic taggers and probabilis-
tic taggers. Both of them rely on the assumption
that a local context analysis is sufficient in most
cases for determining the right POS. This ass-
umption makes the analysis much less complex
and gives good results.

Deterministic taggers are rule-based taggers. The
rules can be a collection of yes/no rules that are
exploited in sequence to find the best combina-
tion of POS tags. The most well-known and effi-
cient algorithms in this category are decision
lists (Yarowsky 1994) and transformation-based
error-driven learning (Brill 1994).

Another deterministic approach is based on local
syntactic analysis where human experts generate
syntactic rule sets for disambiguation. It takes a
lot of time to construct this kind of rules and the
rules are language dependent, but such POS tag-
ging methods have also been demonstrated to do
a good job (Larreur et al. 1989, Heggtveit 1996).
Karlson (1990) has formalized a variant of this
method called Constraint Grammar. The Con-
straint Grammar method also has some advan-
tages because of its ability to handle non-local
dependencies.

Probabilistic taggers proposed in the literature
use N-grams, Hidden Markov Models or Neural
Networks.

N-gram taggers calculate the probability of a
given sequence of tags. The best tag for a given
word is determined by the probability that it
occurs with the n previous tags. In practice n = 3
has shown to be sufficient for producing good
results (Church 1988).

POS taggers based on Hidden Markov Models
use tag sequence probabilities and word fre-
quency measurements. The assumptions under-
lying this model are that each hidden tag state
produces a word in the sentence, and each word
is uncorrelated with all the other words and their
tags and the word is depending on the n previous
tags only (Kupiec 1992).

When training Neural Networks for POS tagging
word sequences are presented at the input of a
multi-layer perceptron and the correct POS of
the word in question is given as the output. A
back-propagation algorithm is used for optimis-
ing the weights (Benello et al. 1989).

It is difficult to compare the different approaches
because they are seldom tested on the same test

set. But, rule based approaches, trigrams and
HMM models have all shown to produce good
results (95–97 % correctly tagged), but they all
have their different advantages and disadvantages.

Pronunciation
In early TTS systems it was common to build
rule systems (grapheme-to-phoneme rules) that
covered the pronunciation of most common
words, and have an exceptions dictionary for the
words that did not get the right pronunciation
from the rules. This approach was motivated
from the fact that a large pronunciation lexicon
was expensive in terms of memory requirements.

Most modern TTS systems include a large word
lexicon including pronunciation and possibly
different style and dialect variations. But even
with a large word lexicon you need rules for the
pronunciation of words not found in the lexicon
and rules for the pronunciation of words anal-
ysed as compounds or derivational variants of
words found in the lexicon.

Most of the proposed systems are expert rule-
based systems, but there are also automatically
trained rule-based systems like decision tree
models (Lucassen and Mercer 1984), Hidden
Markov Models (Van Coile 1991), pronuncia-
tion by analogy (Yvon 1996), stocahastic phono-
graphic transduction (Luk and Damper 1996),
and Neural Network based rule systems like
NETSPEAK (McCulloch et al. 1987). The best
of these automatically trained rule-based sys-
tems can compare in performance to carefully
designed manual rules.

The pronunciation of proper names is more com-
plex than ordinary words. There are far more
proper names than ordinary words, and their ori-
gin can be from very different languages. Pro-
nunciation rules made for one language is not
very useful for pronunciation of foreign proper
names. Some kind of etymological classification
procedure is needed as the first step in rules for
finding the pronunciation of foreign names
(Church 1986). In the European project ONO-
MASTICA proper name pronunciation lexica for
twelve European languages were developed
(Schmidt et al. 1993).

Prosody Generation
Prosody is properties of the speech signal related
to intonation (pitch), timing (segment duration)
and intensity. Pitch and duration are considered
to be the most important factors.

Intonation Modelling
The pitch pattern or fundamental frequency (f0)
over a sentence in natural speech is a combina-
tion of many factors. The pitch contour depends
on the meaning of the utterance. For example,
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in normal speech the pitch slightly decreases
toward the end of the utteance and when the
utterance is a yes/no question, the pitch pattern
will rise at the end of the utterance. In the end
of an utterance there may also be a continuation
rise, which indicates that there is more speech to
come. A raise or fall in fundamental frequency
can make a syllable stand out within an utterance
and thereby make a word or phrase more promi-
nent in an utterance context. The most prominent
phrase in an utterance is called the focus of the
utterance.

Prosodic and intonational features are also in-
volved in grouping of syllables and words into
larger chunks that are not necessarily identical
to syntactic structures.

The pitch contour is also affected by gender,
physical and emotional state, and attitude of the
speaker.

It is common to study and model at least two
different levels of intonation in TTS synthesis.

• A linguistic model represents the intonation
of an utterance as a sequence of abstract units
that have some function in speech communi-
cation.

• An acoustic model represents the acoustic fun-
damental frequency contour

Acoustic models aim to present a fundamental
frequency contour in a compact way.

Fujisaki’s model (Fujisaki 1992) represents a
fundamental frequency contour as a series of
phrase and accent commands realized as pulses
and step functions filtered through second order
linear filters. The summed output yields the f0
contour. Good approximations of f0 contours
have been obtained for several languages.

F0 contours can also be modelled as a sequence
of target points typically highs and lows, with
some interpolation function filling the contour
gap between the target points. The RFC model
(Taylor 1994) and the quadratic splines method
(Hirst et al. 1991) are examples of this model
strategy.

Although the parameters of acoustic intonation
models can be automatically predicted from text
and syntactic prosodic information, it is com-
monly accepted, at least among linguists, that
a separate linguistic or phonological intonation
model is a useful representation level prior to
the acoustic level of predicting intonation.

Linguistic models of intonation define a number
of phrase- or clause-like units and an intonation

grammar to account for the structure of utter-
ances in terms of such intonation units.

Selkirk (1984) presents a phonological hierarchy
containing syllable, foot, prosodic word, phono-
logical phrase and intonational phrase. Varia-
tions of this hierarchy are applied in several
models and for several languages, but no univer-
sal model of prosodic units and syntax has been
established.

A model of American English intonation origi-
nally developed by Pierrehumbert (1980), and
recently known as the ToBI model (Silverman et
al. 1992) represents the intonation as sequences of
H (high) and L (low) tones and combinations of
these associated with the units in a phonological
hierarchy similar to the one presented by Selkirk.

ToBI-like models have been successfully
applied to many other languages, for example
Japanese (Pierrehumbert and Beckman 1988)
and Swedish (Bruce and Granstrøm 1993). The
Trondheim model of intonation (Nilsen 1992) is
the preferred model for phonological analysis of
Norwegian in the Norwegian prosody research
community.

Syntactic-Prosodic Parsing
In prediction of prosody we need to predict some
prosodic units. The units can be those from a
specific linguistic model, or simpler ad-hoc
melodic phrases.

It is well known that syntax plays an important
role in predicting prosody but the meaning of an
utterance (semantics) and other factors are also
involved. Prosodic phrases often coincide with
syntactic phrases. Although a perfect prosody
model must account for all the possible input
factors that humans use in selecting the right
prosody, we can still get a fairly good neutral
prosody model without taking complex syntax,
semantics and context knowledge into account.
Such structuring of text for prosody generation
purposes is often referred to as syntactic-pro-
sodic parsing.

Several very different syntactic-prosodic parsing
methods are reported.

The chinks’n chunks algorithm proposed by
Liberman and Church (1992), is a simple but
effective heuristic rule-based method. A minor
prosodic phrase is defined as a sequence of
chinks followed by a sequence of chunks, where
chinks are function words and tensed verb
forms, and chunks are content words and object
pronouns. Simple rules for finding the major
phrases of a sentence can be defined from punc-
tuation and specific words indicating clause
boundaries.
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Another and more ambitious method is to use
traditional syntax parsing techniques to find
more complete syntactical structures in a sen-
tence, and map such structures to relevant
prosodic structures. Definite Clause Grammars
(DCG) and Unification Grammars (UG) are pop-
ular context-free grammar frameworks for gen-
eral text syntax parsing. One of the most ambi-
tious DCG parser implemented in a TTS system
is the one reported by Traber (1993). A large
grammar of German language is implemented
and augmented with penalties for each grammar
rule. The parse tree with the lowest total accu-
mulated penalty is chosen as the resulting parse.
The mapping to prosodic phrase structure is
done directly by mapping strong syntactic
boundaries to major prosodic phrase boundaries
and lower level syntactic boundaries to minor
phrases. The number of prosodic phrase bound-
aries is reduced by not allowing too close phrase
boundaries.

This kind of direct mapping from syntax to
prosody will often fail (Bachenko and Fitz-
patrick 1990) and the resulting prosodic phrasing
can in some cases be worse than no phrasing.

Corpus based methods are also applied in syn-
tactic-prosodic parsing. Large text corpora
labelled with prosodic phrase boundaries and
other model specific boundaries can be used as
input for training models to predict the same
boundaries. Classification and regression tree
(CART) (Breiman et al. 1984) is a popular
method for this purpose, and CART techniques
have been applied by among others Wang and
Hirschberg (1991).

Fackrell et al. (1999) use CART and neural nets
for modelling prosody in six different European
languages. This work and others represent a new
trend in prosody research towards corpus based
and language independent prosody models. This
is inspired by the success of corpus based meth-
ods in other speech technology areas and the
commercial need for building TTS systems that
handle many different languages effectively in
one single framework.

Duration Modelling
The duration or timing characteristics can be
analysed at several levels from phoneme (seg-
mental) durations to sentence level timing,
speaking rate, and rhythm.

Although theoretical duration and speech rhythm
studies are often based on syllable or stress
units, most TTS systems focus on the duration
of phone segments. The influence of higher-
level units is incorporated as various input fac-
tors to a phonetic duration model. In general,
the phoneme duration depends on the phoneme

itself, neighbouring phonemes, syllable position,
syllable stress, word and phrase boundaries,
speech rate and rhythm.

A number of different models have been pro-
posed, and most of them use linguistic knowl-
edge or exploratory statistics to limit the model
complexity and number of input parameters.

Additive and multiplicative rule models are
based on an intrinsic duration modified by addi-
tive or multiplicative factors (Bartkova and
Sorin 1987).

van Santen’s duration model is based on a com-
bination of multiplicative and additive rule sets
for different classes of phonemes, where para-
meters are estimated from statistical analysis of
large speech corpora (van Santen 1994).

Purely statistical approaches are based on Classi-
fication And Regression Trees (CART) (Riley
1992) or neural networks (Campbell 1992).

Signal Generation
Synthesized speech can be produced by several
different methods. The methods can be classified
into three groups:

• Articulatory synthesis, which attempts to
model the human speech production system;

• Formant synthesis, which models the transfer
function of the vocal tract based on a source-
filter-model;

• Concatenative synthesis, which uses different
length pre-recorded samples derived from nat-
ural speech.

The first successful commercial TTS systems
were based on formant synthesis, and this
method was dominant during the 70s and 80s,
and still there are several commercial systems
applying formant synthesis. During the 90s,
concatenative synthesis became the method of
choice in commercial speech synthesis. Articula-
tory synthesis still gets considerable attention in
the research community.

Articulatory Synthesis
Articulatory synthesis tries to model the human
vocal organs. It is an intuitively attractive
method and it can potentially produce high-qual-
ity synthetic speech. Another great advantage is
that it requires much fewer parameters to des-
cribe a speech sound.

On the other hand, it is also one of the most
complex methods to implement and the compu-
tational load is also considerably higher than
with other methods. It has not yet achieved the
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same level of success as the other methods, but
as computational power gets cheaper, articula-
tory synthesizers become more attractive
(Boersma 1998).

Articulatory synthesis involves models of the
human articulators and vocal cords. The articula-
tors are usually modelled with a set of area func-
tions between glottis and mouth. The first articu-
latory model was based on a table of vocal tract
area functions from larynx to lips for each pho-
netic segment (Klatt 1987).

When speaking, the vocal tract muscles cause
articulators to move and to change shape of the
vocal tract, which causes different sounds. The
data for an articulatory model is derived from X-
ray, MRI and CT (Computer Tomography) anal-
ysis of natural speech (Engwall 1999).

Formant Synthesis
The most widely applied synthesis method dur-
ing the last decades has been formant synthesis,
which is based on a source-filter-model of speech
where the formants are the resonance frequencies
of the filter. In general there are two basic struc-
tures, parallel and cascade. For better perfor-
mance some kind of combination of these is usu-
ally used. Formant synthesis is a flexible synthe-
sis method because it can model very different
voices just by manipulating the input parameters.
The biggest problem is to control all the parame-
ters detailed enough to produce natural sounding
speech. A formant synthesizer requires rules

where each sound or sound in a context is associ-
ated with a sequence of input parameters.

At least three formants are generally required to
produce intelligible speech and up to five for-
mants to produce high quality speech. Each for-
mant is usually modelled with a two-pole res-
onator, which enables both the formant fre-
quency (pole-pair frequency) and its bandwidth
to be specified (Donovan 1996).

A cascade formant synthesizer consists of band-
pass resonators connected in series and the out-
put of each formant resonator is applied to the
input of the following one. The cascade structure
needs only formant frequencies as control infor-
mation. The main advantage of the cascade
structure is that the relative formant amplitudes
for vowels do not need individual controls
(Allen et al. 1987).

The cascade structure has been found better for
non-nasal voiced sounds and because it needs
less control information than parallel structure,
it is then simpler to implement. However, with
cascade model the generation of fricatives and
plosive bursts is a problem.

A parallel formant synthesizer consists of res-
onators connected in parallel. Sometimes extra
resonators for nasals are used. The excitation
signal is applied to all formants simultaneously
and their outputs are summed. The parallel struc-
ture enables controlling of bandwidth and gain
for each formant individually and thus needs
also more control information.

The parallel structure has been found to be better
for nasals, fricatives, and stop-consonants, but
some vowels cannot be modelled with parallel
formant synthesizer as well as with the cascade
one. In 1980 Dennis Klatt (Klatt 1980) proposed
a more complex formant synthesizer, which
incorporated both the cascade and parallel syn-
thesizers with additional resonances and anti-
resonances for nasalized sounds, a sixth formant
for high frequency noise and a bypass path to
give a flat transfer function. The system used a
complex excitation model which was controlled
by 39 parameters updated every 5 ms. The Klatt
Formant Synthesizer was incorporated into sev-
eral TTS systems, such as MITalk and DECtalk.
The latest improvement of this formant synthe-
sizer with a reduced set of input parameters is
called HLsyn (Hanson et al. 1997).

Concatenative Synthesis
Concatenation of pre-recorded natural speech
phrases is not a new synthesis method. Simple
variants of this are well known from telephone
services like “talking clock” etc. It is probably
the easiest way to produce intelligible and natu-

Figure 5  Basic structure of
cascade formant synthesizer
(Fn: Formant frequencies)
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An Articulatory Vocal Tract model
added to a face model (Engwall 1999)
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ral sounding synthetic speech. However, con-
catenative synthesizers are less flexible than
other methods. It is usually limited to one
speaker and one voice and requires more mem-
ory capacity than other methods.

We can classify concatenative synthesis in two
main categories, fixed unit synthesis and unit
selection synthesis.

Fixed Unit Synthesis
Fixed unit synthesis was the first concatenative
synthesis method that became popular in TTS
systems in the late 80s. One of the most impor-
tant aspects in fixed unit concatenative synthesis
is to find the best unit length. The selection is
usually a trade-off between longer and shorter
units. With longer units high naturalness, less
concatenation points and good control of coartic-
ulation is achieved, but the amount of units and
memory required is increased. With shorter
units, less memory is needed, but the sample
collecting and labelling procedures become
more complex.

Most fixed unit TTS systems are based on using
diphones, demisyllables or combinations of
these. Demisyllables represent “half-syllables”,
the initial part of a syllable or the final part of a
syllable. One advantage of demisyllables is that
only about 1,000 of them are needed to construct
the 10,000 syllables of English (Donovan 1996).
Using demisyllables, instead of diphones,
requires considerably less concatenation points.
Demisyllables also contain most of the natural
voice transitions and coarticulation effects from
the recorded speech. However, the memory
requirement was considered to be high.

Diphones are defined as units that begin in the
middle of a steady state part of a phone to the
middle of the following one, so they contain the
transitions between adjacent phones. That means
that the concatenation point will be in the most
steady state region of the signal, which reduces
the distortion from concatenation points. In prin-
ciple, the number of diphones is the square of
the number of phonemes (plus allophones), but
not all combinations of phonemes are needed.
The number of units is usually from 1500 to
2000. Because of this relatively small number of
units together with other advantages, diphones
are considered to be a very suitable unit for TTS
synthesis.

A speech segment database for fixed unit syn-
thesis is constructed by first defining a complete
list of units needed for synthesizing all common
sound combinations in a language. Then a corre-
sponding list of carrier words containing the
units at least once is completed. The units should
be placed in a neutral context in each carrier

word to avoid coarticulation and other word spe-
cific effects. When recording the database there
must also be some control with pitch level, read-
ing speed and amplitude to ensure that the units
are read approximately at the same level.

When recorded, the speech database is automati-
cally or semi-automatically segmented, and the
synthesis units are extracted, stored in a database
and parameterized for easy retrieval at synthesis
run-time.

Unit Selection Synthesis
In unit selection synthesis, the concatenated
units are not selected until synthesis run-time. A
large speech corpus is used as the acoustic unit
inventory, and the sequence of segments from
the corpus that best match the target sequence is
selected. The first laboratory TTS system based
on unit selection was n-Talk (Sagisaka et al.
1992), and later ATR’s CHATR system (Black
and Taylor 1994). By the end of the 90s unit
selection became a main topic for speech synthe-
sis research, and several commercial systems are
introduced (IBM Concatenative Text-to-Speech,
AT&T NextGen, Rhetorical rVoice). Designing
a high quality unit selection synthesis system
involves many steps including the selection of
concatenation unit(s), selection of distance mea-
sure and weight training method, corpus design
and database preparation.

Unit Length
A main advantage in unit selection synthesis is
the reduction in number of concatenation points
and reduced concatenation distortion, compared
to fixed unit synthesis. A concatenation is
always a potential source of speech signal distor-
tion originating from the concatenation itself and
the signal processing involved. The basic units
can still be small and uniform, like diphones,
phones and half-phones. Because of the large
number of units to choose from in the synthesis
corpus, the concatenation distortion between
units can be small, or even zero if the selected

Figure 6  Basic structure of a
parallel formant synthesizer.
(An: amplitude, Fn: formant

frequency, BWn: formant
bandwidth)
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units are found in sequence in the synthesis cor-
pus. The actual length of concatenated units can
in this way be longer than the basic unit length.
The main advantage of using small uniform
length units is the flexibility to construct longer
units from shorter basic units, when not finding
a perfect match for the longer units. The selec-
tion of basic unit length is a trade-off between
this flexibility and the corresponding complexity
of selecting the right unit.

In a pure unit selection system the units are sim-
ply concatenated and played back. If the whole
utterance is found in the corpus, the whole syn-
thesis process reduces to a simple playback of
this utterance. On the other hand, if the target
utterance is constructed from a sequence of
small units from synthesis corpus, the same
problems can occur as in fixed unit synthesis.

Distance Measure
A unit selection algorithm attempts to minimize
two types of cost or distant measure, one for unit
distortion and one for continuity distortion
(Möbius 2000). Unit distortion is a distance mea-
sure between the target unit and the candidate
unit, and continuity distortion is a distance mea-
sure between two units at the concatenation point.

An algorithm proposed by Hunt and Black
(1996) selects an optimal sequence of units by
finding the path through a state transition net-
work that minimizes the combined target and
concatenation costs, where each unit is a state in
the network. To train the feature weights of the
model, they propose independent training of the
two cost functions using multiple linear regres-
sion. Recent improvements of this regression
training method (Meron and Hirose 1999) makes
it possible to train the two costs simultaneously
and taking the cost of prosodic modification into
account.

The target cost is an estimated distance between
vectors of segmental and prosodic target values
like phonemic context, syllable context, accent
and phrase position and other model specific
data generated by the linguistic processing mod-
ule of a TTS system.

The concatenation cost is an acoustic distance
between two units at the concatenation point.
The acoustic distance measure can be mel-based
cepstral distance, but it is still a subject for fur-
ther research to find measures that match the
perceptual distance better. Concatenation cost
can be estimated for all possible unit concatena-
tions offline and stored in a database because all
the input data needed are already present in the
corpus. This will reduce the computational needs
at run-time, but the storage cost can be signifi-
cant.

A different unit selection alternative is to use
phonologically based unit selection, avoiding
detailed acoustic constraints. The idea is that the
acoustics will be appropriate if the units are
selected from a phonologically matching con-
text. Variations of this method have been pro-
posed in the literature (Breen and Jackson 1998,
Taylor and Black 1999).

Corpus Design and Database Preparation
In unit selection synthesis, the unit inventory
corpus is very important. A well-designed cor-
pus can be the difference between a really good
sounding synthesis and a bad one. The size of
the corpus is dependent on its design and on the
type of units involved in the synthesis.

If the utterances are randomly selected, the cor-
pus must be bigger than if the utterances are
selected according to some coverage criteria.
A common method is to use a greedy algorithm
to refine the corpus by iteratively selecting utter-
ances that give the best total phonetic and
prosodic coverage.

A corpus for small size unit selection can also
potentially be smaller than a corpus for bigger
size unit selection because of the flexibility to
construct bigger units from smaller units when
the target and concatenation cost is low.

A unit inventory corpus can never cover all units
in all contexts. There will always be candidate
units and concatenations that match poorly. To
gently modify unit prosody and to smooth non-
matching concatenations, a signal modification
technique is useful.

The sound of unit concatenation synthesis will
be dependent on the speaking style of the person
reading the corpus and on the corpus itself. A
news reporter reading a news corpus will make
the synthesis sound like news reading, and a
poet reading a poetry corpus will make the syn-
thesis sound like poetry. The application of the
synthesis must be taken into account when
selecting text content and speaking style.

The corpus must be segmented into units rele-
vant to the units selected, and the corpus must be
labelled with the relevant acoustic, phonetic and
prosodic features applied in estimating target
and concatenation costs. Automatic segmenta-
tion and labelling can be done applying Hidden
Markov Models iteratively to improve the seg-
mentation. When segmented, each unit can be
labelled with the phoneme identity, duration,
pitch contour, energy, etc.

Prosodic labelling is needed if prosodic features
are taken into account when estimating the target
cost. A particular prosodic framework must be
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chosen and the labelling must be done according
to this. Automatic prosodic labelling is reported
to have potential for being as good as, or even
better than manual labelling (Syrdal et al. 2000).

For a more in-depth overview of unit selection
synthesis, see Möbius (2000).

Signal Modification Techniques

PSOLA
The PSOLA (Pitch Synchronous Overlap Add)
method was originally developed at France Tele-
com (CNET). It is not a synthesis method itself
but allows pre-recorded speech samples to be
smoothly concatenated and provides a method
for modifying pitch and duration. This method
is used in several commercial synthesis systems,
such as Elan (www.elan.com).

There are several versions of the PSOLA algo-
rithm. The time-domain version, TD-PSOLA,
is the most commonly used due to its simplicity
and computational efficiency. The basic algo-
rithm consists of three steps (Moulines and
Charpentier 1990):

• The analysis step where the original speech
signal is divided into separate overlapping
short-term analysis signals (ST);

• The modification of each short-term analysis
signal;

• The synthesis step where these segments are
recombined by means of overlap and add.

Short term signals xm(n) are obtained from digi-
tal speech waveform x(n) by multiplying the sig-
nal by a sequence of pitch-synchronous analysis
window hm(n):

xm(n) = hm(tm – n)x(n)

where m is an index for the short-time signal.

The windows are centred on the successive
instants tm, called pitch-marks. These marks are
set at a pitch-synchronous rate in the voiced
parts of the signal and often at a constant rate in
the unvoiced parts. But to avoid synthetic voic-
ing of unvoiced sounds it is necessary to modify
the constant rate by a random component. The
used window length is proportional to local pitch
period and the window factor is usually from 2
to 4 (Charpentier 1989). The pitch markers are
determined automatically or semi-automatically
by some pitch estimation method. The segment
recombination in synthesis step is performed
after defining a new pitch-mark sequence.

Manipulation of fundamental frequency is
achieved by changing the time intervals between
pitch markers (see Figure 7). The modification
of duration is achieved by either repeating or
omitting speech segments.

Other variations of PSOLA, Frequency Domain
PSOLA (FD-PSOLA) and the Linear-Predictive
PSOLA (LP-PSOLA), are theoretically more
appropriate approaches for pitch-scale modifica-
tions because they provide independent control
over the spectral envelope of the synthesis signal
(Moulines and Charpentier 1990). MBROLA
(Dutoit 1997) makes use of a diphone database
obtained after a Harmonic/Stochastic analysis-
synthesis of an original diphone database. The
resulting synthesis technique takes advantage of
the flexibility of parametric speech models while
keeping the computational simplicity of time-
domain synthesizers.

Linear Prediction Based Methods
Linear predictive (LP) methods are originally
designed for speech coding systems, but may
also be used in speech synthesis. Like formant
synthesis, the basic LP is based on the source-
filter-model of speech described earlier. The dig-
ital filter coefficients are estimated automatically
from a frame of natural speech.

The basis of linear prediction is that the current
speech sample y(n) can be approximated or pre-
dicted from a finite number of previous p sam-
ples y(n – 1) to y(n – k) by a linear combination
with small error term e(n) called residual signal.

The main deficiency of the ordinary LP method is
that it represents an all-pole model, which means
that nasals and nasalized vowel phonemes are
poorly modeled. The quality is also poor with short
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plosives because the time-scale events may be
shorter than the frame size used for analysis. With
these deficiencies the speech synthesis quality with
standard LP method is generally considered poor.

Variations of linear prediction have been devel-
oped to increase the quality of the basic method
(Donovan 1996). With these methods the used
excitation signal is different from ordinary LP
methods and the source and filter are no longer
separated. These kinds of variations are for ex-
ample multipulse linear prediction (MLPC)
where the excitation is constructed from a set of
several pulses, residual excited linear prediction
(RELP) where the error signal or residual is used
as an excitation signal and the speech signal can
be reconstructed exactly, and code excited linear
prediction (CELP) where a finite number of
excitations used are stored in a finite codebook.

Sinusoidal Models
Sinusoidal models are based on the assumption
that the speech signal can be represented as a
sum of sine waves with time-varying amplitudes
and frequencies (Macon 1996, Kleijn et al. 1998).
In the basic model, the speech signal s(n) is mod-
elled as the sum of a small number L of sinusoids

where Al(n) and φl(n) represent the amplitude
and phase of each sinusoidal component associ-
ated with the frequency track ωl. To find these
parameters Al(n) and φl(n), the DFT of win-
dowed signal frames is calculated, and the peaks
of the spectral magnitude are selected from each
frame. The basic model has also some modifica-
tions such as ABS/OLA (Analysis by Synthesis /
Overlap Add) and Hybrid / Sinusoidal Noise
models (Macon 1996).

While the sinusoidal models are suitable for rep-
resenting periodic signals, such as vowels and
voiced consonants, the representation of un-
voiced speech is problematic (Macon 1996).

Standard Application
Frameworks – APIs and
Markup Languages
A Speech Application Programming Interface
(SAPI) is an interface between applications and
speech technology engines. The interface allows
multiple applications to share the available
speech resources on a computer without having
to program different proprietary speech engine
APIs. The user of an application can also choose
from a list of synthesizers as long as it supports a
SAPI. Currently SAPIs are available for several
environments, such as MS-SAPI for Microsoft
Windows (www.microsoft.com/speech) and Sun
Microsystems Java SAPI (JSAPI) for JAVA

based applications (http://java.sun.com/
products/java-media/speech/).

The Speech Synthesis Markup Language (SSML)
Specification is part of the W3C Voice Browser
Working Group set of new markup specifica-
tions for voice browsers (http://www.w3.org/
Voice/), and is designed to provide an XML-
based markup language for assisting the genera-
tion of synthetic speech in web applications and
other applications. The role of the markup lan-
guage is to provide authors of synthesisable con-
tent a standard way to control aspects of speech
such as pronunciation, volume, pitch, rate, etc.
across different synthesis-capable platforms.

The SSML standard is also part of the W3C
VoiceXML 2.0 dialogue markup specification,
and the recent dialogue specification proposed
by Microsoft and others (www.saltforum.org).
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1  Introduction
A major limitation of the state-of-the-art auto-
matic speech recognition (ASR) systems is their
lacking robustness against changes in the envi-
ronmental noise. The performance of ASR sys-
tems reduces dramatically when they are used in
the conditions that differ from those observed
under training.

In many practical applications of ASR, the envi-
ronmental noise is unknown or changing. Thus,
it cannot be accounted for during system train-
ing. This is the typical situation for the use of the
pocket-size mobile communication devices (e.g.
mobile phones, PDAs). The use of ASR in such
devices is very attractive due to their ever
decreasing size.

Much research during the last decade has been
concentrated towards increasing the noise ro-
bustness of ASR systems. The aim has been to
reduce the mismatch between the incoming
speech signal and the trained speech models.
Robust feature extraction is one possible way
of dealing with the problem.

The role of feature extraction in ASR is to
extract from the speech signal the information
relevant for discriminating between different
speech sounds. Conventional speech features
have good discriminative abilities on the clean
speech. However, they are not invariant to
changes in the environmental noise. Robust fea-
ture extraction aims at finding new speech fea-
tures that would be less dependent on the partic-
ular acoustic environment. They are usually
motivated by some aspects of human speech

perception, due to humans’ exceptional ability to
recognize speech in noisy environments.

This paper starts by reviewing the main concepts
of human speech perception in Section 2. The
conventional features based on short-term power
spectral estimates are reviewed in Section 3.
This is followed by a description of several alter-
native feature extraction methods in Sections 4
and 5. Finally, the main conclusions are given in
Section 6.

2  Human Speech Perception
Humans’ exceptional ability to recognize speech,
even under adverse conditions, has motivated
the use of human speech perception knowledge
in ASR. Practically all speech feature extraction
methods in use today incorporate some proper-
ties of human speech perception, ranging from
simple psycho-acoustic concepts to simulating
the processes in the human auditory system in
great detail. This section summarizes the proper-
ties of human speech perception that are com-
monly used in ASR. It starts with an overview
of the physiology of the human auditory system,
followed by a description of the most important
psycho-acoustic results. Good overviews of the
topic can be found in [9, 8, 4, 31].

2.1  Physiology of Human Auditory
System

Human speech perception consists of converting
sound pressure waves into the corresponding lin-
guistic messages. In the context of speech per-
ception, the human auditory system can be
divided into two main parts, the pre auditory-
nerve part and the post auditory-nerve part. The
first part transforms the sound pressure waves
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Speech Feature Extraction
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into auditory-nerve activity, and is relatively
well understood. The second part comprises
higher level processing in the human brain,
which transforms the auditory-nerve activity into
a linguistic message. Little is known about this
part of the system.

The pre auditory-nerve part of the human audi-
tory system is illustrated in Figure 1. It consists
of the outer ear, middle ear, and inner ear. The
outer ear directs the sound pressure waves
toward the eardrum. The middle ear converts the
vibrations of the eardrum into vibrations at the
oval window. It performs impedance matching
between the air medium in the outer ear and
fluid medium in the inner ear, and protects the
inner ear from extensively intense sounds. Final-
ly, the inner ear converts the mechanical vibra-
tions at the oval window into electrical activity
of auditory neurons.

The inner ear consists of the cochlea and the
auditory nerve. Cochlea is a fluid-filled tube lon-

gitudinally partitioned by the basilar membrane,
as shown in Figure 2. The mechanical vibrations
at the oval window excite the fluid inside the
cochlea and cause the basilar membrane to
vibrate. The displacement at a specific location
along the basilar membrane is dependent on the
frequency and the intensity of the input sound.
Uniformly distributed along the basilar mem-
brane are sensors, the inner hair cells, that trans-
form the displacements of the basilar membrane
into firings of the auditory neurons. It is said that
a neuron fires when it exhibits an impulse in its
electrical potential. The neural activity is pro-
cessed further by the post auditory-nerve part
of the human auditory system.

The frequency response of the basilar membrane
varies along its length. The positions closest to
the cochlea input are most sensitive to high fre-
quencies, while those close to the apex are most
sensitive to the low frequencies. In addition, fre-
quency resolution of human hearing is highest in
the low-frequency region, and it decreases grad-
ually toward higher frequencies. Thus, the
cochlea can be modeled by a bandpass filter
bank, such that each filter models basilar mem-
brane frequency response at a certain position.
The logarithm of filter center frequencies is
approximately proportional to the corresponding
distance from the apex of the basilar membrane.
Furthermore, filter bandwidths are proportional
to the corresponding center frequencies, causing
high frequency resolution at low frequencies,
and vice versa. A filter bank specially designed
to model the frequency response along the basi-
lar membrane in great detail is usually referred
to as a cochlear filter bank.

Neural activity generally increases with in-
creased sound intensity due to the increased
amplitude of the basilar membrane vibration.
The extent of neural activity can be modeled as
the logarithm of sound intensity. Furthermore,
for frequencies up to 4 kHz, neural firings tend
to be time-synchronized with the displacements
of the basilar membrane in one direction. Exper-
iments from auditory physiology have demon-
strated that higher auditory processing centers in
the brain make use of the synchrony informa-
tion, as well as the average neural firing rate in
the given channel.

2.2  Some Important Results from
Psycho-Acoustics

Psycho-acoustics is the study of human auditory
perception that relates acoustic signals to what
the human listener perceives. Results from psy-
cho-acoustics help distinguish the properties of
speech signals that are important for human per-
ception from those that are irrelevant. This sec-
tion summarizes several psycho-acoustic results
that have been used successfully in ASR.

Figure 1  Pre auditory-nerve
part of human auditory system
[31]

Figure 2  Simplified model of
the cochlea [18]
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2.2.1  Loudness as a Function of Sound
Intensity and Frequency

Sound intensity is measured in terms of sound
pressure level relative to a well-defined refer-
ence level, and is expressed in decibels. Per-
ceived loudness is related to sound intensity,
and is usually approximated as the logarithm
of speech signal power. Alternatively, it can be
approximated as the cubic root of signal power
[37, 1].

Perceived loudness depends also on frequency.
The sensitivity of human hearing is gradually
reduced for frequencies lower than approxi-
mately 400 Hz and greater than 5 kHz [31].

2.2.2  Masking, Critical Bands and Bark
Scale

Masking is an important phenomenon in hearing
that denotes the fact that a tone (probe) that is
clearly perceivable when presented in isolation,
becomes imperceivable when presented together
with another tone (masker). Consequently, the
intensity of the probe has to be raised above the
hearing threshold by a certain amount, called
amount of masking, in order to be heard. The
amount of masking increases with increased
masker intensity, and with reduced difference
between probe and masker frequencies.

Many masking phenomena can be explained
using the notion of critical bands [31]. For
example, a band of noise kept at constant inten-
sity while its bandwidth is increased is perceived
to have constant loudness until the critical band-
width is reached. Thereafter, the loudness in-
creases. Furthermore, when two sounds have
energies inside the same critical band, the sound
with higher energy inside the band dominates
the perception and masks the other sound. Criti-
cal bandwidths are commonly approximated by
the following expression [40]

CB = 25 + 75 [1 + 1.4 (F / 1000)2]
0.69

, (1)

where CB is critical bandwidth and F is fre-
quency, both given in Hertz.

Bark scale is a perceptually-warped frequency
scale designed such that critical bandwidths have
a constant value of 1 Bark along the entire scale.
The mapping from the linear frequency scale to
Bark scale is commonly approximated by the
following expression [40]

FBark = 13 arctan (0.76 F / 1000) 
+ 3.5 arctan (F / 500)2, (2)

where F is frequency given in Hertz, and FBark is
the corresponding perceptual frequency given in

Bark. An older approximation often found in lit-
erature is given by [23]

(3)

Critical bandwidths correspond approximately to
1.5 mm spacing along the basilar membrane.
Since the typical length of the basilar membrane
is 35 mm, it is usually modeled by a set of 24
critical-bandwidth filters uniformly distributed
along the Bark scale. Such a filter bank is re-
ferred to as critical-band filter bank, and is com-
monly used in speech feature extraction. Note
that it is similar to the cochlear filter bank intro-
duced in Section 2.1, but the motivation for its
use comes from psycho-acoustics rather than
auditory physiology.

2.2.3  Frequency Perception and
Mel Scale

Probably the most commonly used perceptually-
warped frequency scale, the mel scale, evolved
from a set of experiments on human frequency
perception [38]. The perceived frequency (pitch)
of a 1 kHz tone at 40 dB sound pressure was
defined as a reference point and assigned the
value of 1000 mel. Listeners were then asked to
adjust the tone frequency until the pitch they
perceived was twice the reference, half the refer-
ence, and so on. The obtained frequencies were
labeled 2000 mel, 500 mel, etc. In this way, the
mapping between linear and mel frequency
scales was found to be approximately linear for
frequencies up to 1000 Hz and logarithmic for
frequencies above 1000 Hz.

A commonly used analytic approximation [31]
of the mapping is given by

Fmel = 2595 log10(1 + F / 700), (4)

where F is the frequency in Hertz, and Fmel is
the perceived frequency in mel. The relationship
between mel and Bark scales is approximately
linear. Thus, it is of little importance which of
the scales is used in a practical application.

3  Features Based on Short-
Term Power Spectrum of
Speech

All commonly used speech features today are
based on short-term power spectrum estimates
of speech. The power spectrum estimates are
usually modified to account for some psycho-
acoustical concepts described in Section 2.2, e.g.
perceptual-warping of frequency axis, and non-
linear compression to account for the intensity-
to-loudness conversion.

Furthermore, it is common to perform discrete
cosine transform (DCT) on the spectral represen-

FBark = 6 ln
(
F/600 +

√
(F/600)2 + 1

)
.
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tation. This is done mainly because of the good
decorrelation properties of DCT. Decorrelated
feature vectors are desirable, since their statisti-
cal properties can be modeled by diagonal co-
variance matrices, which considerably reduces
the computation complexity during both system
training and recognition.

The parameters obtained by logarithmic com-
pression of the power spectrum estimate follow-
ed by DCT are known as cepstral coefficients.
Speech feature vectors usually consist of the
cepstral coefficients and their first and second
derivatives, in order to account for temporal
changes in the speech spectrum.

Feature extraction methods differ in the spectral
estimation methods used, and in the way the
psycho-acoustical concepts are employed. This
section describes some commonly used features
based on short-term power spectrum estimates.
A good overview of the spectral analysis tech-
niques used in ASR can be found in [33].

3.1  Features Based on Linear
Prediction Analysis

One conventional method for estimating short-
term power spectrum of speech is based on the
assumption that speech can be modeled as an
autoregressive (AR) process of order p. Compu-
tation of the parameters of the AR model is
equivalent to computation of the linear predic-
tion (LP) coefficients of order p. For an analysis
frame of length N, approximately p2 + N (p + 1)
operations are required for computation of the
LP coefficients. Typical values of predictor
order used in ASR are between 8 and 14.

If the prediction order is properly chosen, LP
coefficients provide a compact and precise rep-
resentation of the speech spectral envelope, par-
ticularly for vowel-like sounds, which are com-
pletely characterized by their spectral peaks.
However, the quality of the speech representa-
tion is highly dependent on the proper choice of
the model order. If the model order is too low,
not all of the prominent spectral peaks will be

properly modeled. If it is too high, the LP model
tends to match random variations in the speech
spectrum. Furthermore, the AR model is not
well suited for modeling nasal sounds, which are
characterized by spectral zeros. Finally, the
major problem of the LP analysis is its sensitiv-
ity to noise.

Several different representations derived from
the LP coefficients have been used in speech
recognition including reflection coefficients,
line-spectrum pair parameters, perceptually
warped LP coefficients and LP-based cepstral
coefficients [7]. Among them, linear prediction
cepstral coefficients (LPCC) have been most
successful, and are the only LP-based features
used today. Detailed description of the use of LP
in speech processing can be found in [29, 30, 34,
7].

3.2  Features Based on Subband
Power Estimates

The short-term power spectrum can alternatively
be estimated by a set of subband power esti-
mates. They are computed by filtering a speech
frame through a bandpass filter bank, and esti-
mating the power of each subband signal. Cep-
stral coefficients are normally derived from the
set of subband power estimates.

Perceptual warping of the frequency axis is eas-
ily implemented by choosing a filter bank with
filters uniformly distributed along a perceptually
warped frequency scale (e.g. mel or Bark scale).

Bandpass filtering and subband power estima-
tion can be done both in time and frequency
domain, as shown in Figures 3 and 4, respec-
tively.

The advantage of the time-domain processing is
the possibility for obtaining better frequency res-
olution at low frequencies and better time reso-
lution at high frequencies, which is in agreement
with human hearing. This is achieved by choos-
ing shorter filter impulse responses at high fre-
quencies than at low frequencies. On the other

Figure 3  Time-domain computation of cepstral coefficients

Figure 4  Frequency-domain computation of cepstral coefficients
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hand, frequency domain processing is more
computationally efficient. For the typical choice
of parameters, the computation complexity of
the frequency-domain processing is in the order
of 10 operations per sample, similarly to the LP
analysis, while the computation complexity of
the time domain processing is in the order of 103

operations per sample.

Mel-frequency cepstrum coefficients (MFCC)
[5] computed in the frequency domain according
to Figure 4, are the most frequently used feature
vectors in the state-of-the-art ASR systems. The
filter bank consists of overlapping filters with
triangular frequency responses uniformly dis-
tributed on the mel scale. Typically, 24 filters
are used in the frequency range up to 8 kHz.

The popularity of the MFCC is due to their supe-
rior noise robustness compared to LP-based fea-
tures [21], the simplicity with which perceptual
warping is employed, and the low computational
cost.

3.3  Perceptual Linear Predictive
Analysis

Perceptual linear predictive (PLP) analysis [20,
22, 24, 23], illustrated in Figure 5, differs from
the MFCC computation in two main aspects:

• Psycho-acoustic concepts are more accurately
modeled;

• The perceptually-modified spectrum is fitted
by an AR model.

As in MFCC computation, the analysis starts
with an FFT-based power spectrum estimation,
followed by critical-band filtering and subband
power estimation. A minor difference compared
to the MFCC computation is in the shape of fil-
ter frequency responses, which are chosen to
better match the shape of the masking curves.
In addition, the Bark scale is used instead of
the mel scale.

The processing continues by equal-loudness pre-
emphasis of the resulting spectral estimate. This
is done in order to compensate for reduced sen-
sitivity of the ear at low and high ends of the
speech frequency range, as explained in Section

2.2.1. Next, cubic-root power compression is
applied to the modified spectrum in order to
model the intensity-to-loudness conversion.
Finally, the perceptually modified spectral esti-
mate is fitted by an AR model. This results in a
set of LP-parameters that are usually converted
into cepstral coefficients. Note that the AR mod-
eling gives more weight to the high-energy parts
of the spectrum than to the low-energy parts.

Seventeen critical-band filters are typically used
to cover the frequency range up to 5000 Hz. The
center frequencies are uniformly spaced on the
Bark scale. The order of the AR model is typi-
cally between five and eight.

An advantage of PLP compared to the conven-
tional LP analysis is the use of critical-band fil-
tering and perceptual warping prior to AR mod-
eling. The filtering provides spectral smoothing,
which reduces the influence of the irrelevant
spectral fine structure on the AR model. The
perceptual warping reduces the weight given to
the model fit at higher frequencies. This is in
accordance with the reduced spectral resolution
of human hearing at higher frequencies.

PLP was shown to outperform the conventional
LP analysis in the ASR context both in clean
speech and in the presence of additive noise. The
computational complexity of the two methods
is approximately the same.

4  Auditory Models and Their
Modifications

Auditory models represent a class of speech rep-
resentations that are based on simulating physio-
logical processes in the human auditory system
in great detail. Since human speech recognition
is extremely robust, it is believed that the use of
auditory models in ASR would lead to improved
recognition performance in adverse conditions.
However, since very little is known about human
speech feature extraction beyond the auditory
nerve level, auditory models include a consider-
able amount of heuristics.

This section describes two different auditory
models and their modifications. Several other
auditory models are described in [19].

Figure 5  PLP method for
speech feature extraction
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4.1  Joint Synchrony/ 
Mean-Rate Auditory Model

Joint synchrony/mean-rate auditory model [36]
consists of three processing stages, as illustrated
in Figure 6. In the first stage, the input signal is
divided into a number of overlapping frequency
bands using a cochlear filter bank. Forty band-
pass filters with bandwidths 0.5 Bark were used,
covering the frequency range between 130 Hz
and 6400 Hz. This stage models the processes on
the basilar membrane. The second stage consists
of several nonlinearities that model the transfor-
mation from the basilar membrane vibrations to
the probability of neural firings. The last stage
consists of two branches. The first one consists
of low-pass filtering of the output from the sec-
ond stage in order to estimate the average rate
of neural firings for each channel. The result is
referred to as mean-rate spectrum. The second
one uses the set of generalized synchrony detec-
tors (GSD) to measure the extent of dominance
of periodicities at subband center frequencies.
The result is referred to as synchrony spectrum.

A simplified structure of a GSD is illustrated in
Figure 7. It has two inputs, the output signal
from the second stage and its delayed version,
with the delay equal to the inverse of the sub-
band center frequency, Fck

. It computes the
envelopes of the sum and difference of the two
input signals, and outputs the ratio between the
two envelopes. The synchrony spectrum consists
of the outputs from GSDs for all channels.

An important property of the synchrony spec-
trum is that it enhances spectral peaks. If a sub-
band signal has a dominant periodicity close to
the subband center frequency, the difference
between the two input signals to the GSD
becomes very small, and the output from the
GSD attains a large value. Thus, the output from
the channel with the center frequency closest to
a spectral peak position has a considerably larger
value than the outputs from the neighboring
channels.

An improved synchrony detector, referred to
as average localized synchrony detector, has
recently been proposed [3]. Preliminary studies
indicate that it is capable of overcoming some
shortcomings of the GSD.

Both mean-rate spectrum and synchrony spec-
trum have been used in ASR. The mean-rate
spectrum is most suitable for determining acous-
tic boundaries and broad acoustic class classifi-
cation. The synchrony spectrum, on the other
hand, shows narrow peaks at the formant fre-
quencies, and is suitable for more accurate
phoneme classification.

4.2  Subband-Autocorrelation
Analysis

Subband autocorrelation (SBCOR) analysis [25,
26], is a simplification of the synchrony spec-
trum computation described in Section 4.1. The
main idea of measuring the dominance of peri-
odicities at subband center frequencies remains
the same, but the particular choice of the domi-
nance measure is different. Furthermore, the
computation is simplified by skipping the inter-
mediate stage that simulates the mechanical-to-
neural transduction in the inner ear.

SBCOR analysis is illustrated in Figure 8. It
starts by passing a speech frame through a
bandpass filter bank with center frequencies

. Then, for each subband signal the

autocorrelation coefficient is computed at the
time equal to the inverse of the center frequency,
i.e.

(5)

where rk(⋅) denotes the autocorrelation function
of the k-th subband signal. The resulting speech
representation is referred to as SBCOR spectrum.

Alternatively, SBCOR analysis can be done in
the spectral domain, as shown in Figure 9. In
this case, an FFT-based spectral estimate is com-
puted first, followed by subband filtering in the
spectral domain. Finally, subband autocorrela-
tion functions are found as inverse DFT of the

ρk τk( ) =
rk τk( )
rk 0( )

, for τk = 1 / Fck
,

Fc k

K

k
{ }

=1

Figure 6  Joint synchrony/
mean-rate auditory model

Figure 7  Simplified structure of generalized synchrony detector

Figure 8  Time-domain based SBCOR analysis
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subband spectra, and the autocorrelation coeffi-
cients are computed.

Generally, a spectral peak at frequency F gives
rise to peaks in the autocorrelation function at
times τ = n / F, where n is an integer. Conse-
quently, the value of subband autocorrelation
coefficient at time 1 / Fck

indicates the extent of
dominance of the subband center frequency in
the subband signal. Thus, the SBCOR spectrum
provides a good indication of the positions of
speech spectral peaks.

Several different filter banks for use with SBCOR
analysis were compared in [25]. It was found
that a fixed Q filter bank (i.e. fixed ratio between
bandwidth and center frequency) with center fre-
quencies uniformly spaced on the Bark scale
gave the best results. Furthermore, it is not cru-
cial whether the filter shape is similar to the
cochlear filter or not. Both 128 and 16 filters
were used in the recognition experiments with
SBCOR analysis, but no attempt to optimize the
number of filters has been reported.

SBCOR analysis was shown to outperform con-
ventional speech feature extraction methods
based on subband power estimates [25]. In addi-
tion, robustness of SBCOR spectrum against dif-
ferent types of speech distortion was demon-
strated in [26].

4.3  Ensemble Interval Histograms
Ensemble Interval Histogram (EIH) [15, 17] is
probably the best known auditory model used in
ASR. It is based on temporal information in sim-
ulated neural firing patterns, similarly to the syn-
chrony spectrum described in Section 4.1. How-
ever, the two auditory models differ in the way
neural firing patterns are computed, and in the
way temporal information is extracted.

4.3.1  Algorithm Description
The procedure for EIH computation is illustrated
in Figure 10. A speech frame is passed through a
bandpass filter bank that simulates the frequency
response of the basilar membrane. The resulting
subband signals model vibrations at different
locations along the basilar membrane.

Transduction between basilar membrane vibra-
tions and neural firings is modeled by an array
of level-crossing detectors. The level values
associated to the detectors correspond to differ-
ent neural fiber firing thresholds.

Neural firings are simulated as positive-going
level crossings. Temporal information is
extracted from the neural firing patterns by mea-
suring the inverse interval lengths between suc-
cessive positive crossings of the same level, i.e.

(6)

where nkl (i) denotes the location of the i-th posi-
tive-going crossing of the l-th level for the k-th
subband signal.

Next, the frequency axis is divided into a num-
ber of histogram bins, Rj, and a histogram of the
inverse interval lengths is constructed. The count
of the j-th histogram bin is computed as

(7)

where

(8)

The histogram is usually normalized by the sum
of all histogram bin counts, and a DCT is per-
formed for decorrelation purposes.

The computational cost of the EIH computation
is very high due to the time-domain filtering, as
well as the need for heavy oversampling of the
high-frequency subband signals in order to
increase accuracy of measured level-crossing

Ψ j fkl i( ){ } =
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Figure 10  EIH method for
speech feature extraction
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locations. It was shown in [21] that the EIH
computation was three times slower than that of
the synchrony spectrum, and as much as 360
times slower than MFCC computation.

The inverse level-crossing intervals are closely
related to instantaneous dominant subband fre-
quencies. Thus, histogram bins having large
counts indicate dominant frequency regions, and
EIH can be seen as an alternative spectral repre-
sentation of speech that emphasizes spectral peaks.

4.3.2  Parameter Choice
ASR performance of EIH features depends on
the choice of the analysis frame lengths, filter
bank, number and location of the levels, and
particular histogram bin allocation.

Analysis frame lengths that are inversely propor-
tional to subband center frequencies have been
used in order to ensure that analysis frames for
different subband signals incorporate approxi-
mately the same number of signal periods (e.g.
10 or 20).

The filter bank typically consists of 85 bandpass
filters uniformly distributed on a perceptually
based scale in the range [0,4000 Hz]. Cochlear
filters were originally used, but it was later
shown that the particular filter shape was not
important for good ASR performance [14].

Five level-crossing detectors have been used,
with levels uniformly distributed on the logarith-
mic scale. However, the optimal choice of the
levels is dependent on the signal intensity, and
there is no well defined procedure for optimal
level determination. It was shown in [28] that
the performance of EIH is highly dependent on
the choice of number of levels and their values.

Two different bin allocation schemes were com-
pared in [17]. In the first one, 128 bins were uni-
formly distributed on the linear frequency scale,
while in the second one 32 bins were uniformly
distributed on a perceptually-based frequency
scale. They led to approximately the same ASR
performance.

4.3.3  Experimental Results
The performance of EIH has been compared to
that of the conventional methods on several ASR
tasks [15, 16, 21, 35]. A general conclusion is
that EIH performs better than conventional
methods in noisy conditions, while it performs
slightly worse in clean conditions. However, the
addition of delta and delta-delta parameters leads
to smaller improvement in performance than for
the conventional methods [35, 28]. EIH has also
been shown to outperform both PLP and SBCOR
methods on a small vocabulary ASR task in the
presence of different types additive noise [28].

However, EIH performance in noisy conditions
is still considerably lower than that of human lis-
teners [17].

4.4  Zero Crossings with Peak
Amplitudes

Kim et al. [28] derived an analytic expression
for the variance of level-crossing interval lengths
of a sinusoidal signal in the presence of white
Gaussian noise. It showed that the variance
increases with increased level value. Conse-
quently, lower level values provide more reliable
level-crossing interval lengths in the presence of
noise. On the other hand, experimental results
on an ASR task revealed the importance of the
intensity information provided by properly cho-
sen higher level values.

Motivated by these results a modification of the
EIH method was proposed [28]. The set of level-
crossing detectors was exchanged by a single
zero-crossing detector, while intensity informa-
tion was preserved by measuring peak ampli-
tudes between successive zero crossings. Thus,
the resulting speech parameterization, referred to
as zero crossings with peak amplitudes (ZCPA),
provides more reliable interval lengths in noisy
conditions without sacrificing the intensity infor-
mation. In addition, it circumvents the problem
of choosing proper level values, and reduces the
computational cost compared to the EIH method.

4.4.1  Algorithm Description
The procedure for ZCPA computation is illus-
trated in Figure 11. The input speech frame is
passed through a bandpass filter bank. Each sub-
band signal, sk (n), is then processed by a zero-
crossing detector in order to determine the posi-
tions of all positive-going zero crossings. Then,
for each pair of successive zero crossings, zk (i)
and zk (i + 1), the peak signal value, pk (i), and
the inverse zero-crossing interval length, fk (i),
are computed as

(9)

(10)

Next, the frequency axis is divided into a num-
ber of histogram bins, Rj, and a histogram of the
inverse zero-crossing interval lengths is col-
lected over all subband signals. However, in-
stead of increasing the bin counts by one, they
are increased by the logarithm of the correspond-
ing signal peak amplitude. Thus, the count of
j-th histogram bin is computed as
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where

(12)

Finally, DCT is performed on the histogram for
decorrelation purposes.

The computational cost of the ZCPA method is
lower than that of the EIH method. However,
with the typical choice of parameters it is still
two orders of magnitude higher than that of the
standard MFCC method [10, 13]. This is due to
the use of time-domain filtering and a need for
heavy interpolation of high-frequency subband
signals in order to reliably determine zero-cross-
ing positions. The interpolation provides a larger
number of points between subsequent zero
crossings, and thus better frequency resolution.
The computational cost depends mainly on the
number and order of subband filters, required
interpolation factors, and the order of the inter-
polation filter.

4.4.2  Relationship to Spectral Analysis
The ZCPA feature extraction method was
derived from the EIH method, which was moti-
vated by physiological processes in the human
auditory system. However, from the signal pro-
cessing point of view, ZCPA histograms can be
seen as alternative short-term spectral represen-
tations of speech. This is explained in the fol-
lowing.

The dominant frequency principle [27] states
that if there is a significantly dominant fre-
quency in the signal spectrum, then the inverse
zero-crossing interval lengths tend to take values
in the vicinity of the dominant frequency. Thus,
the inverse zero-crossing interval lengths, fk(i),
of the k-th subband signal can be seen as esti-
mates of the dominant subband frequency. Fur-
thermore, the peak signal value between subse-
quent zero crossings, pk(i), can be seen as a mea-
sure of the instantaneous power in the subband
signal. Consequently, the construction of ZCPA
histograms consists of assigning subband power
estimates to frequency bins corresponding to
dominant subband frequencies. The standard
MFCC method, on the other hand, assigns sub-
band power estimates to entire subbands, with-
out taking into account the power distribution
within subbands. Thus, the ZCPA representation
can be seen as an alternative spectral representa-
tion of speech that emphasizes spectral peaks,
while de-emphasizing the information in spectral
valleys, which is usually corrupted by noise.

4.4.3  Parameter Choice
The ZCPA representation depends on the choice
of analysis frame lengths, the filter bank, and

Ψj k
k k jf i

p i f i R
( )

ln ( )

.
{ } =

( )( ) ∈⎧
⎨
⎪

⎩⎪0 otherwise

histogram bin allocation. An attempt to optimize
the parameter values with respect to ASR perfor-
mance was made in [10, 13]. It was shown that a
proper choice of analysis frame lengths and filter
bandwidths was important for good recognition
performance, while the performance was not
very sensitive to the choice of the number of
filters and histogram bins.

The best performance in the presence of noise
was achieved using frequency dependent analy-
sis frame lengths that ranged from 33 ms to 134
ms, 16 overlapping bandpass filters with band-
widths equal to 2 Bark, and 60 histogram bins.
Both filters and histogram bins were uniformly
distributed on the Bark scale in the range
[0,4000 Hz].

4.4.4  Experimental Results
In an experimental study on a small-vocabulary
isolated-word task [28], ZCPA features were
shown to greatly outperform LPCC, MFCC,
SBCOR, PLP and EIH features in the presence
of additive background noise.

In another study [13, 10], the greater robustness
of the ZCPA features compared to MFCC was
confirmed on both a small-vocabulary isolated-
word task and a medium-vocabulary continuous-
speech task in several different environmental
conditions. The advantage of using the ZCPA
features was largest on the small-vocabulary task
and in the presence of white noise. On the other
hand, MFCC features performed better than
ZCPA features on the clean speech. The results
are illustrated in Figures 13 and 14 in the next
section.

Furthermore, it was shown that the superior
robustness of the ZCPA is partly due to the use
of dominant frequency information and partly to

Figure 11 ZCPA method for
speech feature extraction
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the time-domain processing. The improvement
due to the use of dominant frequency informa-
tion was considerable on both recognition tasks,
and was largest in the presence of noise types
with relatively flat spectral characteristics. The
improvement due to the time-domain processing
was considerable only on the small-vocabulary
task.

5  Features Based on Subband
Spectral Centroids

The presence of additive background noise
results in changes of the power spectrum of the
speech signal. However, the spectral peak posi-
tions remain practically unaffected, as long as
the noise is added at moderate levels and does
not have strong spectral peaks.

Auditory models and their modifications pre-
sented in Section 4 all utilized the information
about dominant periodicities in the speech sig-
nal. This might be a major reason for their better
robustness against additive background noise
compared to the conventional speech features.

Reliable estimation of spectral peak positions is
a difficult task, especially in the presence of noise.
Thus, rather than estimating spectral peak posi-
tions directly, Paliwal [32] was concerned with
deriving features for use in ASR that would con-
vey the information about spectral peak positions.
He studied the properties of subband spectral
centroids (SSC) that are computed as the first
moment of speech subband power spectra, i.e.

(13)

where Sk(f) is the power spectrum of the k-th
subband signal, and γ is a constant controlling
the spectral dynamic range. Note that SSC
depend on the particular filter bank and power
spectrum estimate.

It was shown in [32] that SSC are closely related
to spectral peak positions, and their robustness to
additive white Gaussian noise was demonstrated.

Several experimental studies [32, 39, 2, 6, 10]
have been performed where standard feature
vectors were augmented by several SSC. How-
ever, the reported results on the effect of the
added SSC on the recognition performance are
not consistent. Thus, a better method of integrat-
ing SSC into speech feature vectors had to be
found. One such method is described in the fol-
lowing.
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5.1  Subband Spectral Centroid
Histograms

The robustness of ZCPA features against addi-
tive background noise has indicated the positive
effect of integrating dominant subband fre-
quency information and subband power infor-
mation into speech feature vectors. However,
the high computational cost of the ZCPA
method makes this method less attractive
in practical applications.

On the other hand, it was shown that SSC can
serve as reasonable estimates of dominant fre-
quencies both for clean and noisy speech. Fur-
thermore, they can be computed efficiently from
a short-term speech power spectrum estimate.

Thus, the idea was to construct a feature extrac-
tion method that would combine the dominant-
frequency information provided by SSC with
subband power information in a similar way as
in the ZCPA method. The resulting features are
referred to as Subband Spectral Centroid His-
tograms (SSCH) [10, 11, 12].

5.1.1  Algorithm Description
The procedure for SSCH computation is illus-
trated in Figure 12. It starts by estimating the
power spectrum of the given speech frame, fol-
lowed by bandpass filtering in the frequency
domain. Next, subband spectral centroids are
estimated from the samples of the subband
power spectra as

(14)

and subband power estimates are computed by
integrating the subband power spectra over each
subband. Alternatively, the integration can be
done over a smaller frequency range centered
around the subband spectral centroid. This might
provide more robust estimates since the fre-
quency area around the dominant frequency is
less influenced by noise than the other parts of
the subband. On the other hand, smaller integra-
tion areas lead to less reliable estimates.

The speech frequency range is then divided into
a number of histogram bins, Rj, and a histogram
of subband spectral centroids is constructed. The
bin counts are increased by the logarithm of the
corresponding subband power estimate normal-
ized by the subband bandwidth. The normaliza-
tion is done in order to avoid biasing of the his-
tograms toward higher frequencies due to in-
creased filter bandwidths. Thus, the count of
the j-th histogram bin is computed as

(15)
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where

|ln(pk / Nk) Ck ∈ Rj
Pj {Ck} = { (16)

|0 otherwise,

where Nk is the number of frequency samples in
the k-th subband, that is proportional to the sub-
band bandwidth. Finally, the DCT of the his-
togram is computed for decorrelation purposes.

The computational cost of the SSCH method is
of the same order of magnitude as that of the
MFCC method.

5.1.2  Relationship to MFCC
The SSCH and MFCC feature extraction meth-
ods have several common processing steps, i.e.
spectral estimation, bandpass filtering and sub-
band power computation. However, the SSCH
method incorporates two additional steps,
namely, SSC computations and SSC histogram
construction.

While the MFCC method assigns a subband
power to the entire frequency subband, in the
SSCH method it is assigned to the histogram bin
that contains the dominant subband frequency.
In this way, the locations of spectral peaks are
much better preserved.

Thus, similarly as the ZCPA method, the SSCH
method can be seen as an alternative way of per-
forming spectral analysis, which emphasizes
spectral peaks. However, it is important to re-
member that SSC are only estimates of dominant
subband frequencies computed from the speech
spectra. Thus, they are affected by noise even if
the true spectral peaks remain unchanged.

5.1.3  Choice of parameters
An experimental study aimed at optimizing
some of the parameters involved in SSCH com-
putation is described in [10]. The main results
are given in the following.

The dynamic range of the power spectrum used
in the SSC computation is controlled by the
parameter γ in Equation 14. If γ is too small
(near 0), SSC would approach the centers of
their subbands and would thus contain no infor-
mation. If it is too large (near ∞), SSC would
correspond to the locations of the subband peak
values of the FFT-based power spectrum, and
would thus be noisy estimates. In the experimen-
tal study the best overall performance across all
signal-to-noise ratios (SNRs) was achieved for
γ = 1. However, some improvement was ob-
served at low SNRs for increased value of γ, but
this led to corresponding performance degrada-
tion at higher SNRs.

Filter bandwidths should ideally be chosen such
that each subband contains exactly one dominant
spectral peak. In this case, SSC would serve as
good estimates of spectral peak positions. Too
small filter bandwidths would result in a number
of subbands that do not contain any dominant
spectral peak. Centroids of such subbands would
be sensitive to random variabilities in speech.
On the other hand, if filter bandwidths stretch
over several dominant spectral peaks, SSC
would no longer represent reasonable estimates
of subband peak locations. It was shown that the
choice of filter bandwidths had a significant
effect on the recognition performance, especially
at low SNRs. The best results in the presence of
noise were achieved using filter bandwidths
equal to 3 Bark. On the other hand, the recogni-
tion performance was not sensitive to the partic-
ular number of filters.

Histogram bins should be sufficiently small to
provide a good frequency resolution, but not too
small to make the resulting speech parameteriza-
tion sensitive to small fluctuations in spectral

Figure 12  SSCH method for
speech feature extraction
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peak positions (e.g. due to speaker differences).
It was shown that the recognition performance
was not very sensitive to the particular number
of histogram bins.

Finally, there was no significant performance
improvement when subband power estimates
were computed over a smaller frequency range
around the subband centroid rather than over the
entire subband.

5.1.4  Experimental Results
In the experimental study described in [10], the
SSCH features were compared to both MFCC
and ZCPA features on a small-vocabulary iso-
lated-word recognition task and a medium-vo-
cabulary continuous-speech task. Three different
noise types were artificially added to the clean
speech at several different SNRs. Note that the
SNR was determined as the ratio between maxi-
mal speech frame power and the average noise
power for the given speech file.

The SSC were computed from the FFT-based
spectral estimates, using the dynamic range

parameter γ = 1. The filter bank consisted of 48
highly overlapping bandpass filters with rectan-
gular frequency responses, covering the fre-
quency range up to 4000 Hz. The filters were
uniformly distributed on the Bark scale, with
bandwidths equal to 3 Bark. The frequency
range was divided into 38 histogram bins uni-
formly distributed on the Bark scale.

The recognition results on the two recognition
tasks are shown in Figures 13 and 14. We can
see that SSCH features consistently outper-
formed MFCC in the presence of additive noise
on both recognition tasks. The advantage of
using SSCH features was largest in the presence
of white noise, while it was very small in the
presence of background speech (i.e. babble
noise). The advantage of using SSCH features
compared to MFCC features was shown to be
mainly due to the use of dominant subband fre-
quency information in the SSCH method.

On the small-vocabulary task, SSCH features
performed slightly better than ZCPA features at
high SNRs, while ZCPA features performed

Figure 13  Comparison of MFCC, ZCPA and SSCH features on a small-vocabulary isolated-word recognition task

Figure 14  Comparison of
MFCC, ZCPA and SSCH
features on a medium-
vocabulary continuous-
speech recognition task

90

80

70

60

50

40

30

20

Babble noise

clean 30 25 20 15 10
SNR [dB]

Factory noise

clean 30 25 20 15 10
SNR [dB]

90

80

70

60

50

40

30

20

10

White noise

clean 30 25 20 15 10
SNR [dB]

W
or

d 
ac

cu
ra

cy
 [%

]

55

90

80

70

60

50

40

30

20

MFCC ZCPA SSCH

clean 30 25 20

SNR [dB]

100

90

80

70

60

50

40

30

20
clean 30 25 20 15

SNR [dB]

100

90

80

70

60

50

40

30

20
clean 30 25 20 15

SNR [dB]

Babble noiseFactory noiseWhite noise

W
or

d 
ac

cu
ra

cy
 [%

]

100

80

60

40

20

0

MFCC ZCPA SSCH



57Telektronikk 2.2003

better at low SNRs. However, on the medium-
vocabulary task, SSCH features performed con-
siderably better than ZCPA features in practi-
cally all testing conditions. In addition, the com-
putational complexity of the SSCH method is
two orders of magnitude lower than that of the
ZCPA method.

6  Conclusions
This paper has presented an overview of several
alternative methods for speech feature extraction
in ASR, which were motivated by the results
from human speech perception. The methods
have generally shown greater noise robustness
compared to the conventional feature extraction
methods.

The major reason for the greater robustness is
probably the use of the information about domi-
nant frequencies in the speech signal (i.e. spec-
tral peak positions), as this information is not
sensitive to the changes in environmental noise.

The dominant-frequency information is ex-
tracted in different ways in the different feature
extraction methods, e.g. using the generalized
synchrony detectors, subband autocorrelation
coefficients, level-crossing statistics and sub-
band spectral centroids. The best recognition
results in the presence of environmental noise
have been achieved by combining the subband
power information, used by the conventional
feature extraction methods, with the dominant
subband frequency information. This can be
done in a simple and computationally efficient
way by computing the subband spectral centroid
histograms.
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1  Introduction
Today, after decades of research, more and more
ASR systems are being deployed for everyday
use. Although we are still short of having sys-
tems that perform satisfactorily for natural and
spontaneous speech, the performance on some
dictation tasks and constrained dialogs is good
enough for many applications. Clearly, when-
ever a new ASR system is deployed in a practi-
cal working environment, we would like it to
have the same performance regardless of who is
using it, and under what conditions. This, unfor-
tunately, is not the case in the real world. When-
ever the ASR system encounters a working con-
dition that is not consistent with the training con-
dition, the performance will show a significant
decrease. As an example, the Wall Street Journal
dictation shows an absolute word error rate
(WER) increase from 4 % to 30 %, when non-
native American English speakers with detect-
able accents are encountered.

The goal of model adaptation is to find algo-
rithms that automatically “tune” a given hidden
Markov model (HMM) to a new test environ-
ment using limited, but representative new data.
The tuning should ultimately result in a new,
adapted HMM that improves ASR performance,
i.e. giving us a lower word error rate. In turn,
this reduced word error rate will lead to a direct
improvement on dictation and transcription
tasks, as well as improved semantic error rates
for most dialog tasks. In the Wall Street Journal
example given earlier, the use of model adapta-
tion was able to reduce the WER from 30 % to
14 % using only 40 utterances [1]. Model adap-
tation is also useful when the amount of training
data for a specific task is insufficient to train a
model of a certain complexity. Instead of record-
ing and transcribing more data, one can simply

adapt an existing model, if available, using the
task dependent data.

In this review article we will try to communicate
the underlying principles of model adaptation, as
well as present the major adaptation scenarios,
which are supervised (or batch) adaptation, and
unsupervised (online) adaptation. We will also
present what we take to be the major approaches
to model adaptation today – maximum a posteri-
ori (MAP) adaptation, transformation based
adaptation and adaptive training. First we give
a brief presentation of the de facto standard of
acoustic modeling – the hidden Markov model.

2  Decision Theory and the
HMM

An ASR system is in principle a statistical pat-
tern recognizer that approximates the decision
rule,

(1)

where O = [o1, …, oT] is a sequence of feature
vectors representing the spoken utterance and
W is a word string. The function p(W|O) is the
probability of a word string given the spoken
utterance. Using Bayes theorem we can write the
equivalent expression,

(2)

where we see that the posterior probability of the
string, p(W|O), has been replaced by the product
of the likelihood of the feature vectors, O, given
the string, W, and the a priori probability of the
string, W. These two factors are known as the
acoustic- and language models, respectively.

Ŵ = arg max
W

p O W( )P W( ),

Ŵ = arg max
W

p W O( ),
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The language model will not be mentioned fur-
ther here, although the adaptation of language
models is an important research subject [2].

We clearly do not know the true statistical nature
of human speech, and so we approximate the true
distribution, p(O|W), by a model, p(O|W, Λ),
from a family F of parametric distributions, Λ
being the parameter vector specifying the actual
distribution. In ASR the model of choice is the
HMM, mainly because of its modeling flexibil-
ity, as well as the existence of effective algo-
rithms for model training and likelihood evalua-
tion. The model parameter vector, Λ, is usually
found in a maximum likelihood sense, that is,

Λ = arg max p (Training data | Λ’). (3)
Λ’

The resulting model is then plugged directly into
the decision rule given in equation (2) instead
of the exact acoustic model. This practice is
referred to as the plug-in MAP decision rule.

A short description of the HMM now follows.
The basic building block of the HMM is a dis-
crete Markov chain. This is a random sequence
of elements, q1, q2, …, qt, which we will refer
to as states, drawn from a finite set. Let us write
the probability of the next state in the sequence
as p(qt | qt-1, qt-2, …, q1). If this probability is
equal to p(qt | qt-1) for all t, we have a first order
Markov chain. The use of Markov chains en-
ables us to model the short time stationarity of
the speech signal, as the system can stay in the
same state for the duration of e.g. a vowel, and
then jump into a new state as the next sound in
the utterance is observed. Of course, in an HMM

the states are never observed directly, but rather
as random observations distributed according to
to a state dependent probability density function
(pdf), p(ot | qt = s). Here s is the state that is
occupied at time t. These pdfs are typically in
the form of a mixture of multivariate normal
distributions,

(4)

where csk is the mixture weight and µsk and Σsk

are the mean vector and covariance matrix of
state s, mixture K, respectively.

For adaptation purposes, the most important
model parameters of the ones we have described
until now are the mixture mean vectors. Al-
though techniques exist to adapt all of the
HMM parameters, this is rarely done in practice.
Adapting the state transition probabilities and
mixture weights rarely has any significant effect,
and the covariance matrix should always be
treated with the utmost care, as this is one of the
hardest parameters to estimate robustly. With
this in mind, the reader should be able to appre-
ciate the one-sided focus on the mean vectors in
the sections to come.

3  Model Adaptation Principles
During HMM training the model parameters are
found by maximizing the likelihood of the train-
ing data. We want our adaptation algorithms to
be consistent with this paradigm, but as adapta-
tion data can be scarce, the direct use of ML
estimators as in training may not be a feasible
option, and so we will have to make some strong
assumptions to make adaptation practical.

The main assumption is that HMMs trained in
different application scenarios should contain
much of the same information. For example, any
HMM will implicitly contain knowledge about
the relative positions of formants for different
vowels. Assuming that these relative positions
are similar from speaker to speaker, we could in
principle adapt all the vowel models for a new
speaker model using only a few utterances to
determine the necessary frequency scaling.
Although no explicit mapping exists that will
transform model parameters to reflect a specific
speaking apparatus, the principle is clear. We
should expect the initial model to contain all the
relevant information about the acoustic signal
embedded in its structure. Any adaptation to a
new domain should not try to re-learn this infor-
mation, but instead use a relatively simple map-
ping to “translate” it.

There are two popular interpretations of the pre-
vious assumption. The first, which is shown in
Figure 1, is the Bayesian interpretation. Here N

 
p ot qt = s( ) = cskN ot µµsk ,Σsk( )

k =1

K

∑ ,

Figure 1  Bayesian
interpretation of the
variability of 
acoustic models

Figure 2  Transformation
based interpretation of the
variability of acoustic models
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different HMMs represented by the parameter
vectors, Λ1, …, ΛN, are assumed to be realiza-
tions of a random variable with probability den-
sity function g(Λ). Those familiar with the
Bayesian approach to statistics will immediately
recognize g(Λ) as the prior distribution of the
HMM parameters. If we know this prior distri-
bution, we already know something about “typi-
cal” HMMs and so less data should be needed
to obtain a good estimate of a given HMM. This
interpretation is the basis of the MAP adaptation
approach which will be described later. Al-
though MAP adaptation as it is presented in [3]
is known to exhibit very slow convergence in
terms of the amount of adaptation data needed,
this criticism should not apply to MAP adapta-
tion in general as the use of different correlation
structures for g(Λ) should allow for rapid adap-
tation.

Another interpretation is shown in Figure 2.
According to this illustration any model Λi cor-
responding to a domain i, can be transformed
into a new model Λj for a domain j using a trans-
formation Tij. If Tij is assumed to be parametric
we can estimate these parameters using our
adaptation data. The exact form of these trans-
formations are unknown in the same way that
the prior g(Λ) is unknown under the Bayesian
paradigm, and to compensate for this lack of
knowledge the transformations are chosen to
be flexible while still analytically tractable. The
well-known maximum likelihood linear regres-
sion (MLLR) adaptation algorithm [4], in which
an affine transformation is used to transform the
mean vectors of the mixture densities, is proba-
bly the best known example and will be pre-
sented in more detail in section 6. Richer sets of
transformations in the form of neural networks
have also been investigated – see e.g. [5].

In the next section we will briefly discuss offline
vs. online adaptation. Then some previous work
on model adaptation that sets the stage for our
work will be presented.

4  Offline vs. Online Adaptation
Offline and online adaptation refers to whether
the adaptation process is performed prior to sys-
tem deployment or if it is done during recogni-
tion, respectively. Offline (or batch) adaptation
is the simplest approach, since if we know that
the HMM is to be used for e.g. a specific speaker
or acoustic condition, then relevant data can be
collected and the model adapted using any con-
venient algorithm. For most tasks where offline
adaptation is feasible, the complexity of the
algorithm used is secondary. An important goal
is to achieve acceptable performance using as
little adaptation data as possible, as collecting
the data can be both expensive and tedious.

Figure 3  Online adaptation
while keeping the initial model.
The statistics of the adaptation

speech are accumulated for
every new utterance and used

to adapt the initial model

Online adaptation, on the other hand, often
imposes stricter conditions than its offline coun-
terpart, as the amount of data available is more
limited and the computational complexity can
not be too high. Also, depending on the adapta-
tion algorithm used, multiple recognition passes
may be necessary, as well as keeping multiple
models in memory. Two general approaches to
online adaptation will be reviewed here.

The first approach is illustrated in Figure 3. For
utterance number i, let Oi be the acoustic signal

and the decoded string hypothesis found

using the current model, Λi-1. Using this string
hypothesis we obtain the observation statistics
using the original HMM, Λ0. Depending on the
form of the statistics, these can be accumulated
for every new utterance. Finally, the adaptation
algorithm makes use of these statistics to adapt
the original model, yielding a new model, Λi. If
the adaptation algorithm accumulates the statis-
tics, this procedure should converge to the
speaker/condition dependent model, provided
that the new utterances come from the same
speaker/condition. Of course, if the mismatch
is so pronounced that the recognized string has
no resemblance to the true utterance, the perfor-
mance may very well be degenerating further.
In such cases it is very important to constrain
the flexibility of the adaptation algorithm.

The second approach is based on the recursive
use of posterior distributions. Let 

be a sequence of indepen-

dent utterances, and denote the corresponding
sequence of recognition hypotheses by 
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. We can then write the poste-

rior probability of the model Λ as

(5)

where the last step is due to the independence
assumption of the utterances. Note that any ref-
erence to the hyper-parameters has been dropped
to simplify the equations. The adapted model
can now be estimated in a MAP sense; that is, as
the first mode of the posterior probability of the
model,

(6)

The interesting part of this estimate is that the
prior used is the posterior probability of the
model given the last i – 1 utterances,

. When the next utterance

comes along we can adapt the model again, but
now using our current posterior probability,

, as our prior.

We see that the prior will be evolving as we pro-
cess the utterances. If the speaker and acoustic
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Ŵ1

i = Ŵ1,K ,Ŵi{ } become increasingly concentrated around the
posterior mode, guaranteeing convergence. More
details on MAP estimation can be found in the
next section.

5  Bayesian Adaptation
Techniques

We will in this section present some previous
work on speaker adaptation and robust recogni-
tion where the key assumption has been the ex-
istence of a prior distribution for the HMM
parameters.

5.1  MAP Adaptation
MAP adaptation is based on the Bayesian
paradigm where the HMM parameters, Λ, are
assumed to be distributed according to a prior
distribution g(Λ | Φ). Here Φ is the hyper-para-
meter vector that together with the functional
form of the prior distribution represents our
knowledge about Λ. The complete knowledge
is usually unobtainable in all but very special
cases. Thus, most of the time the best one can do
is to choose a functional form that is tractable,
while still flexible enough to be able to capture
the essential features of the “true” prior. In the
following we will assume that our prior knowl-
edge can be reflected using the proper choice
of Φ. It should also be noted that in the strictest
sense, MAP adaptation does not perform adapta-
tion by changing an existing model. Instead, all
the available information about the HMMs we
want to find is represented in the form of a prob-
ability distribution, our prior, which allows us to
pick the a posteriori most probable model with
respect to the adaptation data.

Given an utterance O and its transcription W, the
adapted model can be obtained by finding the
model that maximizes the posterior probability,

(7)

This approach was first investigated for adapting
the mean and variance parameters in a small
vocabulary recognizer [6]. A more formal treat-
ment was given later in [3], in which the formu-
lation was extended to include adaptation of the
mixture weights and state transition probabili-
ties. Later extensions include MAP adaptation
for discrete HMMs (DHMM) and semi-continu-
ous, or the tied-mixture, HMMs (SCHMM) [7].

The first problem to be solved is to determine
the actual form of the prior g(Λ | Φ). As the
HMM does not belong to the exponential family
of distributions, it has no sufficient statistics and
so there exists no posterior distribution of fixed
dimension [8]. This again excludes the use of
conjugate prior – posterior pairs [9]. However, it

ΛMAP = arg max
Λ

g Λ O,W ,Φ( )

= arg max
Λ

p O W ,Λ( )g Λ Φ( )

Figure 4  Online adaptation
using prior evolution. New
models are estimated in a MAP
sense for every new utterance
using the posterior probability
density estimated for the
previous utterance as the prior
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for example every phoneme in every possible
context, have to occur in the adaptation data for
the whole of the model to be adapted. Ideally,
the correlation between each model parameter
should be known and available, but as an HMM
used in a large vocabulary recognizer can con-
tain several million parameters this is highly
infeasible to store and use, not to mention the
difficulties involved in the estimation of these
parameters. However, the problem can be alle-
viated using some approximations. A class of
algorithms often referred to as extended MAP
(EMAP) [12], only considers the correlation
between pairs of mean vectors under the
assumption that they have a joint Gaussian dis-
tribution. Formally, if      = [µ1, ..., µK]T is a con-
catenation of all mixture means for a speaker
dependent model and       = [µ 1

0, ..., µK
0]T is the

concatenation of the mean vectors from the
speaker independent model, the correlation
matrix S0 is given as

(9)

The global correlation matrix can be considered
a K × K block matrix of smaller correlation
matrices                                                        . In
practice this matrix can be estimated using
speaker dependent models, provided the model
size is moderate. Using a prior probability den-
sity incorporating this correlation information
we can update all the mixture mean vectors on
the basis of their correlation with mean vectors
corresponding to the adaptation data.

For large models the above approach turns out to
be infeasible. One way to reduce the complexity
is to share the correlations across clusters of
Gaussians [13, 14]. In [15] even further simplifi-
cations were introduced by not considering a full
correlation structure, but rather a single correla-
tion scalar ρij.

5.3  Online MAP With Prior Evolution
To complete our treatment of MAP adaptation,
we now discuss some of the issues involved
when using online adaptation with prior evolu-
tion. As mentioned previously in section 4, for
every new utterance Oi and its hypothesized 

transcription , the MAP estimate of the new

model is

Λi = arg max
Λ

that is, the model maximizing the posterior dis-
tribution. As the posterior distribution is sup-

Ŵi
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is shown in [3] that conjugate priors exist for all
the HMM parameters given the complete data.
There, Dirichlet densities were used as priors for
the state transition probabilities and the mixture
weights, and normal-Wishart densities as priors
for the mean vectors and covariance matrices of
the multivariate normal distributions (see [10]
for details on these distributions). Let g(Λ | Φ)
denote the product of all these individual prior
probability densities. According to [11] we can
now estimate the posterior mode of p(Λ | O, Φ)
using the EM algorithm by augmenting the
auxiliary function,               , by log g(Λ | Φ) dur-
ing the maximization step.

Finally, the hyper-parameters have to be deter-
mined. In the statistics literature there are several
formal approaches to the prior specification, but
the prevailing one used in conjunction with
MAP adaptation is based on the empirical Bayes
paradigm, where the prior parameters are esti-
mated using an independent training set. Using
this approach the parameters of the prior distri-
bution can be estimated directly from the train-
ing data. Typically the first and second modes
are estimated as follows: The first mode of the
prior is chosen so that

Λ0 = arg max g (Λ | Φ). (8)
Λ

is some already known model, typically the
model estimated in an ML sense using the train-
ing data. This choice is intuitively sound in the
sense that when no adaptation data is available
the MAP estimate still yields a useful model.
The second mode is harder to estimate. One
straightforward approach is to train several
HMMs using different sets of training data and
then estimate the second mode of the prior from
this set of HMMs. However, this is hardly ever
feasible, both due to the computations involved
to create the number of models needed to
achieve good estimates, as well as the problem
of acquiring relevant data. In principle the sec-
ond mode should reflect the variability of
HMMs, but in practice the choice of parameters
depend upon the task at hand. For example,
using priors highly concentrated around the first
mode implies that we “trust” our original model
and to make a significant change more adapta-
tion data is needed. This would be reasonable if
we know a priori that the adaptation data is noisy.

5.2  Extended MAP Adaptation
The form of the prior chosen in [3] enables us to
adapt our HMMs in a consistent and robust man-
ner. Unfortunately, the independence assumption
of the parameters of different sub-words implied
by the simple correlation structure of the prior
requires that all the different acoustic conditions,

Q(Λ̄|Λ)

µ̃

µ̃
0

S0 = E
[
(µ̃ − µ̃0)(µ̃ − µ̃0)

T
]

SOJ = E
[
(µi − µi

0
)(µj − µ0

j )
T
]

p

(
Oi|Ŵi, Λ)p(Λ|Oi−1

1
, Ŵ i−1

1

)
,
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posed to serve as our prior the next time we esti-
mate a new model, we should look at its func-
tional form in more detail. Using Bayes theorem
the posterior distribution can now be written

(10)

where Q and K are the sets of all feasible state
and mixture sequences, respectively. It is clear
from (10) that the number of terms in the func-
tional form increases at an exponential rate as
new posterior densities are estimated. This prob-
lem has been addressed in [16] using the theory
of Quasi-Bayesian sequential estimation [17].
Here the true posterior probability density 

is approximated by a density

g(Λ | Φi) from a family G of tractable densities.
The most convenient approximation is to use the
family of densities containing the prior, allowing
the prior evolution to consist of a relatively sim-
ple parameter update.

6  Transformation Based
Model Adaptation

The principle behind transformation based
model adaptation is shown in Figure 2. The
transformations we are interested in are all para-
metric, and so to adapt a given HMM using a
specific transformation its parameters have to
be estimated first. Usually this is done in a maxi-
mum likelihood sense in that we find the trans-
formation of the model that maximizes the like-
lihood of our adaptation data.

More formally, a speaker independent model,
ΛSI, is transformed into a new model, ΛA = Tη
(ΛSI), η being the transformation parameters,
using the adaptation data {O,W}. Doing this in
a maximum likelihood sense means that

(11)

If we have prior information of the speaker or
the acoustic conditions we want to adapt our
model to, we can formulate this knowledge in
the form of a prior probability density g(η | φ),
where φ are the hyper-parameters. This enables
us to estimate the transformation parameters in
a MAP sense, that is

(12)ηηMAP = argmax
ηη

p ηηΟΟ,,ΛΛSI ,W( )

ηηML = argmax
ηη

p O Tηη ΛΛSI( ),W( ).

p Λ O1
i ,Ŵ1

i⎛
⎝

⎞
⎠

 

p Λ O1
i ,Ŵ1

i⎛
⎝

⎞
⎠

=
p Oi Ŵi ,Λ
⎛
⎝

⎞
⎠ p Λ O1

i−1,Ŵ1
i−1⎛

⎝
⎞
⎠

p Oi Ŵi
⎛
⎝

⎞
⎠

=
ΣQ∈Q ΣK∈K p Oi ,Q,K Ŵi ,Λ

⎛
⎝

⎞
⎠ p Λ O1

i−1,Ŵ1
i−1⎛

⎝
⎞
⎠

p Oi Ŵi
⎛
⎝

⎞
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(13)

6.1  Bias, Affine and Nonlinear
Transformations

One of the simplest transformations previously
reported is the use of a bias term for the mean 

vectors, , where r(m) maps each

Gaussian mixture component into a cluster.
Sharing the bias across several mixtures enables
us to adapt the whole cluster even if only one
component is observed in the adaptation data.
In [18] this approach was investigated together
with simple scaling transform of the mixture 

covariance, . Both the bias and

scaling parameters were estimated in the maxi-
mum likelihood sense using the EM algorithm.
A hybrid adaptation scheme based on a combi-
nation of the techniques described here and
MAP adaptation was reported in [19], showing
that the joint technique outperformed any of the
individual approaches.

A slightly more complex approach was pre-
sented in [20]. Here an affine transformation
(the affine transformations will be covered in
more detail when we discuss MLLR adaptation
in section 6.2) was used to adapt the mixture
mean vectors using the relation 

. Here Ar(m) is a matrix

and br(m) is a bias vector. The corresponding
mixture covariance matrices are adapted as 

using the same linear

transformation as used with the mean vector. It
should be mentioned that this approach is very
close to the MLLR adaptation algorithm. This
approach to speaker adaptation has also been
used in conjunction with the MAP adaptation
approach, as a hybrid approach [21].

More general transformations have also been
investigated. In [22, 5] neural networks were
used to implement a nonlinear mapping of mix-

ture mean vectors, , where η repre-

sents the neural network. The neural network
weights are estimated in the maximum likeli-
hood sense using the EM algorithm, but unlike
the case of the simple bias and affine transfor-
mation there is no closed form solution available
for maximizing the likelihood in the M-step.
However, as long as the auxiliary function 

increases every iteration, Q(ηi+1 | ηi) >

Q(ηi | ηi), the likelihood of the adaptation data
will increase monotonously. Thus, any suitable
gradient search method can be applied.

Q ηη ηη( )

µ̂µm = gηη µµm( )

Σ̂m = Ar(m)ΣmAr(m)

µ̂µm = Ar(m)µµm + br(m)

Σ̂m = αr(m)Σm

µ̂µm = µµ + br m( )

= argmax
ηη

p ΟΟ Tη ΛΛSI( ),W( )g ηη φ( )



65Telektronikk 2.2003

Next we will discuss the MLLR approach in
some detail for its popularity and effectiveness
in model adaptation. The structural MAP
(SMAP) approach will also be reviewed.

6.2  Maximum Likelihood Linear
Regression

The idea behind maximum likelihood linear
regression (MLLR) [23] is that model adaptation
can be achieved by applying a parametric trans-
formation to the model parameters. The transfor-
mation used in MLLR is an affine transforma-
tion. This is a map f : Rn → Rn of the form

f(x) = Ax + b, (14)

where A is a matrix and b is a bias vector. In the
rest of this work we will adhere to the literature
and write this mapping as

(15)

where W = [A b] and is the vector x aug-
mented by a one. The affine mapping is applied
to the mixture component mean vectors only,
so that

(16)

The transformation W is estimated in the maxi-
mum likelihood sense using the adaptation data.
Let us for simplicity’s sake assume that we are
using a single, global transformation shared
across all mixture component mean vectors.
The likelihood of the adaptation data can then
be written

(17)

where Q and K are state and mixture occupation
sequences, respectively. Formally we can write
the maximum likelihood estimate of W as

(18)

Because this is a missing data problem W cannot
be found directly and so the EM-algorithm will
be used. The auxiliary function

(19)

is maximized over W, yielding a set of p(p + 1)
equations in p(p + 1) unknowns, p being the
dimension of the mixture mean vectors. Fortu-
nately, for HMMs containing diagonal covari-
ance matrices we can reorganize these equations
and solve p sets of p + 1 equations in p + 1
unknowns, where each set corresponds to one

 

Q W W'( )
=

Q∈Q
∑

K∈K
∑ p O,Q,K W,ΛΛ,W'( )log p O,Q,K W,ΛΛ,W( )

Ŵ = argmax
W

p O W,ΛΛ,W( ).

 p O W,ΛΛ,W( ) =
Q∈Q
∑

K∈K
∑ p O,Q,K W,ΛΛ,W( ),

µ̂µm = Wµ̃µm.

x̃

Wx̃ = Ax + b,

row of the matrix W. This alleviates the in-
evitable problem of ill-conditioned systems of
linear equations somewhat, but not completely.
The actual derivation of these linear equations is
deferred to a later chapter, where the use of prior
information will be incorporated.

A natural extension to the use of this global
transformation is to apply separate transforma-
tions to different parts of the model. A very con-
venient approach is to organize the model para-
meters in a tree structure like the one shown in
Figure 5. Here every node is the union of the
disjoint sets of parameters in its child nodes.
Using this structure one can also choose approx-
imately the number of transformations according
to the adaptation data available. The top node
can naturally be estimated using all the adapta-
tion data, while its child nodes will have to do
with increasingly smaller fractions as we go
down the tree. Setting a hard threshold enables
us to consider only those transformations that
can be estimated robustly. The tree itself can be
constructed using either expert knowledge or an
unsupervised clustering approach. An example
of the former is to use phonetic questions to
build a tree with binary splits.

A weakness of the MLLR approach is the sensi-
tivity of the performance with respect to the
number of transformations used. Using too many
transformations will inevitably yield systems of
linear equations that are very ill-conditioned,
while using too few leads to a suboptimal perfor-
mance. Although it is possible to tune the perfor-
mance using thresholds on the minimum number
of observations or setting a maximum number of
transformations, this is a very crude way to con-
trol the smoothness of the global map that does
the adaptation.

A natural extension to MLLR is to adapt the
covariance matrices of the mixture densities. In
[24] the adaptation is performed by setting the
covariance matrix equal to

Figure 5  A tree structure of
HMM parameters for use with

multiple MLLR transforma-
tions. The line illustrates a cut
in the tree where the transfor-

mations that have sufficient
adaptation data are separated
from the transformations that
cannot be estimated robustly

Λ11 Λ12 Λ21 Λ22 Λ31 Λ32

Λ1 Λ2 Λ3

Λ
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(20)

where Bm is the inverse of the Cholesky factor
of          and         is estimated in a maximum
likelihood sense. This method has been reported
to give a small, but significant, performance
increase.

One extension of the basic MLLR formulation
that can improve the robustness of the estimation
process is reviewed here. In [25] the MLLR
framework was extended to a MAP formulation
using prior distributions on the transformation
from the family of elliptically symmetric distri-
butions [26], which yields a closed form solution
to the maximization step of the EM algorithm.
This approach led to an increase in performance
compared to MLLR.

6.3  Structural Maximum 
a Posteriori Adaptation

Structural maximum a posteriori (SMAP) adap-
tation as published in [27, 28, 29] is not a
Bayesian approach in the sense that we defined
in Section 5. SMAP models the mismatch be-
tween the SI model and the test environment,
and then uses the mismatch model to transform
the SI model parameters. The mismatch is mod-
eled as follows. Let

for every mixture component m and adaptation
feature vector xt. The idea is now that y ~
N(y;0,I) if there is no mismatch. If this is not
true, however, we would expect y ~ N(y ν,η).
This distribution is referred to as a normalized
pdf.

Given the transformed observations, ymt, the
maximum likelihood estimates of the model
parameters are

where γt(m) is the probability of an observation
vector coming from mixture m at time t. Assum-
ing that the estimates             are known, the
adaptation step consists of transforming the mix-
ture component mean and variance parameters.
This is achieved using the relations,

In [29] the model parameters were organized in
a tree structure of mixture component clusters,
similar to the approach described in 6.2 for
MLLR. The reasons for this were twofold. For
one, this is a refinement of the mismatch model
which in turn leads to more accurate modeling of
the actual acoustic mismatch. Second, the tree
structure can be used in conjunction with the
hierarchical Bayes paradigm to yield MAP esti-
mates.

7  Adaptive Training
The final “main direction” in adaptation that we
will discuss is adaptive training. In principle
adaptive training encompasses all techniques
that use information embedded in the training
data to facilitate a more efficient adaptation. A
typical assumption used in adaptive training is
that the variability that we will encounter when
deploying the recognition system will be pre-
sent, to some extent, in the training data. A triv-
ial example is gender dependent models, in
which one model is trained separately for each
gender and the model selection is done during
the recognition phase. This approach has been
shown to exhibit a significant performance
improvement compared to gender independent
models [30].

Another approach which in some sense incorpo-
rates the gender variations while allowing for a
finer modeling, is vocal tract length normaliza-
tion (VTLN) [31]. The primary effect of having
different vocal tract lengths comes down to a
warping of the frequency. That is, to match the
spectrum of the “same” sound coming from two
different speakers, the frequency axis of one of
the speakers will have to be warped by a factor
α. The idea behind VTLN is that if this varia-
tion, which can be considered irrelevant as far as
speech recognition is concerned, can be re-
moved, we will be able to model the normalized
speech better than if the variation has to be mod-
eled as well. When speech from a new speaker
is to be recognized, the warping factor is deter-
mined in a maximum likelihood sense and the
speech normalized during the feature extraction
phase. It has also been shown that VTLN and
other adaptation approaches like MLLR are
complementary, although the performance in-
crease is sub-additive [32].

The two previous examples, while trivial, illus-
trate two separate directions in adaptive training.
When using gender dependent models we try to
identify speakers having some dissimilarities
that are best modeled separately, while VTLN
tries to normalize the speakers by removing the
variabilities which are irrelevant to the informa-
tion crucial to speech recognition. Next we will
present three approaches of somewhat higher
complexity that are showing some promise.
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These are speaker adaptive training (SAT),
eigenvoices and cluster adaptive training (CAT).

7.1  Speaker Adaptive Training
In speaker adaptive training (SAT) the normal-
ization principle of VTLN is taken one step fur-
ther [33, 34]. Its major assumption is the exis-
tence of a so-called compact model, ΛC, that
contains all relevant acoustic information for
recognition, and that every speaker r is related to
this model through a transformation, Tr. Typi-
cally Tr is in the form of one or more affine
transformations as in MLLR. If T = {T1, …, TR}
is the set of all transformations with respect to
all speakers, the maximum likelihood estimate
of the compact model is

(21)

where {O(r),W(r)} is the training data from
speaker r. The compact model and the transfor-
mations can be found using the EM algorithm.
The resulting compact model is reported to give
a better performance when adapted to a test
speaker than to a speaker independent model
adapted in a similar way. Also, a small perfor-
mance increase compared to the speaker inde-
pendent model is reported when no adaptation
is used at all.

7.2  Cluster Adaptive Training
The main assumption behind cluster adaptive
training is that there exist clusters of speakers
exhibiting similar acoustic properties. Any
unseen speaker is assumed to belong to one of
these clusters and so we should expect a perfor-
mance increase if we could successfully identify
this cluster and perform the recognition using a
“cluster-dependent” model.

In [35] a canonical model is introduced and used
to model different clusters of speakers as one.
This is made possible by introducing a matrix of 

C canonical means, , for

every mixture component m. Given a set M such
matrices for all mixtures m, we can estimate the
speaker dependent means, {µm}, for a speaker r
using

µm = Mmλr, (22)

where λr is the cluster weight vector for speaker
r. An alternative formulation is

µm = Mmλr + b, (23)

where b is a bias term and is typically equal to
the speaker independent mean.

 
Mm = µµm

(1),K ,µµm
(C)[ ]

 
ΛΛC ,T{ } = argmax

ΛΛ' ,T '
p

r=1

R
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⎜

⎞
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⎟ ,

Whichever formulation is used, we have to train
the canonical model by estimating the Mm

matrix for every mixture m. Then, using this
canonical model we can estimate a speaker
dependent model for any speaker r by finding
the cluster weight vector λr in a maximum likeli-
hood sense. As λr has the same dimensionality
as the number of clusters C, we expect to be able
to estimate this vector using very little adapta-
tion data. The performance ultimately depends
on how “close” the speaker is to the clusters, or
any linear combination thereof.

7.3  Eigenvoices
The term eigenvoices ([36]) was inspired by the
use of eigenfaces in the face recognition research
community [37]. However, the connection be-
tween eigenvoices and real human voices is still
somewhat vague as the eigenvoices are derived
from the parameter vectors of HMMs.

To find the eigenvoices a speaker dependent
model Λr will have to be trained for every
speaker r. Then, all the mean vectors of each
model Λr are concatenated into a single super-
vector mr, resulting in a set of R very long vec-
tors. On the basis of this collection of vectors
principal component analysis (PCA [38]) is per-
formed, and the K << R eigenvectors corre-
sponding to the K largest eigenvalues are stored.
A speaker independent model is also trained and
a super-vector consisting of the concatenation of
the mixture means is stored.

For every new speaker a new model can now be
found by estimating the mean vectors as a linear
combination of the SI super-vector and the
eigenvoice-vectors. This is constructed in a max-
imum likelihood sense, and so in this respect the
use of eigenvoices has a lot in common with
CAT. Eigenvoices have been shown to signifi-
cantly improve the performance for some sim-
pler tasks like the isolated letter recognition,
when as little as a few seconds of adaptation
material were available.

8  Summary
In this article we have reviewed the use of model
adaptation as a way to alleviate mismatches be-
tween the training and the test conditions. We
have also presented the principles behind model
adaptation, as well as a summary of some impor-
tant research directions.

The two major directions in model adaptation is
the Bayesian approach employed in MAP and
EMAP, and the transformation based approach
used in for example MLLR. The two approaches
have different strengths and weaknesses: Al-
though there is no theoretical basis for this, in
practice MAP adaptation needs large amounts of
data to update every model parameter due to the
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simple prior used. MLLR, on the other hand, can
improve the model significantly using only a
single utterance. However, when enough adapta-
tion data is available MAP has the desirable
property of convergence to the speaker depen-
dent model. Also, the use of prior distributions
allows for a smoother control of the learning
rate. A third direction, which we have referred
to as adaptive training, is also gaining in popu-
larity. These approaches use the training data to
model the variations that will occur on the test
data.

Finally, it is clear that current model adaptation
techniques are able to provide substantial perfor-
mance increases given a moderate amount of
adaptation data. But, if model adaptation is to be
a practical technology, complexity and memory
use need to be addressed. Although desktop
computers are more than powerful enough to
handle a single user at the time, more and more
interest is directed at ASR applications for PDAs
and cellular phones. There is also a need for
online adaptation approaches that are robust with
respect to adverse conditions. Model adaptation
is still a rich field with respect to future research.
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1  Introduction
Early automatic speech recognition (ASR) sys-
tems only considered restricted speaking styles,
i.e. careful articulation of isolated or connected
words. The increased modeling capacities of cur-
rent ASR systems also manage the looser articu-
lation of continuous speech. Making speech
technology based applications more widespread
has several consequences for the demands on
ASR systems:

New and larger vocabularies are needed when
ASR systems are used in new domains. When the
vocabulary is increased it is no longer feasible to
select the pronunciation variants by hand. Pro-
nunciations from various sources will often be
combined and a decision must be taken whether
to include one or more variants per word. The
less restricted grammar of a large vocabulary
speech recognition system will give more con-
fusability, and more care must be taken in the
selection of pronunciation.

When dialogues between humans and computers
are more natural, the ASR must handle more
conversational speech. Conversational speech is
harder for ASR systems to recognize correctly,
because of increased coarticulation and pronun-
ciation variability, as well as less predictable
language usage. Weintraub et al. [1] showed that
a spontaneous speaking style is harder to recog-
nize; when the same exact word sequences were
recorded in a truly spontaneous, acted sponta-
neous, and read style, the ASR system per-
formed much worse on spontaneous speech
compared with the other two styles.

Large-scale deployment of systems may increase
the amount of dialectal and accented speech that

a speech technology application may encounter.
A more international community increases the
portion of non-native speakers in the general
public; the substantial differences between
native and non-native speech will challenge a
natively trained ASR system. Even subtle differ-
ences that are easily handled by humans (e.g.
Australian versus US English) can still cause
problems for ASR.

The expertise of the user will change the speak-
ing style used. Novice users will often hyper-
articulate, especially when the system misrecog-
nizes them (“Not Austin, I said BOSTON”).
Expert users may become more relaxed, and
engage with the system using a less formal
speaking style. The type of variation seen will
depend on the conversational style of prompts in
a spoken dialogue system, as well as on the type
of task: systems where many people call once
or twice will encounter more novice speech,
whereas personal dictation systems may en-
counter speech from experienced users.

Ideally, speech recognizers should handle these
diverse speaking styles, (e.g. spontaneous
speech, hyperarticulated speech, accents,
dialects, and speech from users with different
mother tongues). This kind of variation in user
input is difficult to model and this is not solved
for in current state-of-the-art recognizers.

Pronunciation modeling is by no means a new
issue in the ASR community, early efforts are
reported in e.g. [2] and [3]. Pronunciation varia-
tion modeling is still an important issue in ASR
research, and overviews are for example given in
[4] and [5]. More recently multilingual ASR has
become an interest [6], which introduces new
challenges for pronunciation modeling.

Pronunciation Variation Modeling in
Automatic Speech Recognition
I N G U N N  A M D A L  A N D  E R I C  F O S L E R - L U S S I E R

Robust speech recognition is a critical research topic – systems must be able to handle a wide variation

in types of speech to make speech technology more user-friendly. One major source of variation in

speech is different speaking styles; handling this variation in user input is difficult for current state-of-

the-art recognizers. Modeling pronunciation variation within the system can ameliorate the difficulties

to some degree. Pronunciation variation can be modeled in different parts of the recognizer; in this

presentation we focus on lexical adaptation (other articles in this issue of Telektronikk cover other types

of robust modeling).

An overview of the methods used in pronunciation variation modeling by lexical adaptation will be given.

First, the automatic speech recognition system will be explained briefly with a focus on the pronuncia-

tion lexicon. Then, the main distinction between pronunciation modeling methods, knowledge based or

data-driven, is explained and illustrated with examples from selected work done in the field. Another

distinction often made is modeling of the pronunciation variants directly or indirectly through pronun-

ciation rules that make it possible to generalize knowledge or observations in a training set to unseen

data. Finally, a section on confusability reduction is included.
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2  The Automatic Speech
Recognition System

The recognition system may be divided into
three main elements as shown in the three lines
of Figure 1:

1 From speech via acoustic features to sub-word
units: acoustic models

2 From sub-word units to words: lexicon

3 From words to sentences: language model

The three modules shown in Figure 1 constitute
an automatic speech recognizer. For a recognizer
operating in a real speech-based application, the
user input will replace the “test speech” in the
figure.

Mathematically the system can be described as a
classifier. We observe a sequence (i.e. a feature
vector representing speech) O = (o1, o2, ..., oT)
and want to find the word (sequence) W that
maximizes the a posteriori probability (MAP)
which will give us the Bayes classifier:

(1)

Since the observation O is fixed and p(O) is
independent of W equation (1) reduces to:

(2)

P(W) is generally called the probability of the
language model, while p(O|W) is the probability
density of the acoustic model.

Recent work [7, 8] has shown that the recogni-
tion process can be modeled with a sequence of
finite-state transducers (FSTs). An abstract rep-
resentation of the Viterbi decoding process
might be given as:

(3)

where is the sequence of words correspond-

ing to the best recognition hypothesis, A is a
finite state automaton (FSA) containing the set
of acoustic scores computed from an input utter-
ance, T is a context-dependent FST, containing
a mapping from acoustic states to triphones, P is
the pronunciation model FST, containing a map-
ping from triphones to words, L is the language
model FSA, which contains N-gram statistics,
and ring is the composition operator. All of these
finite state machines are typically weighted, with
the costs derived from the probabilities of the
particular linguistic model.

Ŵ

 Ŵ = bestpath AoToPoL( )

Ŵ = argmax
W

p O W( )P W( )

Ŵ = argmax
W

P W O( ) = argmax
W

p O W( )P W( )
p O( )

3  How to Model Pronunciation
Variation in ASR

Pronunciation variation modeling can be imple-
mented in different parts of the speech recog-
nizer shown in Figure 1. Different realizations
of phonemes (allophonic variation) can for ex-
ample be handled using either more acoustic
units, more complex models (but fewer units), or
more pronunciation alternatives. The allophonic
variation can also be handled by adapting the
models to one speaker or a more homogeneous
subset of speakers.

The statistically based acoustic models of cur-
rent ASR systems are capable of handling much
of the variation seen in speech, including some
pronunciation variation [9]. More complex
acoustic models will, for example, handle many
allophonic variations in a suitable way. Adapta-
tion of the acoustic models is a successful
method to make speaker-dependent recognizers
with improved performance compared with
speaker-independent recognizers. Task adapta-
tion or adaptation to a group of speakers (e.g.
dialect adaptation) is possible, but in general,
the more homogeneous the adaptation target,
the better the performance. Modeling large vari-
ations within the same model by broadening the
distributions or adding more components in the
Gaussian mixture will give more diffuse, over-
lapping models that may lead to increased con-
fusability [10]. The success of this type of
speaker adaptation also depends on the match
between the actual pronunciations and the tran-
scription used in adaptation.

Some of the pronunciation variation is caused
by speaking style (dialects, non-native mother
tongue, etc.), and may be better handled by care-
ful design of the pronunciation dictionary, i.e.
pronunciation modeling [9]. The most common
way of dealing with pronunciation variation is
to put several pronunciation alternatives in the
ASR lexicon. These pronunciations are also
often used to retranscribe the speech corpus

Figure 1  Automatic speech
recognition system
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before a retraining of the acoustic models. Using
the lexicon to capture speaker variation makes
it possible to model several speakers simultane-
ously, thus using the same lexicon and the same
acoustic models for all speakers.

High quality recognizers always include a lan-
guage model, which is sometimes incorporated
in pronunciation modeling techniques. For large
vocabulary speech recognition, a well-designed
language model may decrease the negative
impact of a mismatch between the speaker and
the acoustic models and explicit pronunciation
modeling may be less important. If the speaking
style we try to model has special language model
characteristics, e.g. the hesitations and restarts of
spontaneous speech, they may be incorporated
directly into the language model [11].

One of the main challenges in pronunciation
modeling is to know which variation we are
attempting to model. The effects of the acoustic
models, the lexicon, and the language model will
interact, even the choices at the speech pre-pro-
cessing stage will influence the variation model-
ing. Superfluous complexity or, even worse,
adding contradicting changes, may result from
modeling the same variation in several recog-
nizer components. The two main techniques for
capturing variation, acoustic model adaptation
and lexicon adaptation, should be combined
using the method that gives the best result:
acoustic model adaptation for the pronunciation
variation that can be described as allophonic,
and lexicon adaptation for the more phonologi-
cal variation like deletions and insertions. In this
article, we focus on lexicon adaptation.

4  The ASR Lexicon
If units other than words are used for the acous-
tic models, we need a correspondence between
the acoustic model units and the words in the
vocabulary. When phones form the basic acous-
tic model units, this corresponds to, but is not
necessarily equal to, a pronunciation dictionary.
In the ASR community, the term lexicon is often
used instead of dictionary for this link. The mid-
dle line in Figure 1 shows that the lexicon is
often based on knowledge contrasting the opti-
mization based on speech data and objective cri-
teria that are used in the other parts of the recog-
nizer. Up till now most ASR systems use only
one canonical or a few pronunciations per word,
and these pronunciations have typically been
transcribed manually.

Some examples of entries in the CMU lexicon
[12] are given in Table 1.1) A number after the
word indicates a non-canonical pronunciation.
The numbers after the vowels indicate stress; not
all ASR lexica provide this information. Syllable
information is also given in some ASR lexica.
First of all we note that the word class is usually
not indicated. A consequence of this is that there
is no distinction between homographs (words
with the same spelling but different meanings)
with different pronunciations, such as the two
tenses of “read” in Table 1. Often an ASR lexi-
con will have only one entry in such cases. For
ASR lexica with multiple entries, several pro-
nunciations can be given for one word, e.g.
“realize”. There is usually only one entry for
words with different senses, but identical
spellings and pronunciations (homonyms). For
example, “right” can mean both a direction and a
notion of correctness (in addition to other
senses2)). Homonymy can be a problem because
the word sense information that could be useful
for language modeling and semantic parsing is
hidden. Homophones are words that have differ-
ent meanings (and usually different spellings),
but the same pronunciations. These words will
have separate entries, as shown for “two” and
“too”, but the ASR system must rely on the lan-
guage model to resolve which word is recog-
nized. This is the same as for human speech
recognition, except that we usually have more
contextual information available, such as the set-
ting and theme for the spoken utterance and the
identity of the speaker (this is a topic of prag-
matics). In ASR, such knowledge is incorporated
by using task and dialogue state dependent lan-
guage models.

Word Pronunciation

READ r eh1 d

READ (2) r iy1 d

READABILITY r iy2 d ah0 b ih1 l ih0 t iy0

READABLE r iy1 d ah0 b ah0 l

READER r iy1 d er0

READER’S r iy1 d er0 z

REALIZE r iy1 l ay2 z

REALIZE (2) r iy1 ah0 l ay2 z

RIGHT r ay1 t

TOO t uw1

TWO t uw1

Table 1  Examples of ASR
lexicon entries

1) We use the ARPABET [13] for phonetic transcriptions.
2) The Concise Oxford Dictionary lists 6 adjectives, 3 adverbs, 4 nouns, and 2 verbs for the word “right”.
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When multiple pronunciations are used for each
word, pronunciation probabilities may be used
to inhibit confusions due to rare pronunciations.
Pronunciation probabilities are often defined as
part of the language model instead of the lexi-
con. From a hand-labeled part of the speech
database Switchboard3) 36 different pronuncia-
tions for “the” were found in the test set, and 38
different pronunciations in the training set. Only
half of the variants found in the training set were
also observed in the test set. The confusability
caused by adding all observed variants can also
be illustrated by the 35 different words that had
the pronunciation [ax] (schwa) [15].

When adding more pronunciations for each
word, we can make the word probability depen-
dent on the pronunciation probability. The ASR
classifier equation (2) can then be decomposed
to include the pronunciations B for the word W
(often referred to as the base forms of W):

(4)

The last line is the Viterbi approximation of
using only the best pronunciation. The pronunci-
ation probability P(B|W) can be defined as a part
of the language model and we get the language
model probability P(B|W)P(W).

It was shown in [16] that augmenting the recog-
nizer lexicon with pronunciation variants found
in a general-purpose lexicon gave small perfor-
mance gains, and most for read native speech.
Error analysis showed that the system using a
single canonical pronunciation generated differ-
ent errors than the one using pronunciation vari-
ants, although the word error rate was similar.
For non-native speech, no improvement was
observed for context-dependent acoustic models
compared with context-independent models.
This speaking style had the largest gain using
speaker dependent acoustic model adaptation,
but the performance was still far from the results
for native speech. For spontaneous speech less
improvement was observed by speaker adapta-
tion than for read speech. Even if speaker adap-
tation was shown to give large improvements,
the resulting performance was worse than for
native read speech. To achieve results more
comparable to native read speech for these two
tasks, a combination of lexical and acoustic
adaptation may be beneficial.

 

p O W( )P W( ) = p O B,W( )
B∈B
∑ P B W( )P W( )

≈ max
B∈B

p O B,W( )P B W( )P W( )[ ]

5  Lexicon Adaptation
There are two main directions in finding pronun-
ciation variations, each involving different prob-
lems:

1 Knowledge based methods, where we try to
find the best pronunciation rules by applying
phonetic and linguistic knowledge as shown
in Figure 2. The main problem occurs if the
knowledge does not cover the variation we
want to model. We may then have too many
or too few variations and we may not know
how frequent they are.

2 Data-driven methods, where we use databases
of real speech to find the variations present as
shown in Figure 3. The problem is that the
variations based on a given database may give
a result too specific for that database. One of
the advantages is that we may compute proba-
bilities for the variants, as opposed to the
knowledge-based methods.

For both these methods we can distinguish
between direct and indirect modeling. The pro-
nunciation variants can either be derived directly
for each word or indirectly by deriving pronun-
ciation rules and using these rules to generate
new pronunciations. Data-driven direct model-
ing limits us to model only words observed
sufficiently many times in the adaptation set,
whereas for indirect modeling (both for data-
driven and knowledge based) care must be taken

Figure 2  Knowledge-based 
lexicon adaptation

Figure 3  Data-driven 
lexicon adaptation

3) Switchboard is a standard corpus of human-human telephone conversations in US English available from the Linguistic Data Consortium; a portion of
it was phonetically transcribed by Greenberg et al. [14].
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in the generalization from the observed varia-
tion. If a certain variation appears in very differ-
ent contexts in the adaptation data compared
with the test data the generalization may not be
valid. Variation observed in function words in
the adaptation data may for example not be a
variation appropriate for content words in the
test data even if the phone context is the same.
This can be illustrated by the function word
“for” with the canonical pronunciation [f ao
r] and the alternative pronunciation [f er].
This transformation is not equally probable for
the noun “forest” with the canonical pronuncia-
tion [f ao r ah s t].

In the FST formalism given in equation (3), indi-
rect modeling using phonological rules can be
represented as an additional phone confusion
FST C between the triphones and the lexicon
[17]:

(5)

The main reasons to use indirect modeling in a
data-driven approach are:

• The vocabulary of the data used for rule deriv-
ation can be different from that of the test
data. Rules help us generalize the variation
seen in the adaptation data to words not pre-
sent (“unseen words”).

• Rules depend on smaller segments than words
and will occur more often, giving more reli-
able estimates.

• A possible extension to crossword rules will
be easier.

Some of the pronunciation variation will be pre-
sent across word boundaries [18]. Using rules
makes the extension to cross-word pronunciation
modeling easier, although multi-words make it

 Ŵ = bestpath AoT oCoPoL( )

possible to model cross-word effects also when
dealing directly with pronunciation variants [19].
Multi-words are new lexical items formed of
several words, e.g. “going to” can be treated as
one word to account for the pronunciation vari-
ant [g aa n ax].

In general, there has been a migration from
knowledge-based methods to data-driven meth-
ods. In [20] it was shown that general-purpose
lexica do not model spontaneous speech suffi-
ciently well. Only 33 % of the pronunciations
found in the hand-labeled part of Switchboard
were present in the Pronlex dictionary [21]. The
non-canonical pronunciations showed an 11 %
increase in word error rate over canonically pro-
nounced words. Another observation was that
frequent segments showed more variation, e.g.
function words. Data-driven methods will model
frequently occurring segments better. This might
be an advantage, as frequent words will have a
larger influence on the WER. Besides, ASR is
based on statistics, and the differences and simi-
larities perceived by humans might not be the
most useful for ASR. A combination is thus
usual, using some kind of data-driven method to
verify the rules and find probabilities for them.

5.1  Examples of Knowledge Based
Pronunciation Modeling

5.1.1  Linguistically Derived Phonological
Rules

In [22], Tajchman et al. investigated ten phono-
logical rules for US English. These ten rules are
given in Table 2. We observe that the seven red-
uction rules have no context, whereas the three
substitution rules have phone groups as context.
Context given as phonetic features or phone
groups is common for knowledge based phono-
logical rules. A surface lexicon was built con-
taining the unmodified pronunciations as well as
the pronunciations resulting from the application
of each relevant phonological rule. Each pronun-
ciation was tagged with the use of rules in order
to facilitate counting occurrences of each rule.
The main issue in this paper was to estimate the
pronunciation probabilities for unseen words
using the rule probabilities. The rule probabili-
ties found using automatic transcription (on
WSJ) were similar to probabilities found using
hand-labeled data on another set (TIMIT). This
indicates that the phonological rules have a
probability independent of the specific corpus.
It was shown that pruning the resulting surface
lexicon gave improved recognition results.

Probabilities for linguistically based transforma-
tion rules can also be determined by decision
trees, as shown by Finke and Waibel [23].
Forced alignment was used to choose among
the rules in the training corpus, which was the

Name Rule

Reductions:

Mid vowels -stress [aa ae ah ao eh er ey ow uh] → ax

High vowels -stress [iy ih uw] → ix

R-vowel -stress [er] → axr

Syllabic n [ax ix] n → en

Syllabic m [ax ix] m → em

Syllabic l [ax ix] l → el

Syllabic r [ax ix] r → axr

Flapping [tcl dcl][t d] → dx / V _ [ax ix axr]

Flapping-r [tcl dcl][t d] → dx / V r _ [ax ix axr]

H-voicing hh → hv / [+voice] _ [+voice]

Table 2  Knowledge based
phonological rules for US
English, after [22]
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Switchboard database (using a speaker adapted
recognizer). These data-verified rules were mod-
eled in a decision tree, taking into account the
context dependency of phonetic neighbors, word
type, speaking rate, average word or phone dura-
tion, vowel stress, pitch, and computed probabil-
ities. A rule probability was estimated from the
relative frequency of the use of each rule. The
resulting transformation rules were interpreted
as speaking mode dependent. The lexicon was
expanded using pronunciations found by forced
alignment, i.e. direct modeling, but with indirect
modeling as an intermediate step. The variants
found using the derived rules did not increase
the performance as much as when selecting vari-
ants from the baseline dictionary. The authors
interpreted this as due to added confusability.
Pronunciation weighting using the speaking
mode dependent decision trees increased the per-
formance. The starting point for this experiment
was knowledge based, but data were used for
verification.

Five known pronunciation rules for Dutch (4
deletion rules and 1 insertion rule) were investi-
gated by Kessens et al. in [24] and Wester et al.
in [25]. Improvements were shown by incorpo-
rating them in known contexts. Modifying the
acoustic models by retranscribing the training
data using the variants gave increased improve-
ment. Language model modification was done
by incorporating pronunciation probabilities
(computed from forced alignment of training
data) and gave further improvement. Crossword
rules were investigated by including both “bor-
der” versions of pronunciations and multi-words.
In both cases this was limited to frequently
occurring variations. A data-driven approach
was compared with this knowledge-based
approach by Kessens et al. in [26]. Deletion
rules were found by allowing deletions in an
alternative transcription, in order to let the
acoustic models decide where to delete phones.
The knowledge based approach and the data-
driven approach gave about the same perfor-
mance, but the data-driven approach resulted in
a smaller lexicon. As the data-driven rule deriva-
tion was controlled by frequency counts, the
most frequently occurring variations (the most
important ones) were favored. There was a 96 %
overlap in transcriptions by the two approaches.
The data-driven rule context was phone identity,
whereas the knowledge rule context contained
broader groups of phones. The knowledge-based
rules will therefore be applied more often, even
if the same transformation (in this case deletion)
is described.

5.1.2  Manually Transcribed Data
Using hand-labeled data is also a kind of knowl-
edge-based method, but if the pronunciations
found are used in retranscriptions, the categoriz-

ing is less clear-cut. One example of this is
experiments performed during the Johns Hop-
kins summer workshop in 1997 described by
Byrne et al. in [27] and Riley et al. in [28]. The
results show that pronunciation modeling tech-
niques using automatically labeled data per-
formed better than hand-labeled. The experi-
ments first used indirect pronunciation modeling
using the rules to generate variants for unseen
words. Decision trees were used to model the
phonological rules seen in hand-labeled speech
material, i.e. which phones can be neighbors
dependent on lexical stress and distance from
word boundary. From these decision trees a
small network of possible alternate transcription
was made for each word. Using all of these alter-
native pronunciations for recognition decreased
the performance. This is the same effect as was
shown in [23] and shows the need for some way
to choose which pronunciations to accept in the
lexicon. The alternative pronunciations from the
decision trees were then used in a forced align-
ment to retranscribe the corpus. Using new deci-
sion trees based on this automatic transcription
the performance increased. The authors’ inter-
pretation was that there was a mismatch between
transcription by human perception and machine
perception. Another reason may be that the
hand-labeled material was much smaller than the
automatically transcribed since the process of
hand labeling is time consuming and expensive.

Direct modeling with hand-labeled data as boot-
strap was also investigated in the experiments of
the Johns Hopkins summer workshop in 1997
using an “explicit dictionary expansion”, [27]
and [28]. Pronunciations found sufficiently often
in the hand-labeled or the automatically tran-
scribed corpus were put in the lexicon with
weights based on relative frequency. This means
fewer variations for the recognizer, and the per-
formance increased, as expected. Multi-words
were used to model coarticulation effects be-
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tween some of the words. The conclusion of the
experiments was that crossword context is not
necessary except for some words. Using the ini-
tial decision tree rules to retranscribe the training
set and train new acoustic models increased the
performance. These new models were used for a
new retranscription, making new decision trees
and new explicit lexicon expansions, improved
the performance even more. These experiments
also showed the need for care when deriving the
weights for the alternate pronunciations (i.e. pro-
nunciation probabilities).

5.2  Direct Data-driven 
Pronunciation Modeling

One of the major challenges in pronunciation
modeling is to decide which pronunciations to
include in the lexicon to get the best ASR per-
formance. Most ASR lexica in use today are
based on linguistic knowledge only and are not
optimized with respect to ASR performance.
Data-driven pronunciation modeling focuses
on finding the “best” pronunciations given an
objective criterion.

An overview of the recognition system with
adapted lexicon based on data-driven methods is
shown in Figure 4. The new lexicon is affected
by both the adaptation data and the acoustic
models, and for most approaches also the knowl-
edge based reference lexicon. For consistency,
the language model should also be considered in
lexicon adaptation (but often it is not); this is
shown by a dashed arrow. The acoustic models
may also be adapted by the new data, possibly
using the new lexicon. The new lexicon may
also influence the language model. For an opti-
mal system the influence between all parts of the
system should be considered giving a joint opti-
mization.

Pronunciation variation modeling can be
described in two steps:

1 Find pronunciation variants
2 Assess the variants and modify the lexicon

5.3  Examples of Direct Data-driven
Pronunciation Modeling

A truly data-driven method was reported by
Holter and Svendsen in [29], using some of the
methods derived for finding optimal pronuncia-
tions presented in [30]. For the experiments a
US English database with a 991 word vocabu-
lary was used. No rules or hand-labeled data
were used, only a baseline recognizer. This rec-
ognizer was used to make an N-best list of pro-
nunciations without any prior knowledge of the
vocabulary other than the number of words and
the boundaries of each word, which is usually
present in an orthographic transcription. A sub-
set of these pronunciations was chosen through a

maximum likelihood algorithm doing joint opti-
mization for all the utterances of each word. A
clustering procedure chose which variants to add
in the lexicon to ensure distinct pronunciations,
still using the maximum likelihood metric. The
appeal of this idea is that it uses objective crite-
ria for the optimization of all parts of the recog-
nizer. The same method, using a 10-best phone
loop, has been shown to give improvements for
pronunciation modeling of Norwegian natural
numbers [31].

Another approach to finding variants using data-
driven methods was presented by Fosler-Lussier
in [19] and [32]. First, an alternative transcrip-
tion based on a bigram phone grammar was used
to derive rules using decision trees. Then the
training set was retranscribed using these rules
to get a “smoothed transcription”, and the pro-
nunciation variants that occurred frequently
enough were added to the lexicon. An added
feature in this approach is the use of “dynamic”
lexica, including word frequency, word trigram
probability, word length, and speaking rate mea-
sures in the pronunciation modeling.

A similar approach was described for the Verb-
mobil project by Wolff et al. in [33]. A phone
recognizer generated alternative hypotheses that
were aligned with a transcription based on the
canonical lexicon entries. Pronunciations occur-
ring eight times or more were included in the
lexicon and gave an increased performance. A
measure of confusability called “consolidation”
showed that words occurring 15 times or more
had reached a “stable” set of pronunciations.
This threshold excluded 85 % of the lexicon
adaptation material. The algorithm was therefore
expanded to incorporate generalization by using
frequent sequences instead of words only.

5.4  Indirect Data-driven
Pronunciation modeling

Generating pronunciation variants using rules
that are automatically derived from data is
another modeling option. These rules should
ideally capture the difference between the refer-
ence pronunciation of a word and the actual pro-
nunciation used by the speakers. This approach
is similar to the first step in the variant genera-
tion of [19] and [33], as well as the approach
based on hand-labeled transcriptions in [28].

Decision tree modeling, also called CART
(Classification and regression trees) modeling
is a popular method for deriving pronunciation
rules. It is described in some of the earliest pro-
nunciation modeling approaches, e.g. [3] and
[34]. Usually one tree is built for each phone.
The number of rules is controlled by limiting the
number of mappings in each leaf, and the leaf
probabilities can be used as rule probabilities.
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Pronunciation variant generation by using data-
driven rule derivation can be described in five
steps:

1 Automatically generate alternative transcrip-
tions

2 Align the reference and alternative transcrip-
tions

3 Derive rules from the alignment
4 Assess and prune the rules
5 Generate pronunciation variants from the

rules, assess the variants, prune or assign
weights, and modify the lexicon

As we can see the first step in direct pronuncia-
tion variant modeling is replaced by a 4-step rule
derivation and a step 5 to generate variants from
the rules. Step 4 is not trivial; rules may interact
and one rule may change the context affecting
other rules. The rule pruning will control the
number of variants indirectly, but we need a step
5 to assess the variants. We may also add a step
6 performing retranscription of the lexicon adap-
tation material and iterate the process. The five
steps are discussed more carefully below:

Step 1
The first step in rule generation is finding an
alternative transcription that can reveal the true
pronunciations of the speakers. We can also use
knowledge as a starting point: if we have hand-
labeled data, pronunciation rules can be derived
from comparing this transcription with the refer-
ence. The reference transcription will also often
be derived semi-automatically. Usually only a
word transcription exists, and if the reference
lexicon contains several pronunciations, the
recognizer is used to choose pronunciation by
forced alignment. The third possibility is to use
a phone recognizer. As an example, the two tran-
scriptions for the utterance “Paramount Pictures
expected eight ...” are shown in Table 3.

Step 2
The usual approach when aligning the two tran-
scriptions is to use dynamic programming. The
difference between the methods lies in how the
costs for the phone-to-phone mappings are as-

signed: often either uniform cost or phonetically
based costs are used. The latter rely on knowl-
edge about phone similarity and the assumption
that the probability of phone-to-phone mappings
due to pronunciation variation will follow phone
similarities. In [35], an alternative alignment
procedure was proposed using an estimated rela-
tion measure between the phones in the refer-
ence transcription and in the alternative tran-
scription of the new speaker data. This measure
utilizes statistically significant correspondence
between the phones in the two transcriptions and
was called association strength. An example of
an alignment of the transcriptions in Table 3 is
shown in Table 4.

Step 3
Rules representing the pronunciation variation
can be extracted from the alignment of the two
transcriptions. A usual approach in rule based
pronunciation modeling is to let the rules
express phone-to-phone mappings (allowing
deletions and insertions). The rules are usually
defined as dependent on a specified context. The
width of the context has to be decided as well as
which other information to include. The most
frequently used context is one phone neighbour
to each side of the phone(s) affected by the rule.
This is different compared with knowledge-
based rules where the context often is given as
phonetic features as shown in Table 2. Also for
data-driven rules other contexts than phone iden-
tity are used and contexts shown to have effect
include word frequency [19], lexical stress, and
syllabic information [28]. Using more complex
contexts demands either more data to estimate
the rules properly or a generalization of the con-
texts. CART trees can be used to generalize the
context of a rule automatically. For crossword
rules the word boundary information must be
included in the context. From the example tran-
scriptions for “Paramount Pictures ...” we can
derive several rules. Examples of word internal
phone-to-phone-mappings with context given by
phone identity are:

[r ah m] maps to [r m] (a deletion)

p eh r ah m aw n t p ih k ch er z ih k s p eh k t ah d ey    t

p eh r    m aa m   p ih k ch er z ah k s p eh k t ih t ey iy t

Table 4 Example of alignment
of the transcriptions for the

utterance “Paramount
Pictures expected eight ...”

Reference transcription (canonical pronunciations):

[p eh r ah m aw n t p ih k ch er z ih k s p eh k t ah d ey t]

Alternative transcription (phone loop on spontaneous dictation):

[p eh r m aa m p ih k ch er z ah k s p eh k t ih t ey iy t]

Table 3 Example of reference
and alternative phonetic

transcriptions for the utterance
“Paramount Pictures expected

eight ...”
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and

[m aw n] maps to [m aa m] (two substitu-
tions)

In the last case a word-external rule may be
more appropriate ($ marks the word border):

[m aw n t $ p] maps to [m aa m $ p]

Step 4
Most rule-based pronunciation modeling tech-
niques need some kind of pruning to control
which of the alternative pronunciations that
should be included in the lexicon. Rarely used
pronunciations may introduce more errors than
they correct. We can use a threshold based either
on the rule probabilities, the pronunciation prob-
abilities, or both, to control the number of new
pronunciations to add.

Step 5
From the resulting set of selected rules new pro-
nunciations are derived. Using several rules for
each pronunciation will result in a huge number
of new pronunciations:

# pronunciations =
(# rules for phone 1) ⋅ (#rules for phone 2) ... (6)

The resulting pronunciation probabilities derived
from the rule probabilities would be very low for
most of the multi-rule derived pronunciations.
One way around this is to use estimated pronun-
ciation probabilities as a threshold to limit the
number of variants instead of, or in addition to,
the rule probability threshold.

Pronunciation probabilities can be estimated
directly by counting the different pronunciations
chosen when retranscribing the adaptation data
by forced alignment (restricted by the initial
rules). This was described as “smoothed tran-
scription” in [19] and “explicit” dictionary ex-
pansion in [28]. Estimating pronunciation proba-
bilities is not trivial for unseen words. Rule
probabilities make it possible to estimate the
probability for unseen words and pronunciations,
but care must be taken. In [22], the problem of
combining the rule probabilities to word proba-
bilities was discussed. Pronunciation probabili-
ties derived from the decision trees were com-
pared with pronunciation probabilities estimated
by frequency counts in [28]. These two ways of
estimating the pronunciation probability did not
give the same result.

When we have little data to derive pronuncia-
tions from, it may also be necessary to merge
the reference lexicon and the new pronunciations
[36]. In [19], merging was found beneficial even
if a 100-hour adaptation set was used, because

the pronunciations were modeled directly and
the infrequently occurring words got too “noisy”
pronunciations.

5.5  Examples of Indirect Data-driven
Pronunciation Modeling

Humphries and Woodland did experiments on
British English accent modeling in [37]. This is
an example of indirect modeling, deriving pro-
nunciation rules from data. No hand-labeled
transcription was used, so this is an entirely
data-driven approach. Alternate transcriptions
were found by allowing all vowels to be substi-
tuted and then using a forced alignment. Vowel
transformations are an important difference
between British English accents. The three best
transcriptions were used to derive rules using
context dependent decision trees including leaf
probabilities. A new pronunciation dictionary
was then made for the new accent. Typically,
an average of 4 pronunciations per word were
found to be effective. The test was performed on
a 2000 word vocabulary, and adding pronuncia-
tions increased the performance.

Humphries and Woodland have also done exper-
iments on British versus US English in [36] and
[38]. The recognizer was here used to perform a
free (and erroneous) transcription. An acoustic
confidence measure was used to filter the tran-
scribed data before rule derivation. This tran-
scription was aligned with the canonical pronun-
ciations in the British English lexicon. A list of
possible phone transformations (substitutions,
insertions and deletions) was generated and
incorporated in a decision tree. Examination
revealed interesting correlations with linguistic
analysis of the differences between British and
US English, e.g. transformation of [t] to [d] in
certain contexts. The British-trained recognizer
was tested on US English speech using US-
adapted pronunciations, and this gave an in-
creased performance compared with using
British pronunciations [36]. There was no differ-
ence between using British pronunciations and
adapted US pronunciations when training new
acoustic models on US English speech [38]. The
performance was worse but comparable to US
models trained on “real” US pronunciations. In
the case of sufficient training material, the extra
phonological information was of less value. The
authors suggested that in this case the pronuncia-
tion variation was taken care of by the acoustic
models.

An example of the migration from knowledge
based to data-driven modeling, is the work of
Cremelie et al. Their first work was based on
hand-labeled data [39]. Later work in [40] and
[41] was based on automatically derived
“expert” transcriptions where a constrained
speech recognizer was used. In the improved
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version [40], more linguistic constraints were
put into the automatic transcription, a wider con-
text was used, and negative rules were allowed.
Negative rules means that variation is prohib-
ited. In [41], further improvements gave a sig-
nificant performance gain. Pronunciation rules
were derived from alignment of the reference
and “expert” transcriptions, and each acoustic
segment was only allowed to count for one rule.
Rule probabilities were found by frequency
counts and the rules were ordered in a rule hier-
archy that favored more specific rules. The most
important rules were the coarticulation rules
between words; most other experiments only
consider intra-word variations. These coarticula-
tion rules were incorporated in the language
model (since cross-word rules cannot simply be
added to the lexicon). For the experiments, they
used two databases with different vocabularies
for both English and Flemish, i.e. four databases
in total. Cross-checking between the two data-
bases for the same language was done to investi-
gate possible corpus-specific rules. The results
showed improvement for both languages and
about the same level of improvement for rules
based on either automatically generated or hand-
made transcriptions. The automatic transcription
version was best in some tests, the same effect as
observed by Byrne et al. [27]. According to the
authors, the reason could be that the automatic
transcription caught the peculiarities of the rec-
ognizer and therefore gave rules better suited for
this particular recognizer.

In [42], Amdal et al. used data-driven app-
roaches for all the steps in indirect data-driven
pronunciation modeling. For the alignment of
the reference and alternative pronunciations the
association strength introduced in [35] was used
to derive phone substitution costs from the data.
A metric based on acoustic log likelihood was
used in rule pruning. The methods were evalu-
ated on a non-native task. The results showed
that the acoustic log likelihood pruning im-
proved the ASR performance compared with the
more traditional rule probability pruning. A bet-
ter performance was observed when modeling
the non-native speakers jointly than individually.
This was a surprising result, as the speakers had
quite different language backgrounds, but may
be caused by the small amount of data available.
Even if the joint set of non-native speech was
more diverse, the larger amount of data was ben-
eficial to get a more reliable rule selection for
the data-driven methods investigated.

5.6  Confusability Reduction
Confusability reduction is closely linked to the
pruning of rules and pronunciation variants. As
shown the assessment of pronunciations is usually
done by one or a combination of these methods:

• Assess pronunciation rules (the resulting vari-
ants will then be assessed indirectly)

• Assess each pronunciation variant directly

Modeling pronunciation variation by adding sev-
eral pronunciations for each word in the lexicon
should be done with care. More variants, and
probably more similar variants, will increase the
lexical confusability and the error rate. A method
of balancing the “old” errors corrected and the
“new” errors introduced should be included in
the algorithm. Rule and variant assessment only
considers the “goodness” of each pronunciation
alone and how it performs on the word that the
pronunciation belongs to. In general, the pronun-
ciations will interact; thus, a more global app-
roach to assess the total set of pronunciations
that takes into account the effect on the other
words in the vocabulary should be beneficial.
This calls for discriminative techniques incor-
porating misclassification measures.

Torre et al. explored in [43] measures of word
confusability by first estimating a phone confu-
sion matrix. The phone confusions were com-
bined with word confusions that were used in
vocabulary selection. If we have several syn-
onyms, this algorithm can be used to choose
the best pronunciations among synonyms. With
basis in the same algorithms, automatic alterna-
tive transcription generation was also examined
with promising preliminary tests. Phone confu-
sion matrices were also used by Sloboda and
Waibel in [44]. First the confusion matrix was
used to smooth a phone bigram that was used to
automatically find variants for frequently mis-
recognized words. For the variants found, homo-
phones as well as variants that only differed in
confusing phones, were eliminated.

Discriminative model combination was used for
pronunciation modeling experiments by Schramm
and Beyerlein in [45]. An expression for the
word error count including the pronunciation
weights was derived. Minimizing this function
with respect to these weights gave an iteration
formula for updating the weights. The update
function depends on the frequency of occurrence
of the pronunciation in the true word as well as
for competing words. The technique presented is
similar to the one presented by Korkmazskiy and
Juang in [46], where discriminative adaptation
of pronunciation weights were used.

A confusability measure based on substring
matching was presented by Wester and Fosler-
Lussier in [47]. All possible word pronuncia-
tions that matched substrings in the reference
transcription were used to make a lattice of con-
fusable words. The confusability metric was cal-
culated by considering the number of words that
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corresponded to each phone. Pronunciations
with high confusion counts were then removed.

This method was later extended to incorporate
acoustic confusability by Fosler-Lussier et al. in
[48]. The FST formulation of the ASR system as
shown in equation (3) is utilized by inverting the
FSTs. A weighted set of all word sequences W
confusable with any word sequence W was
derived by composing the given word sequence
with inverted transducers until acoustic scores
were produced, and then reversing the process:

(7)

A confusion matrix represented by a FST C was
used to model T–1

° T. This confusion matrix
was trained on the recognition errors of a train-
ing set. It was shown that the confusion matrix
formalism was able to reasonably predict recog-
nition errors in the test set at least better than
chance.

6  Concluding Remarks
We have given an overview of pronunciation
modeling by lexicon adaptation. There has been
a migration from knowledge-based methods to
more data-driven methods and combinations of
the two.

A use of pronunciation modeling not covered in
this article is computer-assisted language learn-
ing (CALL) systems. In second-language in-
struction technologies, pronunciation variation
modeling can help capture regular patterns of
errors made by students. One challenge in this
domain is that the pronunciations of the users
(hopefully) will change over time.

For most experiments, the improvements seen
are modest. A general observation is that adding
variants to the ASR lexicon not only corrects
errors, but also introduces errors. One reason for
the modest improvements achieved in pronunci-
ation modeling is the lack of a way to control the
confusability between pronunciations. To make
lexica tailored to a person or group we cannot
rely on just adding extra pronunciations, we
must also remove confusable ones. One of the
main topics in pronunciation variation modeling
presently is therefore confusability measures.
Speaker dependent lexicon adaptation is also an
interesting subject in the current focus of the
pronunciation modeling community.
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1  Background
Spoken language is the primary object of study
for many linguistic disciplines in addition to phon-
etics. For a phonetician it is natural to split speech
research into two groups: segmental and prosodic
studies. Segmental studies focus on the different
speech sounds. An example of a segmental study
is a diachronic survey of the pronunciation of the
phoneme /r/ in Norwegian (e.g. Foldvik 1977).
Prosodic studies focus on larger entities of
speech, e.g. syllables, words or utterances.

The most studied prosodic property in spoken
Norwegian is what has often been called lexical
tone. In short, most dialects of spoken Norwe-
gian must generate one of two possible “mel-
odies” to a word when uttered in isolation. Nor-
wegian can thus distinguish between pairs of
words based on their melody. An example of
this is the word pair “Hammer” (which is a com-
mon Norwegian surname) [1ham:er] and “ham-
mer” (Eng. “hammer”) [2ham:er]. Figures 1 and
2 illustrate the tonal difference between the two
words.1)

In addition to most dialects of Norwegian and
Swedish, this tonal system called lexical tone or
pitch accent is only found in some varieties of
Serbo-Croat (Cruttenden 1997: 11). This exotic
aspect is probably an important reason for the
numerous amounts of Norwegian studies with
focus on word tone, while there have been very
few studies of intonation contours.

Norwegian phoneticians and linguists have often
focused on the Norwegian word tones or to-
nemes in their studies, and some of these studies
have also proved that tonality is an important
dialect marker. All such tonal studies can be put
somewhere along a scale ranging from impres-
sionistic estimation to instrumental measuring.
By impressionistic studies we mean work that is
based on the researcher’s own subjective estima-
tions of the object analysed. An instrumental
study is mainly based on acoustic measuring of
the F0 contour.

The next section will present a few tonal studies
of Norwegian, and discuss the methodological
traditions that these have been founded on. We
will look at studies of both word tone and intona-
tion, and we will use “tonal studies” as a collec-
tive term for both these types of studies. We will
look at details like choice of speech material, pre-
sentations of acoustic analyses and statistical
treatments of the data from these analyses.

2  A Selection of Norwegian
Tonal Studies

2.1  Ivar Alnæs; Musical Notes and
Violins

If we look at studies of spoken Norwegian, it is
hard to find works based on instrumental mea-
suring earlier than the first published work by
Ernst W. Selmer in 1917. Before 1917 the explo-
rations that is today considered tonal studies of

The ‘Melody’ in Synthetic Speech: 
What Kind of Phonetic Knowledge 
Can Be Used to Improve It?
J Ø R N  A L M B E R G

Speech melody, or intonation, is a phenomenon that is of interest to both speech engineers and
phoneticians. We know that intonation plays a central part when it comes to the perceived naturalness
of synthetic speech. We also know that continuous synthesized speech is much easier to understand if
it has “good” intonation.

“What is good intonation?” is a crucial question for a speech engineer. “What is a typical intonation?”
might be the corresponding question for a phonetician. The answers to these two questions are hardly
very different from each other. On the contrary, the speech engineer and the phonetician often engage
in the same problems. An example of the close relationship between the two perspectives is that
phoneticians often use speech synthesis in their perceptually oriented intonation studies. But the pho-
netician and the speech engineer usually choose different methods in their research of the same object.
Consequently their results are also of different natures: A phonetician often describes intonation through
phonological features like High, Low, Rise and Fall, while a speech engineer prefers results represented
as numerical values based on statistical analyses.

This article will look at the methodological approach of a number of phonetic studies on Norwegian tone
and intonation. Furthermore, it will present preliminary findings from the author's ongoing phonetic study
of Norwegian intonation, in order to suggest how a phonetic intonation study based on linguistic analysis
may be of more immediate value to speech technology research and development.

Jørn Almberg (32) is finalising
his doctoral thesis in phonetics
by the autumn of 2003 at the
Department of Language- and
Communication Studies at the
Norwegian University of Science
and Technology (NTNU). His
thesis will present a quantitative
acoustic analysis of intonation
produced in different Norwegian
dialect regions. The study uses
data from the Telenor speech
database TABU.0. Almberg’s
research inerests are mainly
experimental-acoustic studies of
prosody in Norwegian speech,
and often with a dialectal per-
spective. He has participated in
a number of interdisciplinary
projects along with the Depart-
ment of Telecommunications at
NTNU and/or the Speech tech-
nology group at Telenor R&D.
He has also developed some
web-based speech resources,
e.g.
http://www.ling.hf.ntnu.no/nos/.

jorn.almberg@hf.ntnu.no

1) Sound samples and graphic illustrations of the Norwegian word tones in different dialects can be found on this
website from the internet resource Norske språklyder (Eng. Norwegian speech sounds):
http://www.ling.hf.ntnu.no/ipa/no/tema_008.html
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Norwegian were carried out without any instru-
mental tools. One important work is the one by
Johan Storm (1860), who established the term
word tones, which stands for the phenomenon
illustrated in Figures 1 and 2.

Ivar Alnæs (1916) carried out another important
early work on Norwegian intonation. While
Storm focused on the tone of isolated words,
Alnæs presented a description of the tonal prop-
erties on the different levels up to the sentence
level. He was the first to speak about tonal
groups (No. tonelagsgrupper), a term he used
for groups of words that were held together by
the realisation of one single “word tone” or lexi-
cal tone.2) Methodologically he can be compared
to Storm, since they both used their ears as their

most important instrument for analysis. Based
on their auditive impressions they both tried to
imitate tonal movements of speech with violins,
so that they in the next turn could draw musical
notes.

Figure 3 illustrates how Alnæs used musical
notes in his tonal descriptions. It also shows
Alnæs’ point that tonal groups can consist of
more than one word: the two tonal groups in
Figure 3 consist of four and five words, respec-
tively.3)

Alnæs sometimes used a phonograph, and later
a parlograph, which were sound recorders that
were available at his time. The recorders made it
possible to listen to the speech sample more than
once, thus making Alnæs’ musical annotations
more accurate than when he listened to “live
speech”.

At this time (1916) instrumental measuring of
tonal height had been performed for several
decades internationally. Alnæs was aware of
this, and regretted the fact that such equipment
was not yet available in Norway. He comforted
himself with the rumours saying that instrumen-
tal analyses were very time demanding, and that
his own methodology made him much more
flexible in space and time. “I have, so to say, my
laboratory with me everywhere” (Alnæs 1916: 3;
our translation). The instruments used in foreign
studies at that time were not very flexible, as
they were able to analyse only short recordings
of lab-speech at a time.

2.2  Arne Vanvik – Introspection, and
the Dialect Aspect

For reasons of space, we skip studies like Mo
(e.g. 1925), Selmer (e.g. 1928), and Haugen
and Joos (1952), and move on to the works on
Norwegian word tone by Arne Vanvik. Vanvik
wrote a book about the Trondheim dialect (Van-
vik 1966) and published two articles, which
described “standard East Norwegian” (Vanvik
1972 and 1973). These works describe the tonal

Figure 3  Tonal annotation by Alnæs
(1916: 94). The example consists of two
tonal groups: (Dæ’k’ saa) and (svært
læng’ si’n jæ saa’n). A vertical bar
separates the two tonal groups

2) The entity Alnæs called tonelagsgruppe in Norwegian has later been referred to with the terms Foot (Fretheim and Nilsen 1989), and Accent Phrase
(Kristoffersen 2000: 275 pp).

3) The orthography of the first tonal group reflects a number of elisions, which makes it look like only two or three words instead of the original four.

Figure 2  Pitch contour of an
East Norwegian pronunciation
of “hammer” (Eng. ‘hammer’)
[2ham:er]. When comparing
the contours in Figures 1 and
2, we see that the tonal
difference between them
is mainly located towards
the left edge of the word
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Figure 1  Pitch contour of an
East Norwegian pronuncia-
tion of the Norwegian sur-
name “Hammer” [1ham:er].
Segment boundaries indi-
cated by vertical bars
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properties of these speech types, but generally he
put very little effort in the description of tonality
levels above the word level.

We will look at an early article by Vanvik,
which deals with what seems to be a crucial
point for him: a description of the tone in mono-
syllabic words (as well as polysyllabic words
with stress on the last syllable) as a particular
third word tone, that is neither word tone 1 or 2
– a statement that is in opposition to most other
tonal studies.

All of Vanvik’s works were almost completely
based on impressionistic analyses, a fact that is
illustrated here: “I have not been able to on a per-
ceptual basis find any approximately firm word
tone in stressed monosyllabic words” (Vanvik
1956: 209; our translation from Norwegian), and
“By listening to older people’s speech I haven’t
gained the impression that east Norwegian into-
nation has changed radically” (Vanvik 1956: 210;
our translation). Vanvik also described the tonal-
ity of the “dialects” spoken in the cities of Trond-
heim, Bergen, Oslo and Stavanger.

Figure 4 illustrates how Vanvik describes the
tonal properties of the two word tones called
Aksent 1 and Aksent 2 in the Stavanger dialect.

Vanvik calls his representations “auditory
descriptions [that are] averages of the different
ways the examples were pronounced”. He uses
“several people from Stavanger and Bergen”
(Vanvik 1956: 213; our translation) as infor-
mants. As informant for Trondheim and Oslo
he uses himself. The illustrations of the tonal
accents are abstracted contours with solid lines
for stressed syllables, and dotted lines for un-
stressed syllables. The contours are positioned
between an upper and a lower horizontal line,
which symbolise the tonal extremities.

In the final part of the article Vanvik explains
how intonation may affect the “word tones”. The
examples he uses to document this are illustra-
tions with the same form as shown in Figure 4.
In this final part he uses himself as the only
informant: “I will try to classify the occurrences
in which I in my own East Norwegian have a
falling and a rising intonation” (Vanvik
1956: 215; our translation).

2.3  Fintoft and Mjaavatn –
Instrumental Analyses 
of Dialect Variation

In the 1980s Knut Fintoft and Per Egil Mjaavatn
did a number of projects focussing on word tone.
Fintoft and Mjaavatn (1980) investigated the
production of tonal properties in different Nor-
wegian dialect regions. The article suggests a
partition into dialect regions based on difference

in phonetic realisation of the tonal accents. The
authors base their proposition on analyses of
speech recordings of about 1000 adult infor-
mants from about 450 different locations in Nor-
way. The speech material consists of about 40
disyllabic word pairs with differing tonal accent,
all read within the carrier phrase Det var … du
sa (Eng. “It was … you said”) (Fintoft et al.
1980: 67). The word list was adjusted to the
vocabulary for the different dialects. Informants
from Mid- and North Norway were asked to
adjust their pronunciation towards the written
text by pronouncing some of the words on the
list closer to “Bokmål” than they would nor-
mally do. The recordings were analysed with a
pitch meter, which gave them fundamental fre-
quency (F0) values in Hertz. Both F0 and time
values were normalised (Figure 5).

Fintoft and Mjaavatn used seven measuring
points in their analyses of single words. Based
on statistical treatment of these points, they
ended up with combinations of four different
“typical” tonal curves, referring to the four
dialect regions North Norwegian, Trønder,
West Norwegian and East Norwegian.

Fintoft and Mjaavatn’s conclusion is that the
combination of how the two tonal accents are
realised should be used extensively as an
isogloss in Norwegian dialectology, as a separa-
tor of both regional and of local variants of spo-
ken Norwegian.

Figure 4  Tonal annotation of
the Stavanger dialect by

Vanvik (1956: 97), grouped on
the basis of number of
syllables (Norwegian:

stavelser)

Stavangerdialekten

Aksent 1

1vannet

Aksent 1

1endene

Aksent 1

1fransklærerne
1rikskringkasting
1skipsoffiser

2 stavelser

3 stavelser

4 stavelser

Aksent 2

2vanne

Aksent 2

2endene

Aksent 2

2værvarslingen
1nordavinden
*)

Figure 5  Seven measuring
points, as illustrated in
Fintoft et al. (1980: 68)
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2.4  Fretheim and Nilsen 
– The Trondheim Model

The Trondheim Model is the name of a project
that was initialised at the end of the 1970s, and
that has resulted in, among other things, a doc-
toral dissertation from 1992 about the interaction
between intonation and syntax in South-East
Norwegian (Nilsen 1992). The Trondheim Model
is a systematic description of South-East Norwe-
gian intonation. The explanation for the name is
that the model has been carried out at the Univer-
sity of Trondheim (later called NTNU), by
Thorstein Fretheim and Randi A. Nilsen. We will
look at two of their published works with refer-
ence to this model. The main aim of the model
is not to describe the word tone, but to take a
phonological perspective towards the intonation
properties of spoken Norwegian, and more
specifically how these properties coincide with
pragmatic and syntactic mechanisms.

In Fretheim and Nilsen (1988) the two authors
focus on the tonal properties of so-called alterna-
tive questions of the type Is it a blue ball, or is it
green? This article has several illustrations in
the form of F0 contours based on instrumental
analyses of speech recordings. Some of the illus-
trations include values in Hertz for certain
phases that are considered to be the most crucial
contours. In addition to South Eastern Norwe-
gian, analyses of speech from other Norwegian
regions are presented. The authors want to depict
that different dialects use different tonal variants
in order to give the same pragmatic signal to the
listener(s). Some of the postulations in the article
are based on pitch contours from speech record-
ings that are “reconstructions of an intonation
pattern that were used by a person from Lille-
sand in a radio program […]” (Fretheim et al.
1988: 96, our translation). This means that
the authors in these cases have carried out instru-
mental analyses of their own imitations of
dialects that are not their own.

Fretheim and Nilsen (1989) is another example
of an intonation study with a dialectal perspec-
tive. As early as in the 19th century there were
documented different “melodies” in different
Norwegian dialects (e.g. Storm 1874, and later
Alnæs 1916). We saw a more recent documenta-
tion of this fact in Fintoft and Mjaavatn (1980).
Fretheim and Nilsen (1989) present their view of
what are the tonal differences between high tone
(Mid- and East Norwegian) and low tone (North-
and West Norwegian) dialects, and end up with a
description of the tonal properties in Romsdal in
Western Norway; a region close to one of the
borders between the high tone and low tone

dialects. They use terminology established in
Haugen and Joos (1952) to describe high tone
intonation as opposed to the low tone system.
They pay much attention to the difference be-
tween high tone and low tone dialects’ phonetic
realisations of focus,4) and they illustrate this
with pitch analyses of one utterance spoken with
high- and low tone dialects, respectively. One
informant from each of two appropriate dialect
regions read the utterances that were analysed.

Methodologically, the most interesting aspect
is found in the latter parts of the article, where
Fretheim and Nilsen present the first known for-
malised perception study of tonal aspects in spo-
ken Norwegian. The perception test aims to find
what tonal movements – high tone or low tone –
are considered most natural to speakers from the
borderline region in Romsdal. Original and syn-
thetically manipulated versions of three different
utterances were used in a listening test. Four dif-
ferent intonation contours were created for each
of the three utterances, based on how the authors
meant they would have been pronounced along a
scale where typical high- and low tone versions
were the two extreme versions. In addition to
their own language intuition, the authors based
their creation of stimuli on studies of production
data from the Romsdal dialect that was the
object studied. Because, as they say: “People do
not always talk the way they believe they do.”
(Fretheim and Nilsen 1989: 448). (They do not
present the data from the production study,
though.) The stimuli were presented in a dis-
crimination test, with 32 listeners from Møre
and Romsdal (most of them from Romsdal) who
were asked to tell which of the synthesised utter-
ances within each pair resembled their own way
of speaking the most. The results from the listen-
ing test are not very clear. The authors expected
that the listeners would prefer one or both the
intermediate versions of the utterances, but the
results showed that for one utterance, as many as
14 of the 32 listeners preferred the high tone ver-
sion to the intermediate ones. The authors claim
that this is the result of an intonation modelling
that was not optimal. Furthermore, it should be
mentioned that none of the results are presented
through statistical treatment, or with any kind of
tables or graphics. All the results are presented
and explained through plain text.

In their conclusion Fretheim and Nilsen say that
the phonetic realisation of focus is the most cru-
cial difference between these borderline dialects,
as compared to neighbouring dialects being typi-
cal high- or low tone dialects. Before this study
it was an established belief that all Norwegian

4) Focus is a term used to group the tonal units with respect to how prominent they are compared to each other. The most prominent tonal units are focal,
while less prominent tonal units are non-focal. The Trondheim model says that a grammatical Norwegian utterance has one or two focal units.
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dialects have their focal peak at either the left-
(high tone dialects) or right (low tone dialects)
edge of a tonal unit. But Fretheim and Nilsen
found that the focal peak in the borderline
dialect they studied could occur sometimes at
the left edge, and sometimes at the right edge of
the tonal unit, all depending on the context. The
authors also point out that their investigation has
dealt with intonation properties of just one of at
least three borderline regions that exist in Nor-
way.

Two examples of more recent studies of Norwe-
gian intonation are van Dommelen, Fretheim
and Nilsen (1998), and Husby and Almberg
(2002). For reasons of space, we will just give
a brief and collective outline of these two. Both
these studies include the perceptual perspective
in the form of listening tests, and they present re-
sults from the listening tests in tables including
both raw data and statistical analyses.

2.5  Discussion
The opposition between phonetics as an instru-
mental discipline and phonemics/phonology as
an impressionistic discipline was blown off by
Bertil Malmberg some 40 years ago (Malmberg
1962). Malmberg claims that a study by Jakob-
son and Halle (1952) represents the first serious
attempt at combining impressionistic and instru-
mental analysis within the field of linguistics.5)

The approach of Jakobson et al. (1952) was a
combination of structural linguistics and acous-
tics, and had its starting point in a milieu work-
ing with telecommunication, with a need for a
basic knowledge of what language is, on its own
(scientific) premises.

Malmberg (ibid.) claims that instrumental analy-
ses that do not include the auditive aspect are of
little value. Pure production analyses like Fintoft
et al. (1980) will therefore not be very interest-
ing in Malmberg’s perspective. Of the studies
we looked at above, only the three most recent
studies; Fretheim et al. (1989), van Dommelen et
al. (1998), and Husby et al. (2002), combined an
auditive/impressionistic and an acoustic/instru-
mental approach.

Non-instrumental approaches like Vanvik (1956,
1972, 1973) should also be commented here. In
a later article, Vanvik (1983) attacks the many
instrumentally based studies presented in that
period. Vanvik says that one should never be
tempted to let the instruments replace the human
ear when it comes to describing human speech.
“We must go back to hearing as the primary tool

for phonetic studies” (Vanvik 1983: 1; our trans-
lation).

In Vanvik (1956) we saw a tonal study of four
urban Norwegian dialects, where the analyses
and descriptions were totally based on the
author’s own auditive impression. We also saw
that Vanvik used himself as informant for two
of the dialects involved (Oslo and Trondheim),
which makes it reasonable to ask about the
authenticity of the dialectal variants owned by
the author. One may also query the author’s
ability to perceive and describe dialects other
than his own in the way he does. When Vanvik
excludes instrumental measurements in his stud-
ies, he makes the ear not only the primary, but
also the only instrument. Vanvik has also been
criticised for his unilateral focus on analyses of
single word units. Studies that do not consider
the fact that natural speech most often consists
of a continuous string of a number of words, is
of less interest and value, a point that was made
about Norwegian tonal studies as early as 1916
by Alnæs. This criticism also goes to Fintoft et
al. (1980), who analysed tonal units consisting
of single words only.

3  Interplay: The Trondheim
Model as a Description Tool

An instrumental analysis of speech has to be
founded on some kind of auditory-based annota-
tion of the speech material, carried out within a
linguistic framework. If one wants to analyse
e.g. the intonation of spoken Norwegian, the
description tool developed through the work
with the Trondheim model (e.g. Nilsen 1992) is
a natural choice.6) An example of such an anno-
tation is shown in Figure 6, taken from Nilsen
(1992).

The Trondheim model consists of a prosodic
hierarchy, ranging from the syllable level and
up to the utterance level. In Figure 6, the levels
Foot (F), Intonational Phrase (IP) and Intona-
tional Utterance (IU) are used. In addition, the
illustrated annotation assigns the Foot units as
either focal (UPPER CASE) or non-focal (lower
case).

Below we take a closer look at the different lev-
els in the Trondheim model.

3.1  Syllable
This is the smallest constituent in the Trondheim
model. Syllables can be either strong (i.e.
stressed) or weak (unstressed). Stressed syllables

5) Malmberg considers phonetics to be a sub-branch within the field of linguistics.
6) The Trondheim model has some documented limitations when it comes to compatibility to dialect regions that are intonationally different from the East

Norwegian system (e.g. Abrahamsen, 1998). Typical “deviating” regions are found in the northern and western parts of Norway. But most of the basic
terminology of the model is fully compatible with most varieties of Norwegian.
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define the left edge of the Foot, as we will see in
4.1.3 below.

3.2  Word
The second level is called the prosodic word.
This is probably not a relevant level if one wants
to analyse different variants of spoken Norwe-
gian, as pointed out by Abrahamsen (1998). The
important exception is the assignment of tonal
accent, which is most often determined by the
lexical accent of the first word in each Foot.

3.3  Foot
The Foot or Accent Phrase7) is the main element
in the third level. With reference to the numer-
ous studies of the Norwegian tonal accent that
have solely analysed production of single words,
this is the level that unfortunately often is misun-
derstood to be directly related to word units. But
as we will see in the following example, an AP
can be comprised by several words (Figure 7).

As mentioned in 4.1.1, all Feet (henceforth
called APs) begin with a stressed syllable. The
tonal accent  is assigned to the AP (which may
consist of more than one word). As we saw in
Figures 1 and 2, Norwegian has two phonetically
different tonal accents, 1 (t1) and 2 (t2). The
tonal accent assigned to an AP is most often
decided by the lexical tone attached to the first
word in the AP. An example of this is the AP
“hammer til å” in Figure 7, where “hammer”
has the lexical tone 2 when pronounced in isola-
tion, and therefore the AP beginning with “ham-
mer” is fitted with tonal accent 2. But sometimes
we get a shift in lexical tone, as in another AP in
the utterance in Figure 7; “få på plass”, which
gets t2 even though “få” is a monosyllabic word,
and therefore originally has t1.

But all tonal units (TU)8) on this level are not
APs. The first two words in Figure 7 may be

pronounced without stress, and will in that case
be an example of an anacrusis. An anacrusis is
an unstressed element located at the beginning
of an utterance. The three TUs following this
anacrusis are APs. As we see, the three APs con-
sist of three, three, and one word, respectively.

3.4  Intonational Phrase (IP)
The Trondheim model deals with two kinds of
APs, based on degree of prosodic prominence.
The most prominent AP is a focal AP, while
the less prominent AP is non-focal. As we see
in Figure 6, the Trondheim model signals the
degree of focality with upper and lower case
letters, respectively. The phonetic difference
between a focal and a non-focal AP is primarily
located to the right edge of the unit in East Nor-
wegian, where a focal AP typically has a sharp
rise that is not found in a non-focal AP. This is
illustrated in Figures 1 and 2, where both the
words uttered constitute focal APs. Studies
within the Trondheim model have shown that
the focal vs. non-focal dichotomy is quite crucial
to the mechanisms of East Norwegian intona-
tion, and the model has therefore included the IP
level, where a focal AP normally constitutes the
right edge of an IP.

3.5  Intonational Utterance (IU)
The top level of the Trondheim model, the IU,
may be compared to the sentence level in writ-
ing, although this is not always true: A sentence
may be pronounced as two IUs, and vice versa.
One can briefly say that an IU is an entity that
can be uttered on its own.

4  An Ongoing Phonetic Study
of Norwegian Intonation

The study presented below is a part of the
author’s doctoral project. One aim of this pho-
netic investigation is to describe what are the
typical contours for different types of tonal units.
Another aim is to represent these typical con-
tours in a format that makes them applicable for
prosodic modelling purposes within a speech
synthesis system.

7) The Foot is often called Accent Phrase (AP) (e.g. Kristoffersen 2000, pp. 275), and has also been known as Tonelagsgruppe (Alnæs 1916: 92ff).
8) TU is a collective term for Accent Phrases (also called “Foot” or “Tonelagsgruppe”) and Anacruses.

Jeg brukte | hammer til å | få på plass | spikeren

Figure 7  Illustration of
division into tonal units based
on one way of saying the
declarative utterance Jeg
brukte hammer til å få på plass
spikeren (Eng. ‘I used a
hammer (in order) to put the
nail in its right place’).
Borders between the tonal
units are symbolised with
vertical bars

Figure 6  Pitch analysis and
annotation of an utterance,
according to the Trondheim
model. The analysed utterance
is Thorstein snakker bestandig
om intonasjon (Eng. “Thorstein
always talks about intonation”).
The illustration is from Nilsen
(1992: 31). The annotation is
reproduced by the author

(((2THORSTEINF)IP)((2sna  kk er – beF) (1standig – om – in t   onaF)  (1sj o nF)IP)IU)
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As a consequence of these aims, we have to
define reasonable ways of grouping the current
speech material into different types of tonal
units. All the features from the Trondheim
model mentioned in 4.1.1 through 4.1.5 are rele-
vant here, in addition to other dimensions like
speech style, gender, dialect, age, etc. The next
sections will present some examples of this from
the author’s ongoing study. Some central factors,
such as selection of speech data, segmentation
and acoustic analysis will not be dealt with in
detail in this article.

4.1  Annotation and Classification of
Continuous Speech

A phonetic intonation study requires recorded
speech data. This project uses recordings of con-
tinuous read speech from the Telenor speech
data base TABU.0 (Amdal and Ljøen 1995).9)

As mentioned earlier, the speech data has to be
annotated within a relevant linguistic frame-
work. In the present project, an annotation that
is partly based on the description tool within the
Trondheim model is arranged in a spreadsheet,
where each tonal unit gets its own row, and the
features (like e.g. tonal accent, focality, and
number of syllables) are organized in columns. It
is thus possible to group the tonal units on the
basis of each of the annotated features (or com-
binations of these), i.e. one can sort out e.g. all
APs with t2 that are focal, disyllabic and utter-
ance-initial.

4.2  Analysis by Synthesis:
Stylisation of Pitch Contours

Speech synthesis has been used by phoneticians
in order to test out which are the (perceptually)
important movements in intonation contours.
The current project uses stylisation through syn-
thesis of pitch contours in order to answer that
question. This approach combines acoustic and
auditive efforts. Studies like e.g. Werner (2000)
have documented that intonation contours can
be stylised quite extensively without reducing
the perceptual naturalness of the melody in the
speech signal. Stylisations remove artefacts like
micro-prosodic “bumps” in the contour, and if
the stylisations are consequently created on an
auditory basis, they can be generalised into con-
tours that can be claimed to be perceptually rep-
resentative.

4.3  Stylisation Strategy
There are a lot of ways to define criteria for how
the stylisation process should be carried out. We
will not go into details here, but just point out
some possible solutions to these questions.

A stylisation strategy can be either auditory- or
acoustic based, or it can be a combination of
these. Acoustic based strategies typically use
algorithms in order to pin out the parts of the
pitch contour where the biggest changes occur,
and consequently make stylisations based on
coordinates located at these points (e.g. Frid
2001). The current project uses stylisation strate-
gies that are mainly auditory-based, as outlined
below.

When stylising a tonal unit, we have to decide
how many coordinates the stylisation should be
based on. Should it be a fixed number of coordi-
nates, or should we rather use a maximum num-
ber of coordinates? We can compare this ques-
tion to e.g. the acoustic analyses by Haugen and
Joos (1952), who partitioned their tonal units
(that were single words) with t1 and t2 into three
and six phases, respectively. In the ongoing pro-
ject we use a different strategy from Haugen et
al.: We use the same criterion for all types of
TUs, including unstressed TUs, namely a maxi-
mum number of six coordinates (hereby called
turning points or TPs) in the stylisation of TUs.
This number of TPs is based on pilot testing that
showed that the maximum number of needed TPs
in order to make a close copy10) of the melody
of a tonal unit was six, irrespective of its length,
tonal accent and complexity. Another criterion
says that one shall never use more TPs than nec-
essary, i.e. if you do not get a melody that is
noticeably closer to the original by adding a TP,
then the added TP is not relevant and will not be
used. As a consequence, the stylised pitch con-
tour of a TU can be based on everything from
two to six TPs.

In order to perform consistent stylisations one
has to have many more criteria than those
already mentioned; we have to have criteria
for how to define the pitch value in areas with
creaky voice, etc. We will not go into this or
other questions here, but just state the fact that
criteria for all such instances have to be estab-
lished.

Instead we will illustrate what a stylised pitch
contour may be like with the strategy that is
partly described here.

Figure 8 shows a stylisation of the focal AP
(2bygge-ferdig), which has tonal accent 2 and
consists of four syllables. These are just some of
the features that can be assigned to a TU. The
main point here is that these feature data can
be used in order to find out which types of TU

9) The size and quality of the speech data is of course crucial, but will not be dealt with in this paper.
10) A close copy is a speech stimulus that is modified according to a set of criteria, but still with the intention of sounding as close to the original as

possible.



90 Telektronikk 2.2003

groupings that seem reasonable, based on statis-
tical treatments of different types of TUs. Exam-
ples of some preliminary results based on such
groupings are presented in the next section.

4.4  Some Preliminary Results
The possibilities for grouping TUs based on lin-
guistic features are numerous. Three examples
of such groupings will be illustrated below. The
results presented here are based on analyses of
speech material consisting of 19 sentences read
from a manuscript by a young female from the
Trøndelag area.

First some basic numbers: The 19 read sentences
consist of 111 TUs; 12 are anacruses (ana) and
the remaining 99 are APs. 50 of the APs have
tonal accent 1 (t1), and 49 APs have tonal accent
2 (t2). The averaged contours for these three
groups are illustrated in Figure 5.11)

The contours in Figure 9 show that these three
groups seem to generate different pitch contours.
The anacruses seem to have a higher overall
pitch than the two AP groups, which is reason-
able since they are utterance-initial, and that
there is a declination (a gradual lowering of the
pitch) throughout the utterances. We also see
that the APs generate more tonal movement
than the anacruses. The main difference between
these two AP groups (i.e. t1 and t2) is located to
the left edge, where t2 seems to have an initial
rise, in contrast to the falling start of t1.

Figure 10 shows the averaged tonal realisations
of APs with tonal accent 1, grouped with refer-
ence to syllable number. The contours indicate
a steeper fall at the left edge for the polysyllabic
APs than for the monosyllabic ones. We might
remember that Vanvik (1956) claimed that
monosyllabic APs (i.e. the t1s1 category in Fig-
ure 10) generate a third phoneme, i.e. that their
tonal realisation should not be referred to as
tonal accent 1. This might be a typical trønder
or Mid-Norwegian phenomenon, since similar
studies of South East Norwegian have docu-
mented no such difference when comparing

11) Monosyllabic APs are excluded from the t1 group, since a t2 AP cannot be monosyllabic.

Figure 8  Example of a stylised
version of an AP, (2bygge-
ferdig), uttered by an infor-
mant from Trøndelag. From
top to bottom the illustration
consists of the wave form, a
stylised intonation contour,
and an annotated segmentation
with three levels. A pitch
analysis can be seen as a grey
curve in the same widow as the
stylisation, where the TPs can
be seen as red dots

Figure 9  Averaged pitch
contours for anacruses (ana)
and APs with tonal accent 1
(t1) and tonal accent 2 (t2),
respectively. Normalised time
scale (x-axis), and pitch scale
in semitones relative to 100 Hz

Tonal units - 5188

Three types of  TU's

12

14

16

18

0,0 0,2 0,4 0,6 0,8 1,0

Normalised  time values

t2 (n=49)t1 except s1 (n=29)ana, pooled (n=12)
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monosyllabic and polysyllabic APs with tonal
accent 1.

Figure 11 shows the TUs with tonal accent 1,
grouped with reference to the degree of focality.
These contours confirm what is postulated in
the Trondheim model: The phonetic difference
between focal and non-focal APs in low tone
dialects is located to the right edge, where a
focal AP typically has a sharp rising contour,
compared to the relatively flat contour of a non-
focal AP.

As Figures 9–11 illustrate, the tonal contours are
shaped quite like the ones shown in earlier stud-
ies. But the measuring unit of the time scale in
these figures has not been used in tonal studies
of Norwegian before, except in the studies by
Fintoft et al. A normalisation of the absolute
time values from the analysis makes it possible
to compare TUs with different durations. This
legitimates comparisons like the one illustrated
in Figure 10, where the length of the APs, mea-
sured in number of syllables, is the only feature
separating the four groups.

There are of course potential weaknesses asso-
ciated with the use of normalised time scales.
One possible weakness is that this scale does not
have any syllabic information, which could be
desirable since there is no doubt that the syllable
is a crucial entity in our context.

In this study, the measure unit used for pitch is
semitones, which is logarithmic and therefore
more similar to the way we perceive different
tone heights etc., if we compare it to the Hertz
scale, which is more frequently used in works
of this type.

4.5  Further Work
Analyses such as the one described above are
being carried out for speakers from different
dialect regions. The speakers have read the same
manuscript. This will make it possible to suggest
what are typical tonal properties for these
regions, in addition to making comparative anal-
yses between the regions in order to find out
what makes them tonally different.

Furthermore, the production analyses will form
the basis for listening tests where listeners from
the different dialect regions will tell to which
degree the different production results are per-
ceptually salient. We will also try to find out
what are the perceptually most important intona-
tion differences between the dialect regions.

4.6  Conclusion
When we compare the study in the last section to
the earlier studies by e.g. Vanvik, and by Fintoft
et al., we see a number of methodological differ-

Figure 10  APs with tonal
accent 1 (t1), grouped with

reference to syllable number.
s1 = one syllable, 

s2 = two syllables, etc.

Tonal units - 5188

t1 units grouped according to syllable number

12

14

16

18

0,0 0,2 0,4 0,6 0,8 1,0

Normalised  time values

t1s3 (n=6) t1s4 (n=4)t1s2 (n=19)t1s1 (n=21)

ences, as well as their different ways of present-
ing their results. With respect to speech data,
both Vanvik and Fintoft et al. carried out their
analyses exclusively from single word units, and
with a very limited variation in the number of
syllables those words consisted of. If a study
focuses on analyses of disyllabic words, the
results should not automatically be considered
to be relevant for words consisting of any other
number of syllables.

Another methodological point is the choice of
analysis tools. Vanvik drew graphs with a pencil
based on what he heard, while Fintoft et al.
trusted their pitch meter, paying practically no
attention to the perceptual dimension in their
studies.

As Malmberg pointed out, the most complete
phonetic studies combine linguistic and impres-
sionistic skills with acoustic/instrumental mea-

Tonal units - 5188

Tonal accent 1, focal and non-focal

12

14

16

18

0,0 0,2 0,4 0,6 0,8 1,0

Normalised  time values

nfoc  t1 (n=20)foc  t1 (n=30)

Figure 11  Focal (foc) and
non-focal (nfoc) APs with

tonal accent 1
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suring. The study of the author that is briefly
presented in this article can be said to hold this
combination: The production analysis is based
on entities defined with a linguistic annotation
and classification system (i.e. the Trondheim
model); each entity is analysed through an audi-
tory-based tonal stylisation of the original
recording. The data from the coordinates
describing the stylisations are taken from acous-
tic analyses. As mentioned initially in this arti-
cle, the aim behind the development of this
methodology is two-fold: firstly, we want to do a
proper phonetic investigation of Norwegian into-
nation, and secondly, we wish this study to be of
some interest within the context of intonation
modelling in speech synthesis applications.
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1  Introduction
Prosody1), and in particular intonation, plays a
key role in the perceived naturalness of synthetic
speech [1, 2]. In TTS systems, generation of
prosody usually takes place in two separate
steps: (i) first an abstract description of the sen-
tence prosody is derived on a linguistic level,
typically represented as the prominence level of
each word, which word that has sentence accent
(focus), phrase structures and boundaries. (ii)
Given this information, the next step calculates
the acoustic parameters (F0 contour, phoneme
durations, pauses, etc.), which are the acoustic
correlates of the linguistic factors to produce the
acoustic realization of the intended prosody.

The following two procedures may be consid-
ered to represent the extremes in prosodic reali-
sation procedures in current TTS systems:

1 Rule based methods with unit modification
a Compute quantitative target values for the

acoustic parameters based on the linguistic
prosodic tags: As a minimum, this includes
phoneme durations and F0 values. Other
acoustic correlates of prosody are amplitude
and vowel quality.

b Search the speech corpus and retrieve
segmental units. Typically, the units are
diphones or phonemes recorded in a fixed
phonemic and prosodic context.

c Modify the segmental units to attain the
specified target values computed in step a.

2 Corpus based method
a Search and retrieve units with matching

prosodic tags from a suitably tagged corpus.

b Concatenate units with no modification

Many TTS systems use procedures which are a
combination of these approaches, e.g. a corpus

based method could include some unit modifica-
tion in cases where no satisfactory units could be
found in the corpus. Rule based methods could
use context dependent units to reduce the need
for modification.

Corpus based unit selection synthesis represents
the current state of the art in TTS. In these meth-
ods, prosody synthesis comes as a by-product of
the unit selection process. Corpus based synthe-
sis methods have been shown to produce mostly
natural-sounding prosody. However, these meth-
ods are prone to occasionally produce unnatural
prosody due to loopholes in the unit coverage of
the database. Coverage is one of the main chal-
lenges of corpus based synthesis methods, this is
because many speech and language features
exhibit the so-called Large Number of Rare
Events (LNRE) distribution property [16, 17].
This means that while some units are quite fre-
quent, a vast majority of the possible units are
extremely rare. Even though, the probability for
a particular rare unit to occur in an arbitrary
input sequence is extremely low, the possibility
that some rare unit will occur is near certainty.

Uneven performance is one characteristic of
state of the art unit selection based speech syn-
thesis [17]. When a good unit sequence is avail-
able in the database, the speech output quality is
close to natural speech. But very often, stretches
of almost perfect speech are interrupted by some
very poor unit, degrading the perceived voice
quality.

Increasing the size of databases will lead to bet-
ter synthesis. With more data it becomes more
likely that a unit closer to the target may be
found. But one important limiting factor in the
construction of speech databases will always be
the difficulty in having a speaker deliver the nec-
essary speech material in a consistent manner
over many hours.

Prosodic Unit Selection for Text-to-Speech
Synthesis
J O N  E M I L  N A T V I G  A N D  P E R  O L A V  H E G G T V E I T

We present work done on a novel approach for prosody generation in text-to-speech synthesis.

The approach is based on selection of appropriate intonation units in a corpus of units extracted from

natural speech. The units are defined on the basis of a phonological model of Norwegian intonation.

The theoretical background, the model itself and a demonstrator are described. The new model is

compared to an existing prosody model and prosody copied from natural speech in a subjective

listening test. The result shows that the new model is clearly preferred compared to the existing

prosody model, but still not as good as prosody copied from natural speech.
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Rule based prosody systems, on the other hand,
achieve less natural prosody, but perform more
consistently. The main drawbacks of the rule
based approach are that rule development is a
time-consuming and difficult task, that tuning
the rules to a specific speaking style is rather
intricate, and that the set of rules may be large
and complex. The prosody generated by rule
based methods may be less varied than natural
speech giving a repetitive speaking style.

The research challenge in rule based prosody
generation is to predict detailed pitch contours
on the segmental level. Typical rule based
approaches rely on linear segments between
pitch target points, without the natural fluctua-
tions seen in natural speech.

The TTS system developed by Telenor R&D,
is a “conventional” TTS system using diphone
concatenation for speech generation [11]. The
current linguistic-prosodic module of Talsmann
is rule based and processes the input text sen-
tence by sentence. The high level linguistic-
prosodic analysis is based on the phonological
model for Norwegian described in section 2,
using tonal accent units as the basic unit. The
rules have been derived from an analysis of a
limited set of simple sentences [12].

The main weakness of the rule based method
used in Talsmann is that it is not able to render
the natural variation observed in natural speech
and leads to a rather monotonous and stereo-
typed intonation.

The approach reported here was initiated from
informal tests transplanting intonation contours
from natural speech on synthetic speech. This
resulted in a significantly better synthetic speech
(comparable to “GSM speech”). This suggested
that a (prosodic) unit selection model, trans-
planting F0 (fundamental frequency) contours
from natural speech could be a promising app-
roach to obtaining a better TTS quality in our
system.

In this paper we report a “proof of concept” study
to investigate the feasibility of this prosody trans-
plantation approach [10]. We propose to use the
same prosodic accent units as used in the rule-
based model, for the unit selection approach.
The approach consists of a simple concatenation
of stored f0 contours similar to [3, 4, 5], thus
avoiding the computation of the detailed acous-
tic specification at the segmental synthesis unit
level.

In section 2 we give a presentation of the phono-
logical model for Norwegian intonation which is
the basis for our model, and section 3 describes
the method in more detail: Candidate F0 con-
tours are stored in a searchable lexicon. At syn-
thesis time, the utterance is represented as a
sequence of accent units. For each accent unit,
a context dependent search is carried out and the
candidate unit that is the best match with respect
to the properties of the target accent units of the
utterance is selected. The pitch contour over the
utterance is determined by linear interpolation
between a set of target pitch values located
around the accented syllables. The quality of the
generated intonation was evaluated in a subjec-
tive test, and compared to the original rule based
approach as well as “natural” intonation copied
from natural speech. This is reported in section 4.

2  A Phonological Model of
Norwegian Intonation

Our work is based on the “Trondheim Model”, a
phonologic model for representation of Norwe-
gian intonation [6, 7]. According to this model,
Norwegian intonation can be described in the
following hierarchic model:

The basic unit of the model is the Accent Unit
(AU). The Trondheim model uses the term
Tonal Foot or Foot. An Accent Unit consists
of an accented syllable (typically carrying the
Tonal Accent, the characteristic pitch movement,
of a stressed word) followed by a sequence of
unaccented syllables. An AU is terminated by
a following AU (i.e. an accented syllable) or a
phrase boundary.

The AU also carries a Phrasal Accent, which in
East Norwegian is manifested as a tonal rise
(LH)2) towards the AU-final syllable. The level
of the final H tone signals the degree of promi-
nence. The most prominent unit, the focal AU,
is supposed to have the highest pitch value.

Any phrase initial unaccented syllables are clas-
sified as “AU external”. AU external syllables
may also occur inside an utterance, e.g. after a
boundary.

A characteristic feature of the intonation in many
Norwegian dialects is the distinction between
two tonal accents or tonemes. The tonal accent is
a distinctive feature in Norwegian. Words with
the same phonetic content may have different
meaning depending on the accent, e.g. the word
rosen means ”the praise” and “the rose” when
uttered with accent 1 and 2 respectively. The

2) We use the TOBI notation (http://www.ling.ohio-state.edu/~tobi/) to indicate tonal level and movements. The basic tone levels are high (H) in the local
pitch range versus low (L) in the local pitch range. L % or H % indicate a final boundary low and high tone, which occurs at every full intonation
phrase boundary.



96 Telektronikk 2.2003

tonal accents in East Norwegian are typically
realised as shown stilised in Figure 1: Accent I is
characterised by a low level (L) in the first sylla-
ble of the accent unit, whereas accent II is a HL
transition through the first syllable. In a sentence
context, accent I can also be seen as a H-L tran-
sition from the H level of the phrase accent at
the end of the previous AU. As shown in Figure
1, the two accents can be regarded as time-
shifted versions of the same contour.

In the Trondheim Model accent units are
grouped into Intonation Phrases (IPs), which is
the next level in the intonation hierarchy. Each
IP consists of a sequence of non-focal AUs and
is terminated by a single focal AU, i.e. the AU
having the highest Phrasal Accent.

The IP is the domain for focal accentuation and
for declination, i.e. a gradual lowering of the
baseline for both H and L tones in both tonal and
phrasal accents. In East-Norwegian, which is the
dialect covered by our model, this declination
typically takes place in AUs following the last
focal foot of the IP as illustrated in Figure 2.

The highest phonological level of the model is
the Intonation Utterance (IU), consisting of one
or two IPs. (The number two is dictated by prag-

matic considerations rather than by the intona-
tion model). In read speech, the IU normally cor-
responds to a sentence. The IU is the domain of
the utterance final boundary tone: H % for inter-
rogative and L % for declarative utterances.

Standard notation in the Trondheim model is
to enclose intonation units in brackets with their
type (F, IP, IU) given as a subscript by the clos-
ing bracket. A number in superscript by the
opening bracket of AUs indicates the tonal
accent type (1 or 2).

The examples below illustrate this notation used
on the utterance “I en ryggsekk hadde han kjøtt
for tusen kroner” (In a backpack he had meat for
1000 kroner).

Example:

(((i en) (2RYGGsekkF)IP) (2hadde hanF)
((1kjøtt forF) (1TUSENF) (2kronerF)IU)IP L %

Here the accent units are grouped into two into-
nation phrases, except for the two initial un-
accented syllables forming an external group.
According to our model, declination will nor-
mally take place after the second focal AU.

Figure 1  Characteristic pitch
contours for accent I and II in
East Norwegian

Tonal accent Phrase accent

Accent I

Accent II

L

H

H

L

H

Accent unit

L %L H H H H HLL HL

Declination

HL

Figure 2  Characteristic pitch
contours for Norwegian
intonation in sentence context
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The tonal hierarchy can also be represented as a
tree structure as is shown in Figure 2. In the Fig-
ure the symbol σ indicates syllables and we also
include a tone level layer (L/H) to illustrate the
tonal movements associated with the accents in
the case of East-Norwegian.

3  System Description

3.1  Speech Database
Since we were mainly interested in a proof of
concept, we chose to use an existing speech
database for this work. The speech database
PROSDATA [8] used for these experiments con-
sists of 502 Norwegian sentences read aloud by
a female speaker, the duration is approximately
30 minutes. The recording was made in a studio,
using a sampling rate of 16 kHz. The data have
been manually segmented in terms of phonemes,
syllables and words. The sentences are read in an
informative news style, with a pleasant but neu-
tral voice.

The database includes word prominence ratings
and break indices which have been determined
by subjective evaluation. Figures 4 and 5 show
the coding of these parameters.

An automatic labelling of Accent Units based on
the prosodic model in section 2 was carried out
as follows: For each word with prominence 3 or
4, we locate the accented syllable of the corre-
sponding word, using a pronunciation lexicon.
A foot is then constructed starting with this syl-
lable and including all following unaccented syl-
lables and ending at the syllable before the next
accented syllable or at the end of a word with
break index greater than 1. Syllables not in-
cluded in a foot in this procedure are grouped
into “AU external” groups.

For each sentence a smoothed f0 curve has been
determined which makes it possible to automati-
cally determine the necessary pitch values in the
intonation lexicon.

3.2  Intonation Lexicon 
(Defining and Collecting Units)

A searchable lexicon of tonal feet was automati-
cally extracted from the PROSDATA corpus.

For each accent unit we stored

Context parameters:
Properties of previous unit (Note 1)
• Unit type: normal AU, focal AU, external unit
• Position information: intitial, medial, postfocal
• Average pitch of last syllable of previous unit

Properties of the current unit
• Unit type, normal AU, focal AU, external unit
• Position information: initial, medial, postfocal,

final
• Toneme: 1 or 2 or none (if external group)
• The number of syllables in the unit
• Syllable structure of accented syllable (V, CV,

VC ...)
• The phoneme string for each syllable in the

unit
• The pitch value in Hz at syllable start and end,

and vowel start and end for the first, second
and last syllable of the accent unit (Note 2)

• Average pitch of last syllable

Properties of the following unit (Note 1)
• Unit type, accent unit (AU) or external unit
• Position information: medial, postfocal, final
• Toneme : 1 or 2 or none (if external group)
•

Notes:
1 When concatenating pitch contours from

accent units we want to ensure F0 continuity
at the boundaries. In this process we need to

Figure 3  Phonological tree
structure

IU

IP IP

F F F F F

σ σ σ σ σ σ σ σ σ σ σ σ σ

HL H H H HHHL HLL L L  %

Intonational units

Intonational phrases

Feet

Syllables

Tones

(i   en) (2RYGGSEKK) (2hadde han)  (1kjøtt for)    (1TUSEN)  (2kroner)

1 No prominence

2 Moderate prominence

3 Distinct prominence (accented)

4 Focal prominence

1 No break

2 Moderate sentence internal break

3 Distinct break

4 Utterance break 

Figure 4  Word prominence scale Figure 5  Word break index scale
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consider several contextual effects. At the left
boundary we need to consider the pitch level
in the last syllable which is mainly determined
by the phrasal accent level (“normal” or focal)
and also whether the unit is in the declination
part of the utterance (i.e. postfocal) or not. For
the right hand boundary, we only need to take
into account the tonal accent type and the
utterance position (postfocal or not). The
assumption being that the phrasal accent of
the following AU will not influence the
boundary behaviour of the current unit sig-
nificantly.

2 According to the intonation model for East-
Norwegian, the tonal accent is associated with
the first syllable of the AU, and the phrase
accent with the last syllable. We therefore
argue that the essential part of the intonation
contour can be described by the three consec-
utive syllables: the last syllable in the preced-
ing foot and first and second syllables of the
foot in question. Any intermediate syllable
within a foot is regarded as less important and
can be modelled by interpolation.

Table 1 shows the parameters available stored in
the lexicon.

3.3  Prosody Synthesis

3.3.1  Prosodic Analysis 
(Specifying Target Units)

The first step in the prosody generation process
is to specify the intended prosodic phrasing and
focusing of the input text. In a TTS system this is
typically done by text analysis resulting in some
kind of symbolic prosodic representation. In this
experiment, this analysis was done manually.

We use a symbolic prosodic representation of
each accent unit in the following format:

Intial unit:
_<unit type>[<phoneme string>]

Intermediate units:
<unit type>[<phoneme string>]

Final units:
<unit type>[<phoneme string>]%

<unit type> is one of the following:
f1, f2: Normal AU (accent I or II)
pf1, pf2: Postfocal AU (accent I or II)
F1, F2: Focal AU (accent I or II)
e: Unit consisting of external syllables

<phoneme string> is a string of Norwegian
SAMPA phonetic.

Example:
The sentence “Men i DETTE tilfellet så han
trolig ikke bilen”. (In THIS case he probably did
not see the car.) results in the symbolic represen-
tation of five units described in Figure 6.

Preceeding unit Current unit Following unit

Search parameters Unit type {f,F,e} Unit type {f,F,e} Unit type {f,F,e}
Position code {i,m,f,p} Position code {i,m,f,p} Position code {i,m,f,p}

Accent {1,2} Accent {1,2}

Selection Average pitch Phoneme string
parameters in last syllable

Number of syllables
in accent unit

Syllable structure of
accented syllable

Pitch values for first,
second and last
syllable:

At syllable start
and end

At vowel start
and end

Average pitch in
last syllable

Table 1  Factors and factor
levels in unit selection 
search parameters 

_e[men$i]

F2[det$@$%til$fel$@]

pf1[sO:$hAn]

pf2[tru:$li$%ik$@)]

pf1[bi:l$@n]%

Figure 6  Symbolic representation of the sentence
“Men i DETTE tilfellet så han trolig ikke bilen”
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3.3.2  Lexicon Search (Finding Units)
Given the list of target prosodic units the list is
traversed from left to right. The key used to
retrieve candidate units from the lexicon is built
as follows: 

<left_unit, cur_unit, right_unit>

where:

left_unit is unit type of preceding unit
{e,f,F,pf}leaving out the accent information;

cur_unit is unit type;

right_unit is unit type.

The example in the previous section would
result in the search codes as shown in Table 2.

Normally, the lexicon search will result in a list
of candidate units satisfying the search criteria.
If no candidate units are found, the criteria in the
unit selection key are gradually relaxed until at
least one candidate is found.

3.3.3  Selecting Units
For this experiment a simplified selection strat-
egy was implemented: the list of units is tra-
versed from left to right. In each position, the
list of candidates found in the search are scored
according to the appropriateness of the units in
the local context alone.

The following factors were taken into account in
the selection process:

• Syllable structure of the first (accented) sylla-
ble. The syllable structure of the accented syl-
lable is scored according to the similarity to the
target unit. The scoring strategy was based on
a simple heuristic approach: Exact phonemic
match will give the highest score, a syllable
structure match a somewhat lower score, etc.

• Number of syllables in the accent unit. Mono-
syllabic candidate units are excluded when
the target is polysyllabic, and vice versa.

• Pitch continuity at concatenation point. In this
experiement we did not implement a concate-
nation cost factor: If the average F0 level in
the syllable at the concatenation point differs
significantly (set ad-hoc to > 20 %) from the
average F0 level in the last syllable of the unit
selected in the previous step, the candidate is
simply discarded.

An overall candidate score is calculated by
weighting the syllable structure score (0.6) and
the unit length score (0.4) and the unit having
the highest score is retained.

3.3.4  F0 Curve Generation
The database search results in a set of f0 target
points located in the three syllables around the
first syllable of each accent or external unit. The
overall f0 contour was determined using linear
interpolation and the pitch values were then
mapped on the individual phonemes after the
duration calcuations. Experiments using spline
interpolation did not result in any perceivable
improvement compared to linear interpolation
in this experiment. Figure 7 illustrates the inter-
polation procedure.

The speech material in the PROSDATA data-
base is read by a female voice, whereas the TTS
system has a male voice diphone library. In [15]
it is suggested that pitch movements in different
pitch registers are considered equivalent when
equal on a psychoacoustic scale representing the
frequency selectivity of the auditory system. We
used the following formulas from [15] to trans-
form to and from a psychoacoustic scale E:

E(f) = 16.7 log10(1+f/165.4), (1)

where E is the psychoacoustic scale and f is the
frequency in Hz. The transformation of a partic-
ular pitch movement (ff – ff0) from a female pitch
register to a male pitch register (fm – fm0) is done
as follows:

E(ff) – E(ff0) = E(fm) – E(fm0) (2)

Search key Meaning

[,_e,F2]: Initial AU external syllable group, followed by focal accent 2 AU

[_e,F2,pf1]: Focal accent 2 AU, preceded by AU external group and followed
by postfocal accent 1 AU

[F,pf1,pf2]: Postfocal accent 1 AU, preceded by focal AU and followed by
accent 2 (postfocal) AU

[pf,pf2,pf1]: Postfocal accent 2 AU, preceded by postfocal AU and followed by
accent 1 AU

[pf,pf1%,]: Final postfocal accent 1 AU, preceeded by postfocal AU

Table 2

Accentt unit

C* V C* C* V C* C* V C* C* V C*

Figure 7  F0 curve generation
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E(fm) = E(ff) – E(ff0) + E(fm0) (3)

fm = 156.4 (100.06E(fm) – 1) (4)

The following base pich values for female and
male voices respectively, were used: ff0 = 180
and fm0 = 85 Hz.

3.3.5  Duration Modelling
A Classification and Regression Tree (CART)
model for phone durations was trained using
the software tool Wagon from The Edinburgh
Speech Tools Library [11]. The database PROS-
DATA [8] used for intonation modelling is also
used for the duration modelling [9, 10]. The
model is trained on 90 % of the database and
tested on the other 10 % (every tenth sentence).
The model input factors were selected among
the factors available in the phonological repre-
sentation used as input to the intonation model.

The following factors are found important for
predicting phone duration in our data and have
been used to train the CART model:
• Current phoneme
• Current phoneme class
• Next phoneme class
• Previous phoneme class
• Syllable stress (unstressed, stressed, accented)
• Syllable break index (3 levels)

The position of a syllable in higher level units
such as accent unit and length of the higher level
units containing the syllable did not contribute
significantly to the prediction of phone dura-
tions.

Linguistic level factors on word or sentence
level do not improve the overall performance of
the prediction. This is probably due to data spar-
sity when applying CART in phone duration
modelling. The mean prediction error of the
model is 14 ms and the corresponding correla-
tion is 0.773.

4  Perceptual Evaluation
We carried out a subjective test comparing syn-
thesised sentences using the new intonation
model with sentences synthesised using the rule
based model in our TTS system Talsmann and
with sentences with intonation directly copied
from natural speech.

4.1  Stimuli

4.1.1  Sentences
Ten relatively short sentences from the Prosdata
database were selected (Table 3). These sen-
tences were then excluded from the prosody
database when extracting the intonation lexicon
described in section 3.2. The sentences were

Sent. id AU structure3) Text

1 F1(2) pf1(3) pf1(4) pf2(2) Deretter traff han personbilen i
siden.

2 e(2) F2(5) pf1(2) pf2(4) Men i dette tilfellet så han 
pf1(2) trolig ikke bilen.

3 e(2) F2(2) f2(2) f1(2) I en ryggsekk hadde han kjøtt for
F1(2) pf2(2) 1000 kroner.

4 f2(2) F2(3) pf1(3) pf1(2) Ingen mennesker ble skadd eller 
pf1(2) omkom i brannen.

5 e(2) f1(3) f1(2) f1(3) F2(3) Isteden ble presten møtt av 
z(...) pf1(2) pf1(2) pf2(3) et flammehav da hun kom til

Klokkarvik.

6 F2(3) f2(2) f2(4) f2(6) EU har ingen kvoter eller støtte-
F2(2) ordninger for geitmelk.

7 F1(1) pf1(1) pf1(2) pf1(1) En mann var igjen inne i 
pf2(4) pf1(3) forretningen.

8 F1(2) f1(3) f2(2) F1(1) Den har vist seg å være 
pf2(2) svært nyttig.

9 e(2) f1(8) f1(2) f1(2) Kriminalpolitisentralen er bedt om
F2(2) z(...) e(2) pf2(2) teknisk bistand for å finne fram 
pf1(2) pf1(4) til brannårsaken.

10 f2(2) f1(1) F2(3) z(...) Hjemme hos to andre menn fant 
f1(3) f1(2) F2(2) pf1(1) politiet enda mer kjøttvarer.
pf2(3)

Table 3  Description of test
sentences in terms of accent
units and no. of syllables

3) Notation. <Unit type><tonal accent>( <# syllables>); z(…) = pause
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selected to represent a variation in factors like
position and number of focal AU (initial, medial,
final), tonal accents 1 and 2. The number of syl-
lables in AUs varied from 1 to 8.

4.1.2 Prosodic conditions
Three different prosody models were applied to
the ten sentences. This resulted in lists of pho-
nemes, durations and pitch values, which were
fed into the same concatenative speech generator
taken from the Talsmann TTS [11].

The following three models were compared:

Copy synthesis from the original (CPY)
The original prosody (intonation and durations)
was copied from the recording of each sentence
and shifted down in pitch to match the male
voice of the synthesizer.

The new prosody model (NEW)
Each of the ten sentences were manually anal-
ysed in terms of accent units and the result fed
into the intonation and duration models des-
cribed in section 3, to produce intonation con-
tours and durations.

The Talsmann TTS model (TTS)
The input to the standard TTS system Talsmann
was the sentence texts with emphasis tags on the
focal words to force the synthesizer to deliver
the same high-level prosodic information. The
Talsmann TTS uses rule-based intonation mod-
eling and a simple regression model for dura-
tions trained on a limited corpus of short declar-
ative sentences.

4.2  Experimental Procedure
We used computer based experimental set up
where the subjects could perform the test at their
own leisure by accessing a web-page via the
company intranet using their own PC. The test
was run automatically and for each sentence, a
window as shown in Figure 6 was presented.
A multimedia panel and a corresponding row of
buttons were presented for each intonation con-
dition for that sentence. The subjects could play
the sound files by clicking on the corresponding
buttons. The identity of the models was un-
known to the subjects and the position in the
panel was randomized for each new subject.

The subjects were told to listen to the three sam-
ples by clicking the corresponding play button
as much as they wanted.The task was to rank
the three intonation examples from perceived as
“Most Natural” to “Least Natural”. The subjects
were forced to give rank orders in all cases and
were not allowed to proceed unless a valid
response had been given. Two initial sentences
were presented as familiarization to the test and
were not included in the analysis.

The subjects taking part in the experiment were
volunteers among Telenor R&D staff. None of
them were in any way involved in the project.

4.3  Results
For each condition we obtain a rank order from
each subject. Each rank order can be seen as
three pair comparisons. Table 4 shows the per-
centage of judgements where a prosody model
was rated better than another as an average over
all test sentences.

All preferences in Table 4 are statistically signif-
icant at the 0.001 level resulting in a very clear
rank order:

CPY > NEW > TTS

In Figure 5 we present the average rank order for
each of the ten sentences as well as the average
over all sentences. We observe that the above
rank order is achieved in 8 out of 10 sentences.
For sentence 6, the NEW model is judged slight-
ly better on the average than the CPY prosody.
For sentence 7, the TTS prosody was judged to
be slightly better than the NEW model.

In two cases (sentences 3 and 6) the NEW model
performs close to the CPY model.

Figure 8  Interface for
subjective evaluation

Table 4  Percentages of
preference for one prosody

model over another

Preferred prosody model

TTS NEW CPY

TTS - 71.4 83.3

NEW 28.6 - 76.7

ORIG 16.7 23.3 -

Test 5/12
How would you judge the intonation in these
three sentences?

Click the play button in the respective multimedia
panels to hear each sentence.
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5  Conclusions and
Future Work

In this proof of concept study we have evaluated
a new corpus based method for generating
prosody in text-to-speech synthesis. We have
shown that our proposed approach leads to a
clear improvement over the rule-based model
used in Talsmann TTS [11]. The main advantage
of our approach is adaptability and simplicity:
the prosody and speaking style of new speakers
can be easily mimicked from annotated record-
ings with no need to develop new detailed
acoustic-prosodic rules. The price paid is a
reduced speech quality compared to full scale
unit selection and concatenation systems. How-
ever, for some applications a quality comparable
to GSM speech may be acceptable, especially
when taking into account the significantly lower
complexity of a diphone system.

Context dependent accent units seem to be
appropriate units for concatenation of natural F0
contours in Norwegian. Still, the intonation was
not judged as good as the copy synthesis and in
future work it would be interesting to examine
issues not covered in our study.

In this experiment we used a very simple selec-
tion procedure optimizing the cost at each con-
catenation point. A better solution would be to
implement a Viterbi search in the graph of can-
didate units to select the chain of units that mini-
mizes the cost function for the complete utter-
ance.

One very interesting feature of our approach is
the possibility to apply speaking styles adapted
to specific applications, e.g. news reading, con-
versational style for use in dialog systems, etc.
An even more interesting possibility is to imple-
ment different Norwegian dialects.

One challenge that this approach will have in
common with full scale unit selection and con-
catenation TTS systems is design and (auto-
matic) fast building of new databases of different
speaking styles and dialects. This will require
automatic detection of the relevant prosodic fea-
tures of spoken Norwegian.

Rythm is an integral part of a person’s speaking
style. In our experiment we trained a prediction
model for the duration factor, based on the same
database as we used for intonation transplanta-
tion. An interesting alternative would be to
transplant rhytmic parameters from the database
as well.

A further extension of the work could be to inte-
grate the phonological prosody model as part of
a segmental unit selection system along the lines
presented in [16].
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1  Introduction
Since small mobile terminals have limited key-
pads and small screens we have to use alterna-
tive communication channels when interacting
with these terminals. Speech is a natural and
convenient way to express complex questions
to a service. Speech is also the best option when
eyes and hands are busy, e.g. when driving a car.
Thus, a well-designed user interface has to sup-
port automatic speech recognition (ASR). How-
ever, when the speech recogniser fails or when it
is not appropriate to speak, the user may want to
select icons or scroll menus by pointing at the
screen or even write the commands. Input chan-
nels such as touch sensitive screens, keyboards
or keypads are therefore also required. The ter-
minals’ output channels should at least support
visual (text and graphics) presentation and
audio. Listening may be a slow way of obtaining
information, and it is difficult to remember any-
thing more than a few names or numbers. Screens
are needed to display graphics and information
that is tedious to listen to.

For some tasks it is natural and convenient to
ask questions orally while pointing at related
objects on the screen, e.g. when asking for the
distance between two points on a map. In this
case we want to combine different “senses”
seamlessly in the user-interface. Multimodal
interfaces combine the different input signals,
extract the combined meaning from them, find
requested information and present the response
in the most appropriate format.

Hence, a multimodal human-computer interface
(HCI) gives us the opportunity to choose the
most natural interaction pattern. If the preferred
mode fails in a certain context or task, we may
switch to a more appropriate mode or we can
combine modalities.

In the last two decades there has been a huge
research activity within multimodal user inter-
faces. In 1980 Bolt [1] presented the “Put That
There” concept demonstrator, which processed
speech in parallel with manual pointing during
object manipulation. Since then major advances
have been made in speech recognition algo-
rithms and natural language processing, in hand-
writing and gesture recognition, as well as in
speed, processing power and memory capacity
of the computers. Today’s multimodal systems
are capable of recognizing and combining a
wide variety of signals such as speech, touch,
manual gestures, gaze, head and body move-
ments. The response can be presented by a mul-
timedia system. These advanced systems need
various sensors and cameras and a lot of pro-
cessing power and memory. They are therefore
best suited for kiosk applications. An overview
of various multimodal systems can be found in
[2], [3], [4], [5].

The work presented in this paper is based on the
research work at the Speech Technology group
at Telenor R&D aiming at implementing a test
platform for speech-centric multimodal interac-
tion with small mobile terminals. For applica-
tions on mobile terminals, with limited size and
processing power, we have restricted the func-
tionality to speech centric multimodal interfaces
with two input modes: speech (audio) and touch,
and two output modes: audio and vision. Our
main focus is on exploiting multimodal speech
dialogues to improve dialogue success rate, dia-
logue completion time and user friendliness in
applications basically for 3rd generation mobile
communication systems (3G/UMTS).

Speech Centric Multimodal Interfaces for
Mobile Communication Systems
K N U T  K V A L E ,  N A R A D A  D I L P  W A R A K A G O D A  A N D  
J A N  E I K E S E T  K N U D S E N

Natural conversational man-machine interfaces should support multimodal interaction. Generally, a

multimodal system combines natural input modes such as speech, touch, manual gestures, gaze, head

and body movements, and searches for the meaning of these combined inputs. The response can be

presented by a multimedia system.

The main focus of this paper is the technical aspects of implementing multimodal interfaces for mobile

terminals. With the limited size and processing power of these terminals, we have restricted the

functionality to speech centric multimodal interfaces with two input modes: speech (audio) and touch,

and two output modes: audio and vision. That is, the input combines automatic speech recognition and

a pen to click areas on the touch-screen, or pushing buttons on the small terminal. The output is either

speech (synthetic or pre-recorded) or text and graphics.
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2  What is Mulitmodality?

2.1  Modality, Multimodal and
Multimedia

The term modality refers to a form of sensory
perception: hearing, vision, touch, taste and
smell. For our research on human-machine inter-
action, we define modality as a communication
channel between the user and the device.

The modes above can be combined in a multi-
modal interface, containing audio (e.g. in the
form of speech), vision (in the form of text and
graphics, or moving video), and touch. We do
not consider services using one particular input
mode, e.g. speech, and another output mode, e.g.
text/graphics as multimodal services.

We distinguish between multimode and multi-
media; that is, media is the representation format
for the information or content in a certain mode.
For example, speech and music are two media
formats in the auditory mode. Text, graphics and
video are examples of media types in the visual
mode.

2.2  Combining Multiple Modalities
Multiple input and output modalities can be com-
bined in several different ways. We apply the
scheme proposed by the World Wide Web Con-
sortium (W3C) [8], which distinguishes between
three different ways of combining multimodal
inputs and outputs: Sequential, uncoordinated
simultaneous and coordinated simultaneous mul-
timodal input/output, as discussed below.

2.2.1  Multiple Input Modalities

Sequential Multimodal Input
This is the simplest type, where inputs from dif-
ferent modalities are interpreted separately. For
each dialogue state, there is only one input mode
available, but in the whole interaction more than
one input mode may be used.

Sequential multimodal input is often used in sys-
tem-driven applications.

Uncoordinated Simultaneous
Multimodal Input
In this situation several parallel input modes are
active at the same time. This means that the
users can choose the input mode they prefer at
each dialogue stage. However, only one of the
input channels is interpreted (e.g. the first input).

Coordinated Simultaneous Multimodal Input
Here, more than one input mode is available, and
all inputs from the multiple modalities within a
given time window are interpreted. The interpre-
tation depends on the fusion of the partial infor-
mation coming from the channels.

Coordinated simultaneous modalities may be the
most natural way of interacting with computers,
but it is by far the most complicated scenario to
implement.

2.2.2  Multiple Output Modalities
W3C [8] distinguishes between three different
implementation schemes for multimodal outputs
in a similar manner. On the output side the
sequential and non-coordinated simultaneous use
of modes is less apparent, because the graphical
display is static: it remains visible during times
when speech is played (and the graphical image
cannot be changed). In coordinated simultaneous
multimodal output, information may be con-
ferred by means of a spoken message that co-
incides with changes in the graphical display and
perhaps also with gestures of an on-screen pre-
sentation agent.

2.3  Speech Centric Multimodality
Some multimodal systems apply advanced input
‘devices’, such as gaze tracking and facial
expression recognition, and outputs e.g. facial
animation in the form of human-like presenta-
tion agents on the screen as in “Quickset” [2, 3,
4, 5], “SmartKom” [9, 10], and “Adapt” [11,
12].

However, for telecommunication services on
small mobile terminals, we have constrained our
multimodal research issues to speech centric
multimodality with two input modes: speech
(audio) and touch, and two output modes: audio
and vision. That is, the input combines auto-
matic speech recognition and a pen for clicking
areas on the touch-screen, or pushing buttons on
the small terminal, also called “tap and talk”
functionality. The output is either speech (syn-
thetic or pre-recorded) or text and graphics.

Speech centric multimodality utilises the fact
that the pen/screen and speech are complemen-
tary: The advantage of pen is typically the weak-
ness of speech and vice versa. With speech it is
natural to ask one question containing several
key words, but it may be tedious to listen to all
information read aloud – speech is inherently
sequential. With pen only, it may be hard to
enter data, but it is easy to get a quick overview
of the information on the screen, as summarised
in Table 1.

Hence, we believe that combining the pen and
speech input in a speech centric multimodal
interface will lead to a more efficient dialogue
through better error avoidance, error correction
and error recovery, as exemplified below:

• Users will select the input mode they judge to
be less prone to error;
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1) In Norwegian: “Jeg vil reise fra Kristiansand til Bodø neste fredag klokka sju”.

• Users tend to use simpler language which
reduces the complexity of the Spoken Lan-
guage Understanding (SLU) unit;

• Users tend to switch modes after system errors
and thus facilitating error recovery;

• Improved error recovery by combining N-best
lists and confidence scores and selection from
multiple alternatives via display;

• Improved speech recognition performance by
context sensitive ASR grammars with respect
to other modalities, e.g. focused field in dis-
play.

In addition, the “tap and talk”-interface explic-
itly provides dialogue state (i.e. the tapped field),
simplifying the dialogue management compared
to other multimodal systems.

Microsoft’s Mipad (Multimodal Interactive Pad)
[13, 14] is one example of multimodal interac-
tion limited to speech and pen. With MiPad the
user interacts with the PDA by tapping and hold-
ing on a field and uttering appropriate content to
it, i.e. uncoordinated simultaneous multimodal
input. MiPad is an application prototype offering

a conversational, multimodal interface to Per-
sonal Information Manager (PIM) on a PDA,
including calendar, contact list and e-mail.

2.4  Speech Centric Multimodality
in Form-filling Applications:
An Example

In order to illustrate the concepts of speech cen-
tric multimodality, we have developed a multi-
modal demonstrator platform with two cate-
gories of multimodal dialogues: Form filling
applications [15] and a map/location-based sys-
tem. The overall architecture is described in
chapter 4. In this section we exemplify the bene-
fits of speech centric multimodality in two form
filling telephony applications: A train timetable
information retrieval service and a “yellow
pages” service. The system architecture for
form-filling applications is here basically appro-
priate for the Sequential and Non-coordinated
simultaneous multimodal input types.

Figure 1 shows the graphic user interface (GUI)
in three dialogue steps of the service for the Nor-
wegian train timetable information retrieval
application.

1 This entry page appears on the screen when
the service is called up. Below the text head-
ing: “Where do you want to go?” there are
five input form fields: Arrival and departure
station, date and time of arrival and the num-
ber of tickets. The questions are also read
aloud by text-to-speech synthesis (TTS).

2 This screen shows the result of the user
request in natural language1): “I want to go
from Kristiansand to Bodø next Friday at
seven o’clock”. The key words in the utter-
ance were recognised correctly and the corre-
sponding fields filled in, giving the user an
immediate feedback on the screen. The call

Only pen input, screen output Pure speech input/output

Hands and eyes busy – difficult to Hands and eyes free to perform
perform other tasks other tasks

Simple actions Complex actions

Visual feedback Oral feedback

No reference ambiguity Reference ambiguity

Refer to items on screen only Natural to refer to absent items also

No problem with background noise Recognition rate degrades in noisy
environments

Table 1  Comparison between
the two complementary user
interfaces: Pen-only input and
screen (visual) output versus a
pure speech-based 
input/output interface

Figure 1  The GUI for the
train timetable information
retrieval application
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was made on June 10, so “next Friday” was
correctly interpreted as June 15. Since all the
information in the form fields on the screen is
correct the user confirms by pushing the ‘OK’
button, and the system gets the requested
information from the railway company web
portal.

3 The result of the web request is presented on
the screen. Usually three or four realistic alter-
natives are depicted on the screen. The user
may then click on the preferred travel alterna-
tive, or say the alternative number. Then the
dialogue goes on to ask how many tickets the
customer wants for the selected trip, and the
demonstrator service ends.

In the example in Figure 1, all the words were
correctly recognised and understood and the
visual presentation of information was much
more efficient than audio feedback. Thus the
customers efficiently obtained what they wanted.
However, in real world speech-enabled tele-
phony applications speech recognition errors
will unavoidably occur. Correcting speech
recognition errors in speech only mode (no
visual feedback) is very difficult and reduces
user satisfaction. But, with speech centric multi-
modal interface it is easier to correct ASR-errors
in these form-filling services. If some of the
information on the screen is wrong, the user cor-
rects it by clicking on the field containing the
erroneous words and then either saying the cor-
rect word once more or tapping on the correct
word from the N-best list, which occurs on the
right hand side of the field.

Figure 2 illustrates this situation in a “yellow
pages” application:

1 On the entry page that appears on the screen
when the service is called up and under the

text heading “Welcome to Yellow pages”,
there are two input form fields: Business sec-
tor and municipal (Norwegian: “Bransje” and
“sted”).

2 When the user asked in natural language2) “I
want bakeries in Oslo”, the ASR recognised
the key words in the utterance and filled in the
corresponding fields, giving the user an imme-
diate feedback on the screen. Note that the
N-best list on the right hand side of the sector
field contains the alternative “Batteries”, i.e.
the word “batteries” has the second best confi-
dence score. Since all the information in the
form fields on the screen is correct the user
pushes the ‘OK’ button, and the system gets
the requested information from the service
provider.

3 The requested information is displayed on the
screen. There are 25 bakeries in this listing,
which would have been rather tedious to listen
to. Here, the user easily gets a quick overview
and clicks on the preferred baker.

The actions and benefits of multimodality in the
form filling examples are summarised in Table 2.

3  General Implementation
Aspects

The generic multimodal dialogue system shown
in Figure 3 with several input and output chan-
nels, raises several important issues when imple-
menting multimodal architectures, such as:

• Selection of suitable software architecture for
implementing the logical elements shown in
Figure 3 in a real system;

• Funnelling of multiple channels through the
heart of the system, namely the dialogue man-
ager.

Figure 2  Yellow pages
application

2) Pronounced in Norwegian as: “Jeg vil gjerne ha bakerier i Oslo”. Here the business sector (Norwegian: “Bransje”) is “bakerier” and the municipal
(Norwegian “sted”) is Oslo.
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3.1  Distributed Processing
In advanced multimodal systems, several
input/output channels can be active simultane-
ously. In order to cope with these kinds of multi-
modality, an architectural support for simultane-
ous information flow is necessary. Furthermore,
it is desirable to run different functional modules
separately (often on different machines), in order
to deal more effectively with the system’s com-
plexity. The so-called distributed processing
paradigm matches these requirements quite
nicely, and therefore most of the multimodal
system architectures are based on this paradigm.

There are many different approaches to imple-
menting a distributed software system. One can

for example choose a very low level socket-
based approach or one of the higher level
approaches such as Parallel Virtual Machine
(PVM) [42], Message Passing Interface (MPI)
[43], RPC-XML [44], and SOAP [45]. On an
even higher level, object oriented distributed
processing approaches such as CORBA, DCOM,
JINI and RMI are available. However, the most
attractive approach to implementing multimodal
systems is based on co-operative software
agents. They represent a very high level of
abstraction of distributed processing and offer
a very flexible communication interface.

3.2  Existing Agent-Based Platforms
There are several well-known agent architectures
that have been used to build multimodal sys-
tems, such as GALAXY Communicator (a pub-
lic domain reference version of DARPA Com-
municator) maintained by MITRE [19], Open
Agent Architecture (OAA) from SRI interna-
tional [20] and Adaptive Agent Architecture
(AAA) from Oregon Graduate Institute (OGI)
[21]. In these architectures a set of specialised
agents are employed to perform different tasks.
Two given agents can communicate (indirectly)
with each other through a special agent called a
facilitator. Usually, this inter-agent communica-
tion is a service request and a response to such a
request. The facilitator performs matchmaking
between a service provider and a requester.

We found that GALAXY Communicator is the
most suitable agent-based platform for our pur-
pose. A detailed description is given in section
4.2.1. In this system, messages sent between
agents and the central facilitator called a hub,
are based on a simple attribute-value type data
structure. This hub-spoke type architecture
allows easier asynchronous and simultaneous
message exchange than for example a serial
architecture does. In addition to a message pass-
ing between the hub and the agents, direct com-
munication between any two agents is also pos-
sible. Such a direct connection is useful when
large amounts of data, such as audio, have to
be efficiently passed between two agents. One
drawback with GALAXY Communicator, how-
ever, is its dependency on a single facilitator,
whose failure will cause a complete system
breakdown. In AAA this problem has been
addressed by introducing many facilitators.

3.3  Fusion and Fission
Since an advanced multimodal system such as
the one shown in Figure 3 has more than one
input and/or output channel, there must be mech-
anisms to map:

• Several input channels to a single semantic
stream, i.e. fusion;

Table 2  Benefits of multi-
modality in the form-filling
applications

Figure 3  A generic
multimodal dialog 
system architecture

User actions Benefits of multimodality

Natural language input, asking for Speech is most natural for asking this
several different pieces of information type of question. Speech is much faster
in one sentence. than typing and faster than selecting

from a hierarchical menu.

Reads information shown The user gets a quick overview – much
on the screen. quicker than with aural feedback reading

sentence by sentence.

Taps in the field where the ASR-error Much easier to correct ASR-errors or
occurs, and taps at the correct understand rejections than in com-
alternative in the N-best list. plicated speech-only dialogues. Better

error control and disambiguation strate-
gies (e.g. when there are multiple match-
ing listings for the user query).
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• A single semantic stream to several output
channels, i.e. fission.

From a technical point of view, fusion, also
called multimodal integration, deserves a higher
attention than fission, because a good fusion
strategy can help reduce the recognition errors.

Usually, fusion is divided into two classes, early
fusion and late fusion. Early fusion means inte-
gration of the input channels at an early stage of
processing. Often this means integration of fea-
ture vectors, before they are sent through the
recogniser(s). Late fusion means integration
of the recogniser outputs, usually at a semantic
interpretation level. Late fusion seems to have
attracted more interest than early fusion, proba-
bly because it only needs the recogniser outputs
and no changes of existing modules (such as fea-
ture extractors, recognisers).

In one of its simplest forms, late fusion can be
performed by simple table look-ups. For exam-
ple, assume that we have two input channels.
Then we can maintain a (two-dimensional) table,
where rows and columns correspond to alterna-
tive outcomes of the recognisers acting on chan-
nel 1 and channel 2 respectively. Each cell of the
table can be marked 1 or 0, indicating whether
this particular corresponding combination is
valid or invalid. Then the fusion procedure for a
given pair of recogniser output lists would be to
scan the (recogniser) output combinations in the
decreasing order of likelihood and find the first
valid combination by consulting the table.

The above procedure can be extended to handle
uncertainty associated with recognition by con-
sidering joint probability of the recogniser out-
puts from the two channels. One simple approach
for computing these joint probabilities is to
assume that two recognition streams are statisti-
cally independent. However, the fusion perfor-
mance (i.e. multimodal recognition performance)
can be enhanced by dropping this assumption in
favour of more realistic assumptions [22].

Table look-up based fusion is not very conve-
nient when the semantic information to be inte-
grated is complicated. In such cases typed fea-
ture structures can be used. This data structure
can be considered as an extended, recursive
version of attribute-value type data structures,
where a value can in turn be a feature structure.
Typed feature structures can be used for repre-
senting meaning as well as fusion rules. Integra-
tion of two or several feature structures can be
achieved through a widely studied algorithm
called feature-structure unification [2].

In fusion, temporal relationships between differ-
ent input channels are very important. In multi-

modal systems this issue is usually known as
synchronization. In most of the reported systems
in the literature, synchronization is achieved by
considering all input contents that lie within a
pre-defined time window. This can be done by
employing timers and relying on the real arriv-
ing times of the input signals to the module
responsible for performing fusion. However, a
more accurate synchronization can be obtained
by time-stamping all inputs as soon as they are
generated since this approach will remove the
errors due to transit delays. Note, however, that
input synchronization is meaningful only for
coordinated multimodality.

3.4  Dialogue Management
A dialogue manager is usually modelled as a
finite state machine (FSM), where a given state
St represents the current context. One problem
with this modelling approach is the potentially
large number of states even for a relatively sim-
ple application. This can be brought to a fairly
controllable level by considering a hierarchical
structure. In such a structure there are only a few
states at the top level. But each of these states is
thought to be consisting of several substates that
lie on the next level. This can go on until the
model is powerful enough to describe the appli-
cation concerned.

When the user generates an event, a state transi-
tion can occur in the FSM describing the dia-
logue. The route of the transition is dependent
upon the input. That means that state transition is
defined by the tuple (St, It), where St is the current
state and It is the current user input. Each state
transition has a well-defined end state St+1 and an
output Ot. In other words the building-block-
operation of the dialogue manager is as follows:

1 Wait for input (It).

2 Act according to (St, It) for example by look-
ing up a database and getting the result (Rt)

3 Generate the output according to (St, It, Rt)

4 Set next state St+1 according to (St, It)

The user input (It) is a vector which is a repre-
sentation of the structure called concept table.
This structure consists of an array of concepts
and the values of each of these concepts. For
example in a travel planning dialogue system the
concept table can look as shown overleaf.

The column “value” of the concept table is filled
using the values output by the speech recogniser
and the other recognisers operating on the input
modalities (e.g. a GUI tap recogniser). During
the filling operation, input ambiguities can be
resolved completing late fusion. Once filled, the
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concept table defines the current input It. More
specifically, if the values in the concept table are
It(1), It(2), ..., It(n), then the N-tuple (It(1), It(2),
It(n)) is the current input It. The number of dif-
ferent inputs can be prohibitively large, even if
the length of the concept table (M) and the num-
ber of values a given concept can take (K) is
moderate. This implies that a given state in the
dialogue FSM has a large number of possible
transitions.

A possible remedy for this problem is to employ
a clever many-to-one mapping from the original
input space to a new smaller sized input space,
which exploits the fact that there are many
don’t-care concept values.

4  An Implementation of a
Multimodal Demonstrator
Platform

This chapter describes the architecture and the
system aspects of the multimodal demonstrator
platform developed in the EURESCOM project
MUST [7], [16], [17], [18]. The main purpose of
the demonstrator was to implement an experi-
mental multimodal service in order to study and
evaluate the interaction with and the apprecia-
tion of such a service by real “naïve” users. The
service is a map application, i.e. a tourist guide
for Paris.

4.1  System Overview
The multimodal demonstrator platform consists
of a relatively complex server and a thin client.

The overall architecture of the platform is shown
in Figure 4.

The Application Server consists of five main
autonomous modules (or servers) that inter-com-
municate via a central facilitator module (Hub).
The modules are:

• Voice Server – comprises speech technologi-
cal components such as Automatic Speech
Recognition (ASR), Text to Speech Synthesis
(TTS) and telephony (PHN) for the speech
modality.

• GUI Server – is the gateway between the GUI
Client and the server side.

• Multimodal Server – performs preliminary
steps of multimodal integration of the incom-
ing signals (fusion) and distributes the service
response through the output channels (fission).

• Map Server – acts as a proxy interface to the
map database.

• Dialogue & Context Manager Server – per-
forms the dialogue and context management.

• Hub – manages the inter-communication for
the modules at the server side.

The client side, or the multimodal mobile termi-
nal, consists of two modules: The Voice Client
which is a plain mobile telephone used for the
voice modality, and the GUI Client which is a
programmable Pocket PC (or a Personal Digital
Assistant – PDA) with touch sensitive screen
used for the tap and graphical modality.

All the modules in the MUST Application
Server are described in section 4.2. The client
side of the MUST demonstrator is described in
section 4.3.

4.2  The Server Side
This section describes all the modules that com-
prise the Application Server. All the modules
are implemented in Java, except for the Voice
Server that is implemented in C++.

4.2.1  The Galaxy Hub
The modules communicate asynchronously by
messages passing through a Hub. The Hub dis-
tributes the messages according to a set of rules
in accordance with the service logic.

The Galaxy Communicator Software Infrastruc-
ture mentioned in section 3.2 was selected as the
underlying software platform, which provides
the Hub in Figure 4. The main features of this
framework are modularity, distribution, seamless
integration of the modules and flexibility in

Figure 4  The architecture
of the multimodal
demonstrator platform
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terms of inter-module data exchange, i.e. syn-
chronous and asynchronous communication
through the Hub and directly between modules.

In addition to the Galaxy Communicator, two
other promising software multimodal platforms
have been considered: ATLAS [11, 12], and
Smartkom [9]. The lack of availability of these
software platforms in terms of licensing clarifi-
cations as well as available documentation in
English led us to discard these two alternatives
at an early stage and go for the Galaxy Commu-
nicator.

The Galaxy software infrastructure allows us to
connect the modules (i.e. the GUI Server, Voice
Server, Multimodal Server, Dialogue Server and
the Map Server) together in different ways by
providing extensive facilities for messages pass-
ing between the modules. A module, or a server,
can very easily invoke a functionality that is
being provided by another module without
knowing which module that provides it or where
it is running. This is an important feature of the
modularity, distribution, and seamless integra-
tion.

Normally, a script is used to control the process-
ing in the Hub, but it can also act as an auton-
omous facilitator in an agent-based environment.
In our platform, we have followed the approach
of script-based Hub control.

Galaxy messages that are passed between the
modules are based on the key-value pair
(attribute-value pair or name plus a value) for-
mat. This message format allows messages to
encompass simple data structures that are suffi-
cient to support less complex operations such as
connection set-up, synchronisation, and discon-
nection. However, more complex operations
such as database lookup results and GUI display
information involve more complex data struc-
tures, necessitating an extension to the message
format. Fortunately, the Galaxy message format
is a framework that is flexible and extensible.

In the MUST project, an XML-based mark-up
language (named MxML – ‘MUST eXtensible
Mark-up Language’) was defined to cope with
complex data structures in the Application
Server. Complex data structures are represented
by MxML strings and embedded in the basic
key-value pair based Galaxy messages. In this
way we can take the advantage of the flexible
message passing mechanism provided by Galaxy
Communicator and the power of XML.

The highly modular and seamless architecture of
the Application Server gives a flexible system
where modules easily can be removed, added or
replaced. For example, we have used two alter-

native versions of the Voice Server (see section
4.2.2), and one can replace the other whenever
necessary.

Due to the distributed nature of the architecture,
many different deployment configurations are
possible for the MUST demonstrator. We typi-
cally use two PCs – both running Windows
2000; one PC for the Voice Server (including a
lot of firmware such as telephony drivers, ASR
and TTS engines), and another PC for the other
Servers. The demonstrator also supports a
portable stand-alone version where all the mod-
ules (including the whole Voice Server) are run-
ning on one machine (i.e. a laptop).

4.2.2  Voice Server
The Voice Server (or Voice Platform) is the
module that handles the voice modality. This
module is built upon underlying speech technol-
ogy such as ASR, TTS and telephony, and basi-
cally provides the API for these technology
resources.

Because two of the partners in the MUST project
(Portugal Telecom and Telenor) wished to use
their own voice platforms, two different versions
of the Voice Server have been developed for
the MUST demonstrator. One is based on the
“InoVox” [23] voice platform from Portugal
Telecom Inovação, and the other version is
based on the “Tabulib” voice platform [24] from
Telenor R&D.

The Tabulib platform is currently freely avail-
able to the general public. Tabulib basically sup-
ports ISDN telephony for the input/output voice
to the system, but also a proprietary VoIP (Voice
over IP) solution is implemented for the devel-
opment of a portable demonstrator platform
without the need for a wired telephone line. The
speech recogniser supported is Philips Speech-
Pearl 2000 [25] recogniser. For the Text-to-
Speech Synthesis, Tabulib supports the Micro-
soft SAPI 4.0 [26] standard, and hence, all Text-
to-Speech Synthesis engines supporting this
standard can be used with Tabulib. We have
used a TTS engine from Microsoft for English
[27] and Telenor’s TTS engine Talsmann [28]
for Norwegian.

4.2.3  GUI Server
The GUI Server is the ‘gateway’ between the
GUI Client (i.e. the GUI part of the multimodal
mobile terminal) and the Application Server.
Received data from the GUI Client is packed
into Galaxy frames and transmitted to the Dia-
logue Server via the Multimodal Server. Data
from the Dialogue Server is extracted from the
received Galaxy frames, and an HTML file is
generated. The generated HTML file is actually
stored on an HTTP (Web) server and further
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fetched by the GUI Client – which is a sort of
Web browser.

The data from the Dialogue Server is in XML
format and contains the contents to be presented
on the GUI Client; that is, raw information such
as text and images to be displayed, and coordi-
nates for items – e.g. points of interest on a map.
We use XSLT [29] in order to transform the
XML body to an HTML file. It is the XSL style
sheet that really defines the format of the GUI,
such as the size of text fields, font types, back-
ground colours, the width of borders and list
boxes. With the use of style sheets, the appear-
ance of the GUI display can be easily altered on
the fly in services where the GUI format should
be dependent on the dialogue context or the
user’s profile. New applications can be imple-
mented without any software upgrade on the
GUI Client, since the GUI is defined by the XSL
style sheets and the content in the XML body.

4.2.4  Multimodal Server
The MUST project aimed to investigate the
implementation and human factor issues related
to coordinated simultaneous multimodal inputs,
i.e. all parallel inputs must be interpreted in
combination, depending on the fusion of the
information from all channels. The so-called
“late fusion” approach was adopted, where the
recogniser outputs are combined at a semantic
interpretation level (by the Dialogue & Context
Manager Server).

The Multimodal Server performs the preliminary
steps of the integration of the incoming signals
(pen click and voice). The temporal relationship
between different input channels is obtained by
considering all input signals within a pre-defined
time window. The duration of this time window
is a variable parameter that can be adjusted
according to the dialogue state. If two input sig-
nals occur within the fusion window, then the
Dialogue Server will combine the two inputs to
determine the ‘meaning’ from the user, and act
accordingly (late fusion). A drawback with this
solution is that pen taps (e.g. on menu icons as
“home” and “help”), which should not be com-
bined with voice input, are also delayed through
the fusion window. This slows down the system
response.

In this version of the Must demonstrator the Dia-
logue Server performs the (early) fission, and the
output modalities are forwarded to the destina-
tion channels.

4.2.5  Dialogue Server
The Dialogue Server, or the Dialogue and Con-
text Manager module, can be seen as the media-
tor between the user on one side and the source
of information on the other side. It is the Dia-

logue Server that controls the logic for the ser-
vice and can be considered as the central pro-
cessing unit of the system. The main tasks of the
Dialogue Server is:

• Process incoming messages with textual or
abstract representations from the user inter-
actions

• Combine the multimodal inputs (late fusion)

• Context processing

• Implement the service logic rules

• Access data repository

• Handle the output information to the user
(early fission)

• Error handling

The application in the MUST project (the tourist
guide for Paris) is fully user driven, and it is the
user who always takes the initiative in the dia-
logue. A big challenge in the implementation of
such a dialogue system is that the context or dia-
logue states to a certain extent are submitted to
the user’s premises. The system should always
be in the ready state for serving the user, i.e.
receiving queries from the user at any time,
which complicates the control and processing of
the multimodal inputs and outputs. For system
driven dialogues such as form filling applica-
tions, these implementation issues are alleviated
since the Dialogue Manager takes the initiative
and control in the interaction with the user.

The requests from the user are represented in
terms of textual or abstract symbols by the
boundary modules (here: Voice Server and GUI
Server) that handle the interaction with the user.
The Dialogue Server combines and processes the
inputs (late fusion), and acts accordingly to fulfil
the user’s request (typically a query to a data-
base). The feedback is sent to the boundary
modules via the Multimodal Server in order to
be presented in different modalities on the multi-
modal terminal (early fission).

4.2.6  Map Server
The Map Data Server is the module that receives
and processes requests coming from the Dia-
logue Server. These queries are Galaxy mes-
sages constructed using a proprietary protocol
defined to code domain information requests.
These messages are parsed, interpreted and
mapped to the corresponding SQL queries,
which are executed to gather the requested data
from the database. The data from the database is
packed into a Galaxy frame, and forwarded to
the Dialogue Server. An error frame is sent to
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the Dialog Server if no matching data is found
in the database.

4.3  The Client Side
At the time of the service specification and
implementation, there were no commercial ter-
minals available with support for the features
and functionality needed for a small multimodal
wireless terminal. The prototypes developed or
under development in other projects were not
available for third party entities.

The solution that was found to overcome this sit-
uation is the simulation of a multimodal termi-
nal, which was done by combining a mobile
GSM phone and a Pocket PC with touch sensi-
tive screen.

4.3.1  The GUI Client
The GUI Client is implemented on a Compaq
iPAQ Pocket PC running Microsoft CE 3.0/2002
(see Figure 5). The GUI Client is connected to
the GUI Server via WLAN using a TCP socket
connection to convey the GUI signals (tap and
graphical information) back and forth between
the client and server.

The GUI Client software is developed using
Microsoft eMbedded Visual C++, and the main
features are based on the Pocket Internet Ex-
plorer (web browser) technology. The use of
ActiveX [30] controls inside the web browser
gives a powerful interface that supports a variety
of GUI components, such as gif image display,
hotspots, push buttons, list boxes (select lists)
and text fields.

The input to the GUI Client (from the GUI
Server) is an HTML file. The GUI is defined and
controlled by the use of Microsoft JScript [31] in
the HTML code. In the MUST project, we have
defined a set of JScript functions or methods for
the creation of the different GUI components.
This provides a powerful and flexible GUI, and
it is the Application Server (here: Dialogue
Manager Server and GUI Server) that defines the
appearance of the GUI, and therefore no soft-
ware updates are necessary on the Pocket PC in
order to change the GUI. This gives a system
for quick and easy design of multimodal appli-
cations.

4.3.2  The Voice Client
The speech part is for the time being handled in
parallel by a mobile telephone. The users will
not notice this “two terminal” solution, since the
phone is hidden and the interface is transparent.
Only the headset (microphone and earphones)
with Bluetooth connection will be visible to the
user. The headset frees the user’s hands to hold
the Pocket PC and to navigate the map applica-
tion with the pen giving the “illusion” that the

user is interacting with a small multimodal wire-
less terminal.

We have also implemented a VoIP solution for
the speech part. Here we utilise the audio device
on the Pocket PC. The input voice is recorded
on the Pocket PC, and forwarded to the Voice
Server via the WLAN connection. Likewise, the
audio from the Voice Server is transmitted over
the same connection, and played on the Pocket
PC. The advantage with such a solution is that
both the GUI and speech part are implemented
on one single device, giving a better “illusion”
that the users are interacting with a multimodal
mobile telephone. Besides, there is no need for
a telephone line for the Voice Server, and the
whole demonstrator can be presented every-
where as a stand-alone device. Unfortunately,
this solution is for the time being not stable, due
to slow CPU performance and some problems
with the audio device on the current Pocket PCs.

5  When Will Multimodal
Applications Take Off
in the Mobile Market?

We have discussed various aspects of multi-
modal interfaces for mobile communications and
carefully described the technical implementation
of a multimodal demonstrator platform. How-
ever, when will the multimodal services take off
in the mobile market? In this chapter we look at
the situation today, and address some issues that
are important for deployment of regular multi-
modal services in the near future.

5.1  Status – Existing Multimodal
Mobile Services and Platforms

Today a few commercial multimodal mobile ser-
vices for GSM, GPRS and WLAN are based on
a combination of existing standards such as
WML (WAP), HTML, VoiceXML, SMS and
MMS, or proprietary or de facto standards. The
multimodal interaction is in most cases limited
to one modality at a time for the input and output
signals. Many of the services are expensive in
use, and some involve more than one terminal
for the end user, e.g. a cellular phone for the
speech modality, and a Personal Digital Assis-

Figure 5  The GUI Client
implemented on a Compaq

iPAQ Pocket PC
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tant (PDA) for the graphical modality. Most
often, only one network operator offers the ser-
vices, i.e. the one that possesses the standard,
and this limits the geographical coverage and the
potential of offering a mass marketing service.
Below are listed some typical examples of com-
mercial services:

• PlatiNet in Israel [32] offers services to opera-
tors such as voice-enabled chat and conferenc-
ing applications, location-based applications
such as contacting the nearest taxi service or
finding a hotel, and the addition of voice
menus to text-based Yellow Pages, allowing
easy access to any listing.

• SFR of France [33] offers text or voice cover-
age of events such as the football World Cup
and the Tour de France, and access to other
location-based services such as sports,
weather, festival details, and news. The ser-
vice runs on a platform from NMS Commu-
nications [34].

• Hutchison Max Telecom and Orange in India
offer a multimodal Football World Cup ser-
vice, which delivers audio action replays from
live matches to cellular subscribers. An SMS
alert is sent to subscribers at the start of a
match, and they are given a number to call for
live voice coverage or text updates. The ser-
vice runs on the multimodal platform from
OnMobile Systems, Inc. [35] in Orange’s
GSM network.

• Kirusa [36] and SpeechWorks [37] have estab-
lished a trial multimodal service on the French
mobile operator Bouygues Telecom’s GPRS
mobile networks in France. The service sup-
ports simultaneous multimodality, where voice
and visual information seamlessly interact.

5.2  Standardization
In the past, we have seen the appearance – and
disappearance – of services based on proprietary
or de facto standards, for example the so-called
smart phones, portable personal assistants, email
devices and many more. International standard-
ization within the telecommunication sector is
definitely an important basis for large-scale reg-
ular telecommunication services in the long
term. Standards provide interoperability across
different networks, and standard tools for the
development and deployment of the service.
Standards are also highly pertinent to the forth-
coming multimodal services, and the initiation
of standardization activities is needed in the field
of multimodal communication, particularly for
the next generation mobile network (3G/UMTS).

However, due to the recent dramatic changes of
the economic environment in the telecommuni-

cation sector, many telecommunication compa-
nies are forced to seek new models to generate
new revenues from the existing mobile net-
works, e.g. GSM and GPRS, due to the large
investments. Moreover, the planned 3G/UMTS
mobile network is considerably delayed for a
variety of reasons, from technical problems to
unpredicted large investment costs. This situa-
tion will, at least for a while, slow down the
standardisation effort in the field of multimodal
communication. So, what one can expect in the
near future is a variety of multimodal services
based on a mixture of existing standards over
the existing mobile networks.

We will address two important fields where
standardisation is important for the forthcoming
multimodal services: the standardisation of pro-
gramming languages for the implementation of
service logic (e.g. multimodal dialogues), and
the quality and protocols in the mobile networks.

5.2.1  Programming Languages for
Developing Multimodal Dialogues

The big advantage with standard languages for
the development of multimodal dialogues is that
the service and third party content providers can,
in a convenient and flexible way, deploy new
multimodal services by exploiting common
development resources. In the case of cross-plat-
form portability, services can be distributed to
different application servers. A common stan-
dard will definitely speed up the dissemination
and availability of such services. A good exam-
ple of this is the VoiceXML [38], which is an
XML-based mark-up language for pure voice-
driven dialogues, adopted by the W3C consor-
tium in 2000.

As regards programming languages for multi-
modal dialogues, W3C already in 2000
announced plans for a multi-modal mark-up lan-
guage [39], but little public documentation has
been available since then. An interesting activity
within W3C is the XHTML+Voice profile [40]
basically designed for Web clients that support
visual and spoken interaction.

In July 2002 the SALT Forum [41], backed by
industry heavyweights, released version 1.0
specification of the SALT mark-up language.
SALT is an extension of HTML and other mark-
up languages (e.g. cHTML, XHTML and
WML), which basically add a speech interface
to web applications and services, for voice only
(e.g. telephony) and for multimodal browsers.

Surely, the ongoing activities within W3C and
the recent announcement of the SALT Forum
are a significant attempt at standardising imple-
mentation languages for multimodal dialogues.
However, most of these languages are focusing
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on web applications with dialogues of the form-
filling nature.

For more advanced multimodal dialogues, with
mixed initiative (both user and system driven)
dialogues, and with support for all the three
types of multimodal inputs (i.e. sequential,
uncoordinated simultaneous and coordinated
simultaneous), we believe that there are still
some challenges to overcome before a general
standard for multimodal dialogues can be
drafted.

5.2.2  Mobile Wireless Networks 
– Quality and Protocols

The new forthcoming multimedia and multi-
modal mobile services will certainly put some
requirements on the mobile networks. Key
parameters are bandwidth, transmission delay,
simultaneous and synchronous transmission of
voice and data, handover capabilities, and qual-
ity of service. Of course, such parameters are
to a certain extent given for the existing mobile
communication networks and the forthcoming
3G/UMTS, and one should rather estimate the
opportunity as well as the limitations for deploy-
ing multimedia services in mobile networks.

Critical network scenarios are the ones that
involve handover between different network seg-
ments (e.g. between GPRS and WLAN) with dif-
ferent properties. It is important that the quality
of the connection is stable, i.e. parameters such
as bandwidth, jitter and time lag should, to the
extent possible, be stable throughout the hand-
over operation. Today handover in the existing
mobile networks is often a problem, especially
for real time traffic such as voice and video.

Standard protocols for the network transmission
are an important issue. There is a need to define
multi-channel transmission protocols for the dif-
ferent multimedia or multimodal communica-
tions, from the simplest including only voice and
pen click, to more advanced applications includ-
ing other modalities such as gesture. The proto-
cols are required to work across different types
of mobile networks obtaining a transparent con-
nection. The development of such protocols
should be done within standardisation bodies
such as ITU, ETSI, 3GPP and IETF.

5.3  Multimodal Mobile Terminals
Widespread use of mobile multimodal services
requires suitable terminals. Technically, we can
classify mobile terminals into two main classes:
Pre-programmed terminals and factory and pro-
grammable terminals.

Pre-programmed terminals need to be compati-
ble with the prevailing multimodal standards,
at both application and communication levels.

However, standardisation of multimodal proto-
cols is still in its infancy and it may take some
time before such standard compliant multimodal
services will be taken into large-scale use.

Programmable terminals, on the other hand,
allow swift introduction of multimodal services
by using proprietary protocols. However, multi-
modal services require terminals that can be
used with a network supporting simultaneous
voice and data transmission at a sufficiently high
bit rate. The emerging mobile networks, GPRS
and UMTS, as well as WLAN available in
hotspots, definitely satisfy this requirement,
because they inherently support the IP protocol.
Even the existing GSM network can be used by
employing a modem to simulate an IP layer on
top of the circuit switched net. In order to enable
the use of proprietary protocols, the service
provider first has to release a client program
that the users can install in their terminals. This
client and the service can then communicate
with each other using their own application pro-
tocol.

There is already a large number of program-
mable mobile terminals on the market which are
potential candidates for use with multimodal ser-
vices. Compaq iPAQ, Toshiba Pocket PC, HP
Jornada, O2 xda and Siemens PocketLoox etc.
are some of the popular ones. They all come
with the pre-installed Microsoft Windows
CE/Pocket PC operating system for which a
complete programming environment is avail-
able. These terminals have relatively large
colour screens, 200 MHz or more CPU fre-
quency, 32 MB or more RAM, audio ports and
PCMCIA/CF ports. Except for O2 xda, they do
not come with built-in communication hardware.
However, the PCMCIA or CF (Compact Flash)
port allows insertion of a communication mod-
ule, such as a GPRS or WLAN card. Siemens
has announced that a specially designed GPRS
module for PocketLOOX will be available this
year. There is reason to believe that this trend
will continue and even more complete communi-
cation terminals of this kind will be available in
the near future.

In spite of these developments, mobile terminals
cannot be expected to be so resource-rich that
sophisticated components of multimodal systems
(such as speech recognition and text-to-speech
synthesis modules) can be contained by the ter-
minal itself. However, this is not an obstacle to
the provision of multimodal services, as speech
engines and other resource hungry components
can be placed in the network. But this has signif-
icant architectural and business implications for
the mobile operator, application provider, and
end user, and understanding this is perhaps more
important than it appears.
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Even though the mobile terminals seem to have
overcome the major technological barriers on
the way towards multimodal services, the price
of these terminals is still high. Generally a
mobile terminal capable of delivering multi-
modal services of reasonable quality is at least
ten times more expensive than a usual mobile
telephone. Therefore, one cannot expect mobile
multimodal services taking off until the price
comes down to a level that the consumers will
accept.

Human Factors
While all these engineering and technical
improvements are important, the ultimate suc-
cess of a multimodal system has to be assessed
from the user’s viewpoint. Understanding the
nature and constraints of the new access inter-
faces is critical for commercial success of future
services on mobile terminals. Also, it is impor-
tant to understand why people opt for certain
(combinations of) modalities in the given con-
text, in order to develop efficient multimodal
interfaces and services [3]. It is therefore neces-
sary to run user experiments and quantify the
advantages of the multimodal system in terms of
user-satisfaction, dialogue success rate and dia-
logue completion time. These experiments are
high on our agenda.
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The next generation of multimodal interfaces
must not only offer increased functionality and
efficiency for expert users but must also be user
friendly, natural and intuitive for naïve users.
But what is natural and intuitive interaction
between humans and machines? When humans
communicate with each other, we use co-ordi-
nated speech, gestures, body language and facial
expressions, and we combine different input
senses such as vision and hearing. Communica-
tion between humans is by nature multimodal,
and it is natural to use different modalities
simultaneously and with low effort. Since this is
a natural way for humans to communicate, it has
been considered to be natural to communicate
with machines in the same way. 

However, this is not necessarily the case, and a
main goal for the EURESCOM project MUST –
“Multimodal and Multilingual Services for small
Mobile Terminals” [1] has been to obtain knowl-
edge about user behaviour with an application
that supports simultaneous coordinated pen and
speech interaction. 

Simultaneous coordinated multimodal interac-
tion is a term used by the World Wide Web Con-
sortium [2] for the most advanced and powerful
form of multimodal interaction, where all avail-
able input channels are active simultaneously,
and their actions are interpreted in context. For a
pen-speech enabled application this means that it
is possible for the user to tap while he talks, and
that the different modality actions are then inter-
preted together.

This paper reports the Norwegian part of an
expert evaluation that was run prior to the
MUST user studies.

The MUST Tourist Guide
– A Sample Application
Using Simultaneous Pen
and Speech Input
In the MUST project Telenor cooperated with
researchers from France Telecom, Portugal Tele-
com, Max Planc Institute and the University of
Nijmegen. An important part of the project was
to run experiments with the purpose of investi-

gating natural multimodal user interaction. We
therefore needed:

• A platform that supported simultaneous co-
ordinated multimodal input; and 

• A test application/service where the user could
complete tasks using different modalities one
by one, or simultaneously.

Most experiments that have been run and re-
ported previously have been based on Wizard of
Oz platforms. In this project, it was decided to
implement a working platform and a demonstra-
tor/application where small experiments could
be run with relatively low effort. The MUST
PDA based platform is described in detail in
[3a], [3b], [3c]. It was decided to implement an
electronic map based tourist guide for Paris. The
test application and user interface are described
in the following.

Maps and Points Of Interest (POIs)
The tourist guide is organized as regional Paris
maps (Figure 1), centred around different Points
of Interest in Paris, such as Notre Dame, Hotel
de Ville, the Eiffel Tower, Sacre Coeur, etc.

From an overview map of Paris (Figure 3) show-
ing all available Points of Interest, the user can
navigate to a regional map by tapping the POI
or by saying the POI name. To move from one
regional map to another, the user can either go
via the overview map by tapping a button on the

Multimodal Interaction – Will Users Tap
and Speak Simultaneously?
J O H N  R U G E L B A K  A N D  K A R I  H A M N E S

Well-designed multimodal interfaces can solve existing user interface problems, particularly for small

handheld devices that do not allow mouse or keyboard input. For such devices, the combination of pen

and speech input has proved to be efficient and effective, since the two modalities are complementary.

With multimodal interaction it is easier to avoid and correct recognition errors, and dialogue completion

times can be shortened.

Figure 1  Regional map of Paris
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toolbar, or he can use “speech shortcuts” and for
example say “Show hotels near Notre Dame”.

Buttons
Figure 2 shows buttons that are present in the
PDA’s tool bar. The first two can be used to
select a Facility group, e.g. hotels or restaurants.
Button number three is used to go back to pre-
vious map and the fourth to go to the overview
map. The fifth button is used to end the present
interaction, and the sixth to request help.

Facilities
On each regional map, the user can use voice or
a Tool bar button to display different facilities.
Since a main goal for the project was to make a
demonstrator to run experiments, rather than to
implement a service, the number of POIs, facili-
ties, etc. was limited – but sufficient to run sce-
nario-based experiments. For the first version,
only hotels and restaurants were implemented.
When voice is used to display facilities, it is pos-
sible to select subsets of each facility group, for
example by saying “three star hotels” or “cheap
Italian restaurants”.

Selecting Objects on the Map
POIs can be selected and made the topic of the
dialogue by tapping the pen or by saying the
name. The user does not have knowledge about
any other objects, and these objects can therefore
only be selected and made active by tapping the
pen on the object.

Requesting Information About an
Object
To request information about an object, the user
must use voice. Address, telephone number,
which type of food is served at a restaurant, open-
ing hours or a detailed description of a POI are
examples of information that can be requested.

“Tap while Talk” Functionality
An important functionality of the tourist guide
is that the modalities voice and pen can be used
one by one in a serial way, or simultaneously,
which can be more efficient. If the user for
example wants to select a hotel in the Notre
Dame area and request the double room rate,
he can either use modalities one by one and go
through a four-step procedure:

1 Select the Notre Dame regional map
2 Display a group of facilities (hotels)
3 Select a hotel
4 Request info

or he can use pen and speech simultaneously and
tap on an object while he talks: 

1 “Show hotels here”
2 “Get double room rate for this”

For this experiment we have defined “simul-
taneous” as “when pen is tapped within the time
window one second before “speech detected”
till one second after “end of speech”. The two
actions are then integrated into one combined
action and regarded as one dialogue turn.

Dialogue Strategy and System Output
The overall dialogue strategy is user controlled, in
accordance with what is normal for graphic user
interfaces. As a consequence of this, the speech
recogniser must always be open for speech input.
The system’s response to the user is mostly graph-
ics (maps displaying POIs, hotels or restaurants) or
text (requested information about objects on the
map). Synthetic speech is used to give additional
information “we found four such restaurants”, “we
found no such hotels”, or to give the user error
messages such as “I didn’t understand”.

A Study of Simultaneous Pen
and Speech Interaction

Aim of Experiment
The aim of the experiment reported in this paper
was twofold:

• To explore the “naturalness” of simultaneous
pen and speech interaction; and

• To evaluate a sample application in order to
improve its usability prior to subsequent user
studies.

The first part of the aim was intended to help
identify the main research questions for further
study. The second part of the aim was intended
to maximise the effect of a larger planned study
with potential end-users (novices). By eliminat-
ing potential usability problems in the sample
application, the study would be able to focus
better on issues related to the pen and speech
based interaction styles.

Figure 2  Toolbar buttons

Figure 3  Overview map of Paris
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This paper focuses mainly on the first part of
this aim.

Subjects
In order to gain maximum effect of this study,
we chose to use usability/user interface experts
as subjects, as these experts would be able to
offer well-founded comments with respect to
both the naturalness of the interaction style, and
the potential usability problems of the sample
application.

The study included seven expert subjects, four
males and three females. While all subjects had
some or extensive experience with pen based
interfaces, six were also familiar with speech
interfaces. All subjects had been working several
years within the field HCI/Usability; five sub-
jects had some or extensive experience design-
ing graphic interfaces.

Cognitive Walkthrough
The experiment was based on the Cognitive
Walkthrough (CW) method. CW focuses on ease
of learning by exploration and evaluates each
step necessary to perform a task. The technique
is based on a simplified 4-step model of learning
by exploration [4]. Extensive practitioner’s
guides to cognitive walkthrough are provided
in [5] and [6]. The technique itself will not be
described in detail in this paper.

The experts performed the analysis stage of CW
by walking through a set of predefined action
sequences and recording problems related to
interaction style and usability issues for each
step of the sequence.

Experimental Procedure
The experimental procedure consisted of five
steps:

• Introduction to experiment
• Exploratory phase
• Cognitive Walkthrough introduction
• Cognitive Walkthrough analysis
• Debrief interview

In the Exploratory phase, the subject was first
asked to freely explore the prototype and com-
ment on the interaction style or on apparent
usability problems. In the second part of the
exploration, the subject was asked to perform
tasks of the type “Display the local maps for the
Montmartre and Hotel de Ville”, “Display hotels

near Notre Dame”, or “Find Cuban restaurants
near Notre Dame”.

Having read a brief introduction to the Cognitive
Walkthrough technique, the subject and the
experimenter jointly performed a CW analysis
on an example pre-defined action sequence in
order to demonstrate how the technique works.
The subject then performed a Cognitive Walk-
through analysis for three pre-defined action
sequences, and identified problems in the design.

The semi-structured debrief interview focused
on a number of pre-defined issues related to
naturalness of interaction and usability of the
MUST prototype.

Data Collection and Analysis
The Exploratory Phase and the subsequent initial
comments, the Cognitive Walkthrough and the
semi-structured debrief interview were recorded
on audio and video.

The subjects talked aloud during the experiment
to elaborate on problems, reasoning and possible
design solutions. In addition, they recorded key
words on the cognitive walkthrough form pro-
vided. A sample sequence is shown in Example 1.

During all sessions, the experimenters made
notes of observations and comments from the
subject. 

The data analysis focused on three main issues,
directly related to the two-fold aim of the study:

• Subjects’ observations about the pen and
speech interaction styles;

• Subjects’ identification and reasoning about
potential usability problems related to the inter-
action style and the specific MUST application;

• The experimenters’ observation of the sub-
jects’ pen and speech interaction style.

The analysis was qualitative and relied on re-
viewing audio and video materials along with
the subjects’ and the experimenters’ written
comments and observations.

The audio/video was used for support in record-
ing the problems and reasoning on the two main
issues, and some of the contents was transcribed
for exemplification of subjects’ statements.

The videos were reviewed in detail for the Ex-
ploratory Phase (the tasks that include simulta-
neous speech and pen actions) with respect to
timing issues.

Goal Action

1 Check opening hours and 1 Tap: on Eiffel Tower
entrance fee for Eiffel Tower 2 Say: “what are the opening hours?”

3 Say: “what is the entrance fee?”

Example 1  Example of pre-
defined action sequence in
Cognitive Walkthrough
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Observations

Observations on Interaction Styles
During Exploratory Phase
Although the users were told that pen and speech
could be used simultaneously – and that this was
our focus for the experiment – three of the seven
subjects never used pen and speech simultane-
ously. They used pen and speech as clearly sepa-
rated actions, and the most typical behaviour
was to use pen to select a facility group, a single
facility or a POI, and then to use speech to
request information.

The typical behaviour of the remaining four was
to first use modalities one by one to explore the
system for a while, and then try to use both
simultaneously.

Observations on Timing During
Exploratory Phase
Figure 4 illustrates the timing between pen and
speech during the explorative phase. The
approximate timing of when the pen is used is
indicated with an arrow (↓).

From Figure 4, we see that

• The users used deictic words like “here”,
“there” or “this” when they combined pen and
speech. 14 out of 16 utterances contained deictic
terms and for 12 of these 14, the deictic term
was the last or second last word of the utterance.

• The users tended to tap near the end of the
sentence (13 out of 16 utterances), but the tim-
ing seemed to be even stronger correlated to
the use of deictic terms than to the sentence
end. Since the deictic term in most cases
occurred close to the sentence end, the users
almost always tapped close to a deictic ex-
pression as well as to the sentence end. How-
ever, when the deictic term occurred early in
an utterance, the user also tapped early.

Observations on Timing During
Cognitive Walkthrough
For all dialogue turns that include both pen and
speech, the timing between pen and speech is
shown in Figure 5. Note that all sentences in
this figure are predefined scripts that the users
should follow, but it is up to each user to decide
when to tap.

We see that there are some individual differ-
ences. It seems that users 1 and 5 prefer to tap
a little earlier than the others. (Expert 1 also
showed a typical tap-then-talk behaviour in the
explorative phase.) However, all experts tend to
tap at the end or shortly after the sentence. The
largest variance is found for Task 3.1.2. This
task involves the only sentence that does not

contain deictic words. All other sentences have
deictic words at the end. Since the users were
scripted to use words like here and there, we
have reason to believe that through this we in-
fluenced the users’ interaction style.

Results from Cognitive
Walkthrough Analysis
The problems identified by the experts in the
Cognitive Walkthrough were classified as
belonging to one of 19 main design issues.
These issues were further categorized according
to the main aims of the evaluation, namely
whether they related to the pen and speech inter-
action styles or to the usability issues specific to
the MUST application. This paper will only dis-
cuss the six interaction style issues

• Domain knowledge
• Prompting
• Training/Instruction
• “Tap” to select
• Timing
• Speech as shortcut

Domain Knowledge
Several experts commented that the interaction
style (particularly the speech part) would be
more intuitive and work better in a domain in
which the user is familiar. The MUST Tourist

Figure 4  
Timing during

Exploratory
Phase

Expert 2 ↓
What is the rate for this?

↓
Is this ... What’s the single room rate for this?

↓
What’s the single room rate for this?

↓
What’s the single room rate for this?

↓
The rate for a single room.

↓
What is the address for this hotel?

↓
What is the address for this hotel?
↓

This hotel, which address does it have?

Expert 4 ↓
What’s the rate here?

↓
How much is a single room here?

Expert 5 ↓
What’s the single room rate for this?

Expert 7 ↓
What’s the single room rate?

↓
What’s the opening hours for this restaurant?

↓
What’s the address for this restaurant?

↓
What’s the opening hours for this restaurant?

↓
What’s the opening hours for this restaurant?
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Guide requires domain knowledge in the form
of detailed knowledge of Paris and buildings in
Paris, as well as knowledge about what type of
information it is possible to get. Knowledge of
the domain would also help the user by forming
expectations with respect to vocabulary. Yellow
Pages (YP) is an example of a “domain” which
most users know. They know that YP contains
various classes of professions, and contact infor-

mation for the professionals or businesses, and
the users have a fairly good idea of the vocabu-
lary they can use.

Prompting
Several experts commented that prompting
could be one strategy for encouraging users to
explore the multimodal interaction style. The
users could be given hints about the available
functionality during the dialogue, for example
that it is possible to use speech- or combined
speech and pen shortcuts.

Training/Instruction
All experts agreed that without some initial
training and instruction, users would probably
not use a multimodal interaction style. Indeed,
initial training/instructions is a requirement to
even understand that the MUST Tourist Guide is
multimodal. The screen does not indicate that it
is possible to use speech. It is not intuitive that it
is possible to use speech at all, and in particular
to use pen and speech simultaneously, or to use
shortcuts related to objects that are not visible.

“Tap” to select
Several experts commented that PDA users
would be more inclined to select objects (e.g.
POIs) by tapping, as opposed to selecting objects
using speech, due to previous learning. One
expert commented that she would probably tap,
tap, tap – until there are no more choices, and
then try to speak.

Another comment was that when one has a lim-
ited domain, and does not exactly know which
alternatives are available, a PC or PDA user is
used to tapping or using the mouse again and
again, to narrow the “search space”.

Timing
The experts commented on the timing issue of
simultaneous coordinated input. In general, they
appreciated the functionality and indeed felt that
it was quite natural after having used it for a lit-
tle while. However, they felt that users would
be unsure about when they would have to tap in
relation to what they said. Many of the experts
said that it felt more natural to tap towards the
end of the sentence. Several experts said they
would feel it as an unwanted restriction, if they
had to tap exactly during speech. A user-friendly
system should therefore be flexible regarding
when the user is allowed to tap: The system
should allow the user to tap during speech, as
well as shortly before or after.

Speech as Shortcut
It was mentioned that PDA users would be more
likely to tap, in general, but that speech/multi-
modal interaction could have a potential as
shortcuts to specific data. It is however not in-

Figure 5  Timing during
Cognitive Walkthrough

↓ ↓ Subject1

↓ ↓ Subject2

↓ ↓ Subject3

↓ ↓ ↓ Subject4

↓ Subject5

↓ Subject6

↓ Subject7

Show opening hours for this.

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓ Subject6

↓ Subject7

Show restaurant here.

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓ Subject6

↓ Subject7

What type is this?

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓ Subject6

↓ Subject7

Show hotels here.

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓ Subject6                        ↓ Subject6

↓ Subject7

How much is a single room?

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓↓ Subject6

↓ Subject7

... and for this?

↓ Subject1

↓ Subject2

↓ Subject3

↓ Subject4

↓ Subject5

↓ Subject7

What’s the address here?
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tuitive that one can request information about
objects that are not visible.

Discussion

Naturalness of Simultaneous
Pen and Speech Interaction
Since only seven experts participated in this
evaluation, results should be interpreted with
due caution. The most noteworthy observations
will be discussed here.

During the Exploratory Phase of the evaluation,
most experts started to use the two input modali-
ties one by one, and some of them never tried to
use them simultaneously. After a while, four of
the seven experts started to use pen and speech
simultaneously.

Timing between speech and pointing has been
studied in other experiments, e.g. [7] and [8].
In the expert evaluation we observed that the
experts typically tapped at the end or shortly after
the utterance. This was especially the case when
the utterance ended with deictic expressions like
‘here’ or ‘there’. If no deictic expressions were
present, tapping often occurred somewhat earlier.
Timing relations between speech and pointing
will be investigated in more detail in the user
evaluation experiment that is now being designed.

The results from the Exploratory Phase indicate
that frequent PC and PDA users are so accustomed
to use a single modality (pen or mouse) to select
objects or navigate through menus to narrow down
the search space, that even if they are told that it is
possible to use speech and pen simultaneously,
they will have to go through a learning process to
get accustomed to the new simultaneous coordi-
nated multimodal interaction style. But once they
have discovered and experienced it, the learning
curve appears to be quite steep.

It was not intuitive and obvious that the interface
was multimodal, and in particular that the two
modalities could be used simultaneously. This
indicates that for the naïve user evaluation we
should pay much attention to the introduction
phase where we explain the service and the
interface to the user.

During the expert evaluation many usability
issues were revealed. They can be divided into
interaction style issues and issues that are spe-
cific for the MUST tourist guide. The MUST
guide specific issues were mainly related to
buttons, feedback, prompts, the way selected
objects were highlighted, and the location of the
POIs on the screen. Most of the problems can
be solved rather easily. The comments from
the experts gave helpful advice to improve the
graphic interface and button-design for the sec-

ond version of the demonstrator that will be used
for the user evaluation experiments.

Almost all experts agreed that without some ini-
tial training and instruction, the users would
probably not intuitively use a simultaneous
multimodal interaction style. They also believed
that the users would probably be able to use such
an interaction style with small cognitive effort,
once they are aware of the systems capabilities.
This is also supported by our observations of the
experts’ behaviour during the Exploratory Phase.

With the present lack of multimodal applications
for the general public, there is a need to intro-
duce the capabilities of simultaneous coordi-
nated interaction explicitly before customers
start using the new products. According to the
experts a short video or animation would be suit-
able for this purpose. The introduction that is
given to the users before they start to use the
tourist guide will be the main parameter in this
experiment. 

In the introduction to the explorative phase, the
experts were explicitly instructed to use the two
modalities both one by one and simultaneously.
Still only four experts used simultaneous interac-
tion, and only 16 out of approximately 250 to
300 dialogue turns were “simultaneous” (con-
tained both pen and speech). The far most typi-
cal interaction style was to use modalities one by
one. There are several possible explanations for
this, such as the fact that users are accustomed to
operating graphic interfaces in a serial manner.
Another possible explanation is the cognitive
load associated with pointing and speaking
simultaneously. During inter-human dialogue,
speech and pointing actions are occurring simul-
taneously, obviously without effort. This also
includes the use of available aids such as pencils
and pointers. In [9] these pointing actions are
denoted “Natural Pointing”. Simultaneous multi-
modal systems have made it possible to simulate
gestures and pointing found in inter-human com-
munication. However, for these systems, the
user must also touch a small object on a screen
(“Tactile Pointing”). If the user speaks and uses
Tactile Pointing simultaneously, it is likely that
there will be a resource competition between
talking and pointing, and that this cognitive load
is sufficiently large to influence the user’s choice
of interaction style (use modalities simultane-
ously or one by one).

Conclusions and Future Work
The main goal for this experiment has been to
identify research issues to be studied further in a
planned user experiment within the MUST pro-
ject. Seven experts in the fields HCI and Usabil-
ity participated in an experiment supporting
simultaneous pen and speech input.
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The main conclusions and topics for further
study were that:

• This is a new way of interacting with
machines, and the users will need an intro-
duction to understand or be aware of this new
functionality (that it is possible to both tap and
speak, and particularly that it is possible to do
both simultaneously). An animated instruction
(video) showing “how to do it” may be more
effective than text.

• It is not intuitive or natural for new users to
tap and speak simultaneously. They are used
to operating PCs, PDAs etc. in a sequential
way, and the typical behaviour will probably
be to tap, tap, tap etc. and then speak. Even
when they are aware of the simultaneous func-
tionality, they may choose to use the interface
sequentially, because of the larger cognitive
load. But users seem to “learn” quickly and
the cognitive load will be smaller when users
become expert users. Since speech centric
multimodal interfaces are new, there is little
research data on the mental effort the user
spends in processing multimodal input, and
we see this as an interesting research question.

• When users tap and speak simultaneously, and
the utterance contains a deictic word, there seems
to be a strong timing relation between pen and
the deictic word. If deictic words are actively
used in the introduction and system prompts, it
may be possible to influence the users’ pen tim-
ing and interaction style, since the users will
probably mimic words used by the system.

The experts agreed that multimodal pen and
speech systems have a great potential, and that
users can and will use such interfaces. To what
extent users will tap and speak simultaneously
will depend on at least three issues:

1 Whether they will continue to use the serial
interaction style they are used to when they
operate graphical interfaces (PCs, PDAs).

2 Whether the cognitive load associated with
using two modalities simultaneously is suffi-
ciently low. If not, the users may prefer to use
modalities one by one.

3 The application and how much there is to gain
by using pen and speech simultaneously. If a
user finds simultaneous interaction style more
efficient – or maybe a must, he probably can
and will use pen and speech simultaneously,
even if he normally prefers to use modalities
one by one.
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1  Introduction
Spoken dialogue information systems over the
telephone line have enjoyed growing commer-
cial interest over the last few years and a large
number of such systems have been developed
and tested. The systems vary a lot in complexity,
not only due to the variation in tasks and design
techniques, but also because of the difference in
targeted user friendliness. Recently, standard
methods for evaluation of spoken dialogue sys-
tems have been suggested [1].

The main components in a spoken dialogue sys-
tem are the speech recogniser and text-to-speech
modules, the natural language processing (NLP)
unit and the dialogue manager. The dialogue
manager keeps track of the dialogue state and
history, accesses the database, and forms a tex-
tual output prompt for the text-to-speech mod-
ule. The NLP unit performs the semantic inter-
pretation of the output from the speech recog-
niser. This unit is interfaced with the dialogue
manager, and can employ knowledge about the
current dialogue state and the dialogue history.

The dialogue style has a large impact on the sys-
tem complexity. The ultimate goal is to develop
spoken dialogue systems with a natural and flex-
ible dialogue. This implies that both the system
and the user should be able to influence the dia-
logue flow, and is often termed a mixed initiative
system [2]. The user is allowed to take control of
the dialogue, i.e. give subjectively relevant
information in a possibly over-informative man-
ner, correct, negate or verify the system hypothe-
ses. In practice, this normally means that user
speech barge-in must be accepted.

In a system driven spoken dialogue system, the
users themselves cannot take much initiative, but
are restricted to answering the questions posed
by the system. Some minimum user control is
however always required, e.g. in order to ask for
help or to negate the last system hypothesis. For
a given task, a user will normally prefer the
mixed initiative dialogue over the system driven
one, but this obviously involves a large increase
in system complexity. Also, even the mixed ini-
tiative system requires the option of using a sys-
tem driven dialogue as a fallback strategy, typi-
cally in situations where the speech recogniser
breaks down due to a poor signal.

This paper describes the first version of a spoken
dialogue system for Norwegian. The pilot sys-
tem TABUSS was implemented for the domain
of bus travel information for the city of Trond-
heim in Norway. This task was chosen for sev-
eral reasons. First of all, the dialogue has a man-
ageable complexity. We also had access to the
bus company’s databases, and a text-based NLP
question-answering system, BusTUC [3], al-
ready existed. Our primary goal was to develop
a demonstrator that could form the basis for fur-
ther research, and a system driven approach was
chosen. Further, initial work was done in order
to extend the system towards a mixed initiative
spoken dialogue version in the same domain.

2  The Preliminary Data
Analysis

In order to get a coarse impression of the way
naive users communicate with an operator, more
than 100 real human-human dialogues were
recorded and annotated. These recordings
showed that
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• In order to simulate real dialogues accurately,
a very complex mixed initiative dialogue
structure would be required;

• In contradiction, a straightforward system
driven approach would fulfil most of the user
goals (given motivated users).

The web-based question-answering system Bus-
TUC [3] has been operational for several years,
and a significant amount of inquiry text data is
thus available. BusTUC requests the user to for-
mulate a complete inquiry in a single, preferably
grammatically correct sentence, and thus there is
no real dialogue involved. The logs from Bus-
TUC and the annotated real dialogues were anal-
ysed in order to extract typical user goals and
formulations including a corresponding vocabu-
lary. Further, these goals were used to design a
dialogue structure that should help the user to
reach these goals.

On the basis of the above logs, the first version
of a system driven dialogue structure was
designed and implemented for use in a WoZ set-
up. The wizard performed a controllable wizard-
driven (human-human) dialogue and collected
query items (slot filling) until a question could
be forwarded to BusTUC.

The WoZ dialogue system was tested for a
period of eight weeks. During this time, the dia-
logue structure was continuously improved. The
resulting structure was then used to record 150
WoZ dialogues. These recordings were then an-
notated according to the SpeechDat standard [4].

3  The System Driven
Dialogue Structure

A slightly simplified version of the final dia-
logue structure is shown in Figure 1. The dia-
logue manager has a total of ten logical states.
Each of these states has a distinct dialogue man-
ager stage and a small set of user prompts. The
ten states are mapped to only five different ‘rec-
ognition’ states, corresponding to the following
five sub-tasks:

• Yes/no: In five different dialogue manager
states, the user is prompted to answer yes or no.

• Bus stops: In two dialogue manager states
(‘Place of departure’ and ‘Place of arrival’),
the user is prompted to give the name of the
bus stop. The vocabulary in these states
includes nearly 600 names.

• Day of week: The user is prompted to say the
day of travel. The vocabulary contains the
seven days of the week, in addition to expres-
sions like ‘today’ and ‘tomorrow’.

• Time information: The user is prompted to
give the desired travel time. This is actually
the most complex network (though not the
largest vocabulary), both due to pronunciation
and syntactic variations which are experienced
in Norwegian [5].

• Departure/arrival: The user is prompted to
answer whether the specified time relates to
departure or arrival.

In addition to the state specific vocabularies, all
states included a common set of words for con-
trol, negation and help.

The dialogue system is implemented on a Linux-
based PC. A software library supplied by Tele-
nor R&D, TabuLib, has been used for handling
of the ISDN interface, the speech I/O module
interface and for interface to the HAPI recog-
niser [6].

4  The Speech I/O Part

4.1  The Speech Recogniser
A flexible speech recogniser was designed
according to the procedure developed in COST
Action 249, Continuous Speech Recognition
over the Telephone [7]. The Norwegian Speech-
Dat database [8] was used for training. At the
time of the experiments this database was
restricted to 1000 speakers, which was recorded
over ISDN-based fixed lines. The resulting
acoustic models consisted of a context depen-
dent phone set with a relatively strong degree of
state tying. The HMM state output observations
were modelled by 8-component Gaussian mix-
ture models. In addition to the triphones, models
for the SpeechDat defined noise labels (man-
made and background) were trained. Finally, to
cope with Out-Of-Vocabulary (OOV) words, a
lexical-based filler model was designed from a
set of monophones, according to a simplified
version of the procedure presented in [9].

The overall vocabulary consisted of approxi-
mately 700 words, of which nearly 600 repre-
sented different bus stop names. Less than 100
of the vocabulary words existed in the Speech-
Dat dictionary, and thus an initial lexicon for
the remaining words was designed by an experi-
enced phonetician. This lexicon included more
than 1500 entries, i.e. an average of more than
two pronunciations per word. The lexicon was
pruned to 800 entries (1.1 pronunciations per
word) in a semi-automatic manner. A part of this
procedure involved forced alignment recognition
on a subset of 30 dialogues from the WoZ rec-
ordings. With this new lexicon, the word error
rate was significantly reduced for the remaining
120 WoZ recordings.
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Each of the five recognition modules were
defined by a task specific finite state word net-
work and corresponding vocabularies.

4.2  The Speech Output
Ideally, dialogue system prompts should be
transformed into speech by a text-to-speech sys-
tem (TTS-synthesis). The use of TTS makes it
possible to use a variety of system text prompts.
Further, to modify the system messages one nor-
mally only has to modify the text. However, the
quality of synthesised speech is still significantly
poorer than human speech, thus concatenated
speech should be evaluated whenever possible.

In a system driven dialogue like TABOR, the
number of possible spoken responses from the
system is limited. Thus, it is feasible to utilise
concatenation of pre-recorded utterances for the
generation of speech prompts. For this purpose,
a total of approximately 2000 sentences covering
all the variables and fixed parts of the prompts
were read by a single person. This included ver-
sions for both a flat and a falling intonation. The
recordings were then manually edited prior to
a simple gain normalisation. The procedure
resulted in speech prompts which were found
both pleasant and fully understandable.

5  The NLP Module and the
Dialogue Manager

5.1  The BusTUC System
The NLP module for the text based question-
answering system, BusTUC, is based on a com-
plex set of rules and is implemented in Prolog.
It is versatile with respect to understanding and
answering a variety of alternative formulations
requesting the same kind of information. This
question-answering system consists of three

modules. The bottom module, BusLOG, in-
cludes the bus route database, the bus-stop list
of names, and a route analyser/planner, which
finds the shortest/best route between two given
bus stops. The second module is a general text
understanding module (Text Understanding
Computer – TUC) which performs a rule-based
grammatical and semantic parsing. The third and
main module integrates TUC and BusLOG and
tailors the system to process a complete inquiry
in a single sentence. In fact, this is the part
which is called BusTUC, as it is the part speci-
fically made for the question-answering mode.
Thus one could call this module a degenerate
dialogue manager, i.e. with only one turn. Bus-
TUC will thus perform a full sentence analysis.
However there is no memory as there is no dia-
logue; i.e. every question concerns a new, inde-
pendent inquiry. This can be regarded as an
extreme variant of a so-called ‘User-initiative’
system. Thus, BusTUC will typically understand
and respond to sentences like:

• I would like to travel from Ila to Saupstad in
about one hour from now.

• Which bus(es) stop(s) at Nidar?

In the first case the system will inform about all
bus numbers which pass the ‘from’ place until
one hour after the time of the inquiry. In the sec-
ond case the system will (default) anticipate that
the user asks for the first bus passing by, how-
ever, it will give times and bus numbers for both
directions.

5.2  The TABUSS System
The BUSLOG module from the above question-
answering system was chosen as the basis for the
dialogue manager in the speech-based system
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Figure 1  The system driven
dialogue structure
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called TABOR. As the dialogue now is system
driven, the dialogue manager TABUSS, was
designed to have a deterministic finite state
structure, where only one semantic entity was
expected/accepted for each turn (see Figure 1).
Further, this entity was restricted to be either
informative (bus stop, time, etc.) or a correction.
An example of a possible dialogue is given
below (note that the semantic entities are under-
scored):

• S: Welcome to the TABOR system. Do you
know how the system works?

• U: Yes.

• S: Where do you want to travel from?

• U: (From) Blakli.

• S: You want to travel from Bakli. Where
do want to travel to?

• U: No, that is not correct.

• S: Where do you want to travel from?

• U: (From) Blakli.

• S: You want to travel from Blakli. Where do
want to travel to?

• U: I’d like to go to Stavset.

• S: You want to travel from Blakli to Stavset.
Please wait. ... Bus number 12 passes Blakli
on the way to Stavset. Do you want informa-
tion about time?

• U: Yes.

• - - -

As seen form the above example, the inputs
(outputs from the recognisers) have a much sim-
pler form than for the BusTUC case. As a conse-
quence, the understanding part, TUC, was not
needed. TABUSS thus consists of BUSLOG and
the main module. This main module (i.e. the
genuine TABUSS) does the following opera-
tions:

• Parses the output from the recogniser to
extract the semantic entity;

• Accumulates semantic entities;

• Keeps track of the dialogue state and predicts
the next state;

• Sends requests to BusLOG;

• Composes an XML-tagged prompt based on
returned information from BusLOG;

• Returns the XML prompt to the speech gener-
ating part.

TABUSS communicates with the speech front-
end by asynchronous handshaking. The front-
end is implemented as a Perl script, which calls
TabuLib modules like the telephone interface,
the recogniser and the speech prompt generator.
Further, a simple dialogue manager is included
in the front-end which

• Keeps control of the dialogue states in order
to activate the corresponding state-dependent
recogniser;

• Exchanges information between the different
internal modules and to/from TABUSS;

• Analyses and decomposes the XML-prompts
from TABUSS into fixed and variable parts
for concatenative utterance generation.

5.3  The BUSTER System
BUSTER is a text-based and mixed initiative
version of the inquiry system BusTUC. It was
designed as a first step towards a corresponding
mixed initiative version of TABUSS, i.e. a
speech based system. As a special case, BUSTER
accepts both BUSTUC type of complete text
inquiries (single turn) and TABUSS type of sin-
gle entity turns. A further goal was to be able to
use BUSTER as a functional starting point for a
speech based version. Thus the system is made
robust with respect to inputs which reflects rec-
ognition errors in a corresponding speech based
system. To accomplish this, BUSTER gracefully
degrades the dialogue towards the TABUSS
mode.

As BUSTER includes BusTUC and thus allows
inputs with more than one semantic entity, both
BusLOG and TUC were needed. The main mod-
ule (i.e. the real BUSTER module) plays the role
of a mixed initiative dialogue manager. This of
course includes the tasks listed for the TABUSS
module in section 5.2. However, in order to
allow mixed-initiative turn-taking, a complex
dialogue structure (relative to TABUSS) was
implemented, based on a dialogue grammar.
This grammar must be able to resolve problems
like global anaphoric references and confirma-
tion/denial combined with new information.

In order to increase the quality of service, sys-
tem relaxation and acceptance of multiple sen-
tences should ideally be included in the system.
However, this is presently not implemented in
BUSTER.
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The following examples are meant to demon-
strate system relaxation, multiple sentences,
anaphora resolution and confirmation/denial:

• - - -

• U: When does the first bus after 18:00 leave
Rotvoll towards the City Centre?

• S: No buses leave Rotvoll after 18:00. The last
bus leaves at 17:40.

• - - -

• U: I have to go to from Dragvoll to the bus
station. What bus must I take to be there
before 12:00?

• - - - 

• U: I would like to take the next bus from
Munkvoll to the City Centre.

• S: Bus number 5 passes Munkvoll at 17:53.

• U: And when does the next bus pass
Munkvoll?

• S: The next bus passes Munkvoll at 18:23.

• U: When does the first bus you mentioned
pass Ila?

• - - -

• U: I would like to go to City Syd from
Lundåsen around 13:00.

• S: Bus number 18 passes Lundåsen at 13:08.
Do you want some more information?

• U: Yes, before 13:00

• S: Bus number 18 passes Lundåsen at 12:38.
Do you want some more times?

• U: No, but the first bus to the City Centre.

• - - -

The use of a dialogue grammar as the basis for
BUSTER has resulted in a reasonable generic
dialogue manager. Most of the rules are thus
also applicable to route planning for other
domains.

BUSTER has been implemented as a Java client
communicating with a server over the Internet.

6  Evaluation of the System
A preliminary evaluation of TABOR has been
performed on the basis of the logged dialogue
recordings. At the time of the experiments, there
still did not exist any agreed upon standard for
evaluation of dialogue systems. However, seri-
ous candidates, like the PARADISE scheme [1]
had been proposed. In the evaluation metric for
most methods, a subjective overall score from
the user is normally included. However, due to
mainly naïve users over the phone, we did not
implement this.

6.1  The Evaluation Procedure of
TABOR

Our main goals was to investigate:

• Which measures will give us an indication of
the real demonstrator performance?

• Can the WoZ database be used for prediction
of this real system performance?

• What are the main differences between the
WoZ dialogues and the real system dialogues?

The turn error rate is believed to give a good
indication of the quality of the recogniser perfor-
mance for the TABOR system. The user success
rate was harder to define and thus to estimate, as
many users had more than one goal but did not
get answers to all of them. This was mainly due
to the use of out-of-vocabulary (OOV) names or
out-of-domain (OOD) questions. One important
reason that OOV names occurred was that com-
monly used aliases for the correct/formal name
of bus stops were incorporated only to a limited
degree. Thus, it is fair to claim that this version
of TABOR in some cases requires local knowl-
edge by the user in order to be able to pose suc-
cessful queries to the system. In addition, many
users violated the dialogue structure, usually by
supplying information in an over-informative
manner. The number of illegal turns should thus
give a good indication of the quality of the dia-
logue structure. The number of turns per goal is
also an indicator of the effectiveness of the dia-
logue structure. Both these parameters have been
investigated.

For comparison, the same evaluation was per-
formed for the WoZ recordings. The WoZ infor-
mants were given written scenarios, thus the rel-
ative amount of OOD and OOV utterances was
modest. Further, the human Wizard responded
both to over-informative responses (by extract-
ing the relevant information) and to OOD
queries (“I am sorry, but I cannot answer that”).
Thus, the WoZ results can be regarded as a per-
formance limit for the TABOR system. A turn
error rate and a turn illegal rate close to the WoZ
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results should thus indicate a system with a satis-
factory recogniser performance and dialogue
structure.

6.2  The TABOR Logs
The TABOR system is primarily intended for
research issues, and the system lacks some im-
portant qualities which one would have to incor-
porate before offering the system as a commer-
cial service. Despite this, it was decided to offer
the current system to naïve users through a pub-
lic telephone number. The main intention was to
get a first impression of the popularity and use-
fulness of such systems.

Even though the demonstrator has not been
announced to a large degree, a surprisingly large
number of calls have been logged. Through the
first period of approximately six months, more
than 800 calls were received. However, more
than half of these were discarded from further
use due to one or more of the following reasons:

• The call was not a serious attempt to gain
information. The typical scenario in this class
is a call made from a party.

• The dialogue restrictions were deliberately
violated.

• The dialogue restrictions were violated in an
over-informative manner.

• The questions were mainly of the OOD-type.

• The user addressed alternately the system and
people in the same room, but talked into the
handset microphone all the time.

Obviously, our experiments and results will be
strongly dependent upon the selection of calls
(and discarding of illegal calls). We ended up
with approximately 350 calls for further use. To
a large extent, the users in these calls tried to fol-
low the system dialogue structure. However, still
most of the users cannot be characterised as co-
operative. Thus we believe that these calls are
representative of naïve but serious users of the
spoken dialogue system.

7  Experiments and Results
In this section, we report the experiments per-
formed with the two data sets we have available,
i.e. the recordings from the WoZ callers and the
real users. In both cases, the dialogues were
annotated according to the SpeechDat standard
and compared to the output from the speech
recogniser. Turns with truncated and/or unintel-
ligible speech were removed from the test set.
Turns including OOV bus stops and/or OOD
requests were defined as illegal turns. Table 1
summarises the results.

The results show a large difference between the
WoZ and real dialogues with respect to the num-
ber of illegal turns. This is not surprising, as the
WoZ callers were given written instructions,
which described the scenario in some detail. It
also seems like a large proportion of the real
users did not have the proper knowledge about
the system limitations. Despite this, only 10 %
asked for directions of use. We hope this can be
improved by a change in the welcome prompt.
Although naïve users dominated also among the
WoZ callers, they probably benefited from the
implemented WoZ strategy in learning the sys-
tem limitations. For instance, giving an intelli-
gent answer like “Sorry, I cannot answer this
kind of questions” to the OOD phrases is likely
to improve the caller’s understanding of how the
system works.

The turn error rate is defined as the relative num-
ber of turns for which the recogniser makes an
error with respect to the semantic entity of that
turn. Thus the errors result in a semantic misun-
derstanding, i.e. wrong place, time, day etc. The
turn error rate is more than twice as large for the
real dialogues compared to the WoZ dialogues.
The performance difference of the speech recog-
niser for the two data sets was most evident for
the largest word network, i.e. for recognition of
the bus stops. The overall rather poor perfor-
mance achieved in these experiments confirms
that the speech recogniser needs further optimisa-
tion with respect to spontaneous speech. The dif-
ference in turn error rate can probably be related
to several circumstances. Three obvious explana-
tions were found by analysing the recordings:

• All the WoZ dialogues were recorded over a
fixed ISDN-line, while a substantial part of
the naive users applied a mobile phone.

• The WoZ callers were more motivated with
respect to using a distinct pronunciation.

• The high number of illegal turns (see below)
had a negative impact on the real user dia-
logues, not only with respect to success rate
but also with respect to the speaking style
(irritation, etc.).

Number of: WoZ Real

dialogues 120 350

turns 1412 3019

turns per dialogue 11.8 8.6

illegal turns 47 (3.3 %) 321 (10.7 %)

turn errors 80 (5.7 %) 402 (13.3 %)

Table 1  Evaluation of WoZ
and real dialogues
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We also did some initial experiments with a
mixed initiative version using the speech front-
end together with BUSTER. As a first step the
dialogue was restricted to only accepting one or
both of the departure/arrival names, however
embedded in a freely pronounced utterance. If
the user starts by giving only one of the places,
BUSTER would ask for the missing information.
The state network is obviously more complex
than corresponding state networks in the TABOR
case. We did some informal tests with users that
had achieved a high success rate and a corre-
sponding low turn error rate on TABOR. Not
surprisingly, the recogniser performance turned
out to be somewhat lower than for the TABOR
case. In addition to the same kind of errors as for
the TABOR dialogue (like wrong bus stop),
errors which led to a wrong semantic interpreta-
tion was introduced; i.e. exchange of arrival and
departure names.

Thus it was concluded that the recogniser perfor-
mance had to be improved before continuing the
work of implementing a speech based version of
BUSTER.

8  Concluding Remarks and
Further Work

In this paper we have described a Norwegian
dialogue system for bus travel information sys-
tem, TABOR, and described a preliminary eval-
uation of it. We have compared the performance
achieved by real users with a corresponding
experiment using the recordings from a WoZ
session. As expected, the results for the real
users showed a significant deterioration with
respect to both the relative number of illegal
turns and the turn error rate, compared to the
WoZ callers. The results indicate that the dia-
logue structure as well as the speech recognition
engine should be further optimised. However,
the frequent use of the system by serious but
naïve users indicates that such systems are of
commercial interest.

A mixed initiative dialogue system in the same
domain was implemented for text based inputs.
Preliminary experiments with a speech based
version showed that the recogniser has to be
improved in order for the system to function
satisfactorily.

Currently we have just started a new project
dealing with open multimodal dialogues, which
should allow spontaneous speech. Hopefully this
will result in a recogniser which will be able to
cope with BUSTER-like dialogues.
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